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Abstract

Wireless mesh network extends the wireless network’s coverage. By equipping mesh
nodes with multiple antennas, they can further utilize the benefits from multiple channels. In
this project, we have investigated a media access control protocol for this multi-channel
multi-antenna environment. It can avoid considerable collision at link layer. To further
increasing the network throughput, we address the optimization issue and proposed
approximating algorithms. Finally, the application of VVolP has been applied to this network.
To achieve better performance, we designed a cross-layer control scheme for M* mesh
networks with IEEE 802.11e interfaces.
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Optimization on Hybrid Channel
Assignment for Multi-channel Multi-radio
Wireless Mesh Networks

Andy An-Kai Jeng and Rong-Hong Jan
Department of Computer Science
National Chiao Tung University
Hsinchu, 300, Taiwan, R.O.C

Abstract-The emergence of multi-channel multi-radio
wireless mesh networks has given us many new
opportunities and challenges. Particularly, the issue on
how to appropriately assign channels to interfaces has
gathered great importance in the recent publications. To
efficiently  utilize  the channels  diversity, the
communicating channels should be negotiated between
interfaces, which however would cause considerable
overhead. To conquer this, a hybrid scheme was proposed
to rule the way for assigning channels in literatures. In this
paper, we formally model the hybrid scheme into an
integer linear programming formulation. We provide the
necessary as well as sufficient conditions of any feasible
assignment which is not restricted to some specific goals.
To for optimizing the linking-layer performance, we
suggest a superior objective function which can minimize
the potential interference of any transmission on average.
We also show that a special case of the considered problem
is APX-complete.

l. INTRODUCTION

The wireless broadband technique has been continually
grown in the last years. To extend the broadband access to the
last mile, the deployment and research issues of the wireless
mesh networks (WMNs) has attracted more and more
attentions recently. In WMNs, a node can be either a mesh
router or a mesh client [1]. By relaying packets thought
multiple hops, the mesh clients, connecting to some mesh
routers with AP functionality, are able to communicate to
other nodes or access to the Internet.

Different from the traditional multi-hop networks, the
WMNs put more stress on exploiting multiple
non-overlapping channels to improve the network
performance. By transmitting on different channels, the
interferences among nodes can be greatly mitigated. However,
for the time being, the available channels are still limited. In
IEEE 802.11b/g (2.4GHz) and IEEE 802.11a (5GHz), at most
3 and 12 orthogonal channels are available only. Even in the
further, wasting on the channels may not be a promising way.
Therefore, the channel utilization should be properly spread
among nodes to gain better spatial reusability. On the other
hand, researches [1, 2, 5] have suggested that a mesh node

should equip with more than one radio to increase its
throughput in parallel. A node having multiple radios is able to
transmit and receive packets simultaneously using
non-overlapped channels.

In this paper, we consider the multi-channel multi-radio
wireless mesh networks (MCMR-WMNs). Our goal is to
assign channels on radios such that a link layer performance
measurement can be optimized. A number of algorithms have
been proposed to the channel assignment problem. According
to Kyasanur and Vaidya [3], these algorithms can be
categorized into threefold (scheme):

1) Static Scheme: In this scheme, the channels assigned on
interfaces or links are fixed permanently or over a long period
of time. The benefit of this scheme is that it requires no
overhead for negotiating the communicating channel before
transmission. All channels are decided in advance. However,
as the traffic profile is changed, the bandwidth requirement on
links may change. When this happens, the links or interfaces
are not able to adequate to this change. Examples are [4, 5]. In
[4], the channels assigned on the interfaces of each node are in
the same pattern. Das et al. [5] provided a two optimization
models for a link layer measurement. The channels are
assigned on links rather than interfaces in [5].

2) Dynamic Scheme: This scheme allows the channels used by
interfaces or links to be continually changed. However, to
achieve this, communicating overhead for negotiating a
common channel would be very heavy, if the traffic patterns
are frequently changed.

3) Hybrid Scheme: This scheme is suggested by [3]. It
combines the benefits of both static and dynamic schemes. In
this scheme, an interface can be either fixed or switchable. For
any fixed interface, a channel must be assigned on it in
advance and can not be changed later. All transmission are
initiated by switchable interfaces and received by fixed
interfaces. When a switchable interface attempt to transmit to
a target interface, it transmits using the channel assigned on
the target interface. Because the channels of neighboring fixed
interfaces of a switchable interface are always unchanged, the
switchable interface can switch to the communicating channel
immediately without any communicating overhead

In this paper, we propose an optimization model for the
hybrid scheme. We formulate the channel assignment using



hybrid scheme into an ILP formulation. A link layer
performance measurement, named average potential
interference per switchable link, will be given. The
optimization models for the channel assignment problem with
static and/or dynamic scheme for on MCMR-WMNs were
discussed in [5, 6, 7, 8, 9]. Especially, [5] is most similar to
our work. It concerns a link layer performance measure for the
static scheme in the worst case. To the best of knowledge,
there is no preview works concerning the optimization
problem for the hybrid scheme.

Il. NETWORK MODEL AND ASSUMPTIONS

In this section, we formally describe the networks under
study. Some necessary assumptions and considerations are
also explained. A given MCMR-WMN can be symbolically
modeled as the following instance.

1) The mesh nodes correspond to a set V of n fixed nodes.

2) Each node v has K(v) interfaces, where K(v) > 2. The set of
interfaces equipped on v is represented by I(v) = {li(v) | i, =1,
2, ..., K(W)}, where I,(v) is the i" interface on v. Whether an
interface is fixed or switchable is our decision variable either,
rather than specifying in the instance. The rationale will be
explained later.

3) Each interface Ii(v) has its won transmission range,
detonated by R;j(v). The set of neighboring nodes, in the
transmission range of l;(v) is denoted by N;(v). i.e. N;(v) ={ u |
u e V, uis covered by Ri(v)}. All neighboring nodes of v,
reachable from some interface of v, is denoted by N;(v). i.e.
Nv) = { u | u e Niv) for some i}.(Note that
N(V)=UncickyNi(v)).  In other words, by using different
interfaces, the reachability of a node can be varied. This
consideration is reasonable, since in the near further, multiple
radios in different modes, like IEEE 802.11 a, b and g, can be
equipped together on a single node to integrate heterogeneous

networks. This will lead to unequal converge on each interface.

Besides, even all interfaces are on the same mode, the
topological control in MCMR architecture would result in
diverse ranges on interfaces, which is beyond our scope.

4) Further, NIj(v) and NI(v) are the sets of neighboring
interfaces reachable from I;(v) and v, respectively. i.e NI;(v) =
{Ii(u) |ueNi(v),j=1,2, ..., KW} and NI(v) = { I;(u) | I;(u)
€ NI;(v), for some i}.

5) The transmission range R;(v) of each interfaces I;(v) can be
variant according the hardware feature or preliminary network
planning. The neighboring interfaces NI;(v) of I;(v) is the set of
interfaces which are within R;(v), not include I;(v) itself.

6) We assume for simplicity that all available channels are
homogeneous to the entire deployment region. That is, H
orthogonal channels are equally available to each node. To
neglect trivial instance, we assume that H > 2. Actually, the
assumption on the homogenous distribution of available
channels can be released further. We will mention this in our
discussion.

Then the linking status among nodes can be represented by a
digraph RG = (V, E), named reachability graph on nodes,

where two nodes v and u has directed edge (v, u) in E if and
only if u is reachable by some interface on v. i.e. u € N(V).
Similarly, RG, = (V,, E)) is the reachability graph on interfaces,
where Vi = {li(v) |[v e V,i=1, 2, ..., K(V)}, representing all
interfaces in the networks, and an directed (Ii(v), I;(u)) in E,, if
and only if v = u or I;(u) € NI(v). In this paper, we assume
that any given instance of MCMR-WMN corresponding to RG
is strongly connected. That is, for any two nodes v and u in V,
there is some path in RG from v to u and vice versa®.
Obviously, the connectivity of RG and RG, are equivalent. In
hybrid scheme, nodes should have at least on fixed interface
for transmitting and at least one interface for receiving.
Therefore, the assumption that K(v) > 2, V v € V, is for the
connectivity of instance either.

I1l.  DESIGN PRINCIPLES

In the hybrid scheme, compared to the static scheme, the
transmitting channels used by switchable interfaces can be
dynamically chosen from those channels assigned on the
neighboring interfaces which are fixed. So it is not necessary
to determine a channel for any switchable interface before
transmission. However, a new issue rises from this scheme:
whether an interface is fixed or switchable? In the previous
works [4], they generally assume that the roles of interfaces
are given in advance. This assumption may however restrict
the optimality within a specific consideration. We can treat the
possible combinations of the transmitting channels used by all
links in RG,, including using no channel, as the whole solution
space. Specifying the roles of interfaces in advance confines
the solution space to a specific subgraph of RG,, since those
links, except between fixed and switchable, interfaces can be
no longer in RG,. Contrarily, unlike the dynamic scheme, the
channels assigned on fixed interfaces are unchanged overtime,
which means that for a fixed interface, it always uses the same
channel to receive messages from different switchable
interfaces. Therefore, we do not have to decide channels based
on links. Instead, assigning a single channel on each fixed
interface is representative enough. Accordingly, in this paper,
the channel assignment problem on the hybrid scheme
consists of the following two decisions
1) For each interface, decide whether it is fixed or switchable.
2) If an interface is fixed, assign a channel to it.

After an assignment is decided, a switchable interface can
initiate an transmission with all neighboring interfaces which
are fixed by switching to their channels. So, for any two
interface Ii(v) and I;(u), we say that a switchable link is from
li(v) to I;(u) if and only if the following three conditions are
satisfied

l.v=u;

2. lj(u) € Ni(v);

3. I;(v) is switchable and I;(v) is fixed.
By this, the switchability among interfaces of an assignment

! The path from v to u and that from u to v are not necessarily
the same.



can be represented by a digraph SG, = (V,, Ei), named
switchability graph, where E;s corresponds to all switchable
links between interfaces. Likewise, for an assignment, the
corresponding connectivity of nodes, can be represented by a
digraph SG = (V, Es), where a directed edge (u, v) is in Eg if
and only if some switchable link is from u to v.

Given any instance, the feasibility of an assignment should
be further constrained. In our work, any feasible assignment
satisfies the following three considerations.

1) About interfaces: By definition, the channels assigned on
fixed interfaces are always unchanged. Besides, the
switchable interfaces are unnecessarily associated with any
channel before transmission. So in a feasible assignment, any
interface can be assigned at most one interface.

2) About channels: In MCMR architecture, multiple interfaces
are available to exploit the usage of channels on separated
spectrums simultaneously. Yet if two fixed interfaces are on
the same channel as well as the same node, then there must be
one of them useless, since they can never receive
simultaneously at any time. In this case, for either of them,
altering the channel or turning the role to switchable can never
worsen.

Consequently, all channels assigned on the same node should
be distinct. The constraint can be expressed as

3) About connectivity: Clearly, SG is always a subgraph of RG.

Therefore, the assumption on the connectivity of RG is only a
necessary condition for that of SG. We should further define
the necessary as will sufficient condition for the connectivity
(strongly connected) of any SG.

We say that a switchable link is active if it is used for
transmission. For two reasons, a switchable link can not be
active. First, the link is blocked, which means that the
interfaces on either or both of the ends are occupied by other
links for transmission. Obviously, any adjacent links can not
be active simultaneously due to this reason. Second, the link is
interfered by other transmissions. When a switchable link
(li(v), lj(u)) is active, the switchable links adjacent to the
interfaces in N;(v) can not be active on the same channel of
lj(u), since either transmitting or receiving of them can be
interfered by I;(v)’s transmitting (Note that some link could be
blocked as well as interfered. In this case, we say the link is
being blocked only, since no matter what channel is used by
the link, it can not be active). See Figure 1 for example in
which all interfaces transmit using channel 1: when the
switchable link (a, b) is active , (a, ¢) and (g, b) are blocked,
because their transmitting and receiving interfaces

respectively are used by (a, b). On the other hand, (d, c), (d, f)
and (e, ¢) can not be active either, since there are adjacent to ¢
and/or d, which are within the transmission range of a.

—J Switchable interface

Figure 1: The links blocked or interfered by the transmission of (a, b)
In [5], they considered the static scheme. To optimize the
link-layer throughput in the worst case traffic, in which all
links contend for transmission at the same time, they set their
goal to be maximizing the number of simultaneous
transmissions between interfaces. Similarly, an institutive
objective function for our consideration can be maximizing
the number of switchable links which can be active
simultaneously. However, this objective has many weaknesses.
First, such goal would be more interesting for the hardest
traffic profile, while ignore the most cases where only a pairs
need transmit. Second, maximizing the simultaneous
transmissions does not guarantee that any transmissions has
the minimal interference to the other links A transmission
causing high interference would lead to considerable
degradation on throughput. Third, this objective does not take
the channel diversity into consideration. In the hybrid scheme,
a switchable interface can utilize varied channels to conquer
dynamic traffic profiles by switching channels. Therefore, the
higher switchability of interfaces could bring more channel
diversity, where the switchability of an interface means the
number of neighboring interfaces it can switch to. Third, this
objective does not take the channel diversity into
consideration. For any switchable interface, the channel
diversity is the number of distinct channels it can switch to.
An interface with higher channel diversity can be more
adequate to dynamic traffic demands, since it has more
choices to keep away from the intensively interfered channel.
From these viewpoints, in this paper, we aim to minimize
an average-case linking-layer performance measure, named
the average potential interference per switchable link,
abbreviated as APS. Given an assignment, the potential
interference of a switchable link I;(v) is the number of
switchable links that are interfered by Ii(v) on the same
channel. Let us see Figure 2 (a): the potential interference of
(a, b) is 4, including (h, i), (h, ), (d, g) and (f, g). Let Tl be
the total number of potential interferences and TS be the total
number of switchable links. The APS is defined as
TI

AlS = — 1)
TS

This objective function provides an upper bound on the
average number of interferences which would be caused by an
arbitrary transmission. Figure 2 (b) illustrated a fully example,
where totally has 21 switchable links and averagely no more
than 1.19 transmissions (1.19 = 29 /21) could be interfered as
a switchable interface is active.




Figure 2: (a) the potential interference of a link (b) the potential
interferences of all links.

IV. PROBLEM FORMULATION

The following, we are going to introduce the symbolic
terms defining an assignment. Then, we discuss and formulize
all essential constraints for characterizing a feasible
assignment. Finally, an objective function dedicatedly tailored
for the hybrid scheme will be presented.

A. Decision variables

First, we define the following binary variables to constitute
an assignment based on interfaces:

X (V)= 1 if channel his assigned on the i" interface of node v
W 0 Otherwise

WwhereveV,i=12,..,KMWandh=1,2 ..., H.
These variables are sufficient to model the two decisions. First,
they dedicate the channels assign on interfaces. Secondary, an
!nterface is switchable if there is no channel assigned on it, i.e
I.8 21<h<nXin(V) = 0, otherwise, it must be fixed.

B. Constraints

The considerations of any feasible assignment have been
verbally described previously. Now we formally define the
sufficient and necessary conditions of the feasibility for any
assignment.
Constraints on interfaces: For each interface, no matter being
fixed or switchable, at most one channel can be assigned on it.
Thus we have

H
> x,(V)<L VeV, Vi=12,..,K(V) )
h=1

Constraint on channels: To ensure that there is no channel

assigned to any node for the second times, the constraint can

be expressed as
K(v)

> %, <LvveV, vh=12..H @)
i=1

Constraint on connectivity: In the hybrid scheme, a node can
communicate with other nodes only if it has at least one fixed
interface for receiving and has at least one switchable
interface for transmitting. As a sequel, the obviously necessary
conditions for connectivity can be given by

K(v) H

DY Xn(v)>0, YveV (4)

i=1 h=1

and

K(v) H
Z(l—inyh(v)J>0, wveV ©)
i=1 h=1

Equations (3) and (4) indicate respectively that all nodes
should have at least one fixed and switchable interfaces.
However, they are not sufficient either. In RG, some
neighboring node u of an interface I;(v) may be no longer
reachable in an assignment if I;(v) is assigned to be fixed and

no other interface of v can reach u.

Fortunately, when all transmission ranges on a node are
equal (i.e. V v eV, Ri(v) = Ry(Vv), V i, j < K(v)), equations (3)
and (4) can be sufficient either: In the reachability graph RG,
for any two nodes v and u, there is a path = from v to u.
Considering any median node w and w’s next hop t on 7, if the
transmission ranges on w are all equal, w can reach t by any
interface. Therefore, if some interface on w is switchable and
some interface on t is fixed, w must be able to reach to v.
Continuing the same argue on each w, the correctness follows.

C. Objective function

Now, we formulate our link-layer measure performance
measurement APS, the average potential interference per
switchable link. Let rj;j(u, v) = 1 if I;(u) € NI;(u), 0, otherwise.
A function S;;(v,u) that indicates whether a switchable link is
in SG, i.e. §j(v,u) = 1 if (Ii(v), I;(u)) € SG, and S;;(v,u) = 0,
otherwise, can be defined as follows.

si,j<v,u)=[1—ixi,h<v)j[ixi,h<v)—ix,—,hw)j ) ©

The first parenthesis returns 1 i.f.f. the two interfaces are not
assigned the same role, the second returns 1 i.f.f. Ii(v) is
switchable, the last term indicates whether 1;(u) can be reached
by li(v). So, the three conditions defining a switchable link is
characterized by equation (6). By this, the total number of
switchable links can be obtained by

K(v) K(u)

TS=3"3 > >S8;(vu) )
veV i=l ueN(v) j=1
Next, we consider the number of potential interference per
link. Consider two pairs of interfaces (li(v), Ij(u)) and (ls(p),
li(a)). First, we define a function Fijs:(u, v, p, g) to indicate
whether they are switchable on the same channel. Fijs(u, v, p,
q) =1, if it is, 0, otherwise. The function can be given as

Fyac P.0) =70, @S, (v o, @S, () @)

Then, we need to identify whether (ls(p), 1(q)) is in the
interference range of (Ii(v), lj(u)). As shown by figures 1 and 2,
(Is(p), 1(q)) can be interfered by (li(v), I;(u)) only if either end
of (Is(p), 1(q)) is reachable from I;(v) in RG. So, let El;i(v)
denote the set of links in RG, which are adjacent to some
interface in NI;(v), all possible links which can be interfered
by (Ii(v), 1;(u)) are in Eli(v). However, (ls(p), 1:(g)) can be
interfered, rather than be blocked, by (li(v), I;(u)), only if
either end is neither Ii(v) nor I(u). So, let EI5(v, u) be the
subset of El;(v) removing all links adjacent to neither I;(v) nor
lj(u). The number of potential interference of (Ii(v), I;(u)) can
be defined as

Tli,(ulv): ZFi‘j,s,t(Vvul p!q) (9)

(1 (p). 1 (@)ENT (u.v)

, and the total number of potential interference links is
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Finally, the average potential interference per switchable link
can be obtained by

AlS = T
TS
We name the channel assignment problem with the goal of

minimizing AlS as AISP.

D. The ILP formulation

The final form of the ILP model is summarized below,
which consists of totally nHY,,.yK(v) decision variables and
(H + 1)(nX,cvK(v) + 1) + 1 constraints.
Minimize AIS
subject to

"
D Xy <LWeV,Vi=12,..,K(V)

h=1

K (v)
> x,(V)<LWveV, Yh=12,..,H

i=1

~
~

V) H
Xn(V)>0, YveV

h=1

-1

I
AN

X n(v),VveV, Vi=12,..,K(),vh=12,.,H

Notice that in equation (1), the value of Tl is determined by
the two decisions, while the number of switchable links is
solely determined by the roles of interfaces. Therefore, if the
role of each interface is given in advance, we can concentrate
on minimizing TI. We named this specialized problem as TIP.

IV. APPROXIMATION

In this section, we will show that in some reasonable
consideration of network topology, TIP is APX-complete. In
other words, in those cases, there is some polynomial-time
algorithm such that the performance ratio of TIP can be
bounded by a constant.

Given a graph G, a dominating set D of G is subgraph of
vertices such that for each vertex v in G, S contains either v
itself or some neighbor of v in G. An independent dominating
set T of a graph is a dominating set such that no two vertices
of T are connected an edge in G. The minimum independent
dominating set problem (MIDP) is to minimize the vertices of
T[13].

Let P = (V, R, I, H) be an instance of TIP, where R, | and H
are the sets of transmission ranges, interfaces and available
channels, as defined in Section II, respectively. We show that
there is a strict-reduction (f, g) from TIP to MIDP. That is, we
shall prove the following
1) Forevery instance P in TIP, f(P) is an instance in MIDP.

2) For every feasible solution T to f(P), g(T) is a feasible
solution to P.

3) TIg(T)) — TI(P) = MID(T) — MID(f(P)), where TI(g(T))
(MID(T)) and TI(P) (MID(f(P))) are the result of T (g(T))
and optimal result of P (f(P)) respectively.

We now illustrate the transformation f from P to f(P)

(1) For any two interfaces Ii(v) and l;(u) having a switchable
link from Ii(v) to Ij(u) in S, we create H components
Ci,j'h(V, U), h= 1,2, ..., H

(2) For any two components Cj;n(v, u) and Cs¢n(p, g) having
the same subscript h, if either I(p) or I(q) or both are
within the R;(v), we have a node N;js:n(v, U, p, q) in f(P).

(3) For any two nodes Nij. s fm(V1, Uz, P1, G1) and Nijoso o pa(Va,
Uy, P2, 02) in f(P), an edge is between then if and only if
one of the following conditions is satisfied.

i |j1(U1) = |J'2(U2) and hl ES h2.
il 1r(q1) = In(d2) and hy = h,.
iii. Uy = Uy, jl ijz and hl = hz.
iv. 01 =02, fl ES f2 and hl = hz.

Next, we show the function g which maps a independent
dominating set T of f(P) to an assignment g(T) of P. An
assignment is represented by binary matrix y;,(v) such that
Yin(v) = 1 means that the I;(v) is assigned channel h, and 0,
otherwise. Then the function is defined as, forany v e V, i =
1,2,..., K(v) and h =1,2, ... H, yin(v) = 1 if there is some
node  Nigjs.fh(Vio Uk Pk, Gk) in T such that either 1 (uy) = 1i(v)
or ls(ay) = li(v), 0, otherwise.

Then, we can show that if T is feasible to MIDP, then g(T) is
feasible to TIP. Compared to AISP, the conditions of defining
the feasibility of TIP are equivalent, except for the
connectivity, since this condition is determined solely be the
roles of interfaces and these roles in TIP are given in advance.
Besides, an additional condition for the feasibility is that all
fixed interfaces are assigned at least one channel.

1) Each fixed interface has at most one channel: In f(P), if a
node Nisjis.np(Ve, Us, P1, 1) is in T, which means that the
two fixed interfaces I;(uy) and Is(qy) are assigned channel
hy ing(T), then any other node Nijsph(V2, Uz, P2, O2)
such that 1;,(u;) = l3.(uz) and hy = hpor ln(ds) = Ih(92) and
h; # h,can not be in T, since an edge is between each of
them an all nodes in T should be impendent.

2) Each fixed interface has at least one channel: It can see
that the combinations of all fixed interfaces and channels
are elaborated by nodes in f(P). Besides, by virtue of the
dominating set, each node should be either in T or
adjacent to some node T. Therefore, for each fixed I;(v),
there must be some node in T with a subscript h consisting
it. i.e. there must be some h such that y;n(v) = 1.

3) All channels assigned on a node are distinct: The
conditions that u; = Uy, jy #jand hy = h, (1 =qp, f1 2 f>
and h; = h,) in above avoid that any two interfaces j; and
j» on the same node u; (f; and f, on ;) being assigned the
same channel h;.

Consequently, we can conclusion that any feasible solution of

f(P) can be translated to a feasible assignment to P through a



function g.

A node Nijsin(v, u, p, q) in f(P) corresponds to a
interference that the activity on (li(v), Ij(u)) interferes the
possible transmission on (ls(p), 1:(q)). Thus TI(g(T)) is always
equal to MID(T). As we show above, for every feasible
solution T to f(P), g(T) is a feasible solution to P. On the other
hand, it can be easily evaluated that any feasible solution g(T)
to P can also be transformed to a feasible solution T to f(P).
Therefore, we have g(T) is feasible if and only if T is feasible,
which implies that that TI(P) can be no worse than MID(f(P))
So, we can get that TI(g(T)) — TI(P) = MID(T) — MID(f(P)).

Halldorsson [10] show that for general n-vertex graphs,
MIDP is not approximable within n* ¢, for any &> 0. Kann [11]
show that MIDP, when restricted to graph of bounded degree,
is APX-complete. Thus by the strict-reduction, if any instance
P to IPP can be transformed to f(P) having bounded degree,
TIP is APX-complete. Moreover, we can observe that if all
interfaces in P have bounded neighboring interfaces, the
degrees in transformed instance re also bounded. So we can
conclusion that TIP is APX-complete when considered
bounded neighboring interfaces.

In wireless environment, the transmission power would
exponential grown by distance. So, we usually hope to control
the topology in advance so that each node covers a limited
number neighboring nodes [12]. For this reason, the restricted
consideration for P is quite reasonable.

Kann [11] also show that for d-regular graph, MIDP is
approximable within (d+1)/2. As a sequel, TIP can also be
approximable within (d+1)/2.

V. CONCLUSION

In this paper, we have studied the optimization model for
the hybrid scheme of channel assignment problem on
MCMR-WMNs. We have discussed and formulated the
feasibility of an assignment into a set of necessary as well as
sufficient constraints. To optimize the link layer performance,
we have introduced an objective function AIS. A small AIS
means that less interferences will be caused by an arbitrary
transmission. We also show that TIP, a special case of AISP, is
APX-complete for topology with bounded degree.

For the future research, it would be worth to investigate the
optimization mode for the network layer performance
measurement for the hybrid scheme. Besides, an efficient
algorithm or distributed protocol for the hybrid channel
assignment is attractive. In addition, whether the general
problem AISP is also APX-complete or NPO-complete should
be verified further.
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Abstract: In wireless ad hoc networks, constructing and maintaining a topology with lower
nodes degrees is usually intended to mitigate excessive traffic load on wireless nodes.
However, keeping lower nodes degrees often prevents nodes from choosing better routes that
consume less energy. Therefore, a tradeoff is between the node degree and the energy
efficiency. In this paper, an adjustable structure, named the r-neighborhood graph, is
proposed to control the topology. This structure has the flexibility to be adjusted between the
two objectives through a parameter r, 0 < r < 1. More explicitly, for any set of n nodes, the
maximum node degree and power stretch factor can be bounded from above by some
decreasing and increasing functions of r, respectively. Specifically, the bounds can be
constants in some ranges of r. Even more, the r-neighborhood graph is a general structure of
both RNG and GG, two well-known structures in topology control. Compared with YGy,
another famous adjustable structure, our method can always results a connected planar with
symmetric edges. To construct this structure, we investigate a localized algorithm, named
PLA, consuming less transmitting power during construction and execute efficiently in

O(nlogn) time.

* This research was supported in part by the National Science Council, Taiwan, under Grant NSC
94-2219-E-009-005 and NSC 94-2752-E-009-005-PAE, in part by the communication software technology of
I11, Taiwain, and in part by the Intel.

“ Corresponding author: Tel: +886-3-5712121 ext.31539.

1



Index Terms: Wireless ad hoc networks, topology control, energy-efficient, localized algorithm.
I. Introduction

Wireless ad hoc networks enhance the conventional deployment of communicating
environments for many applications, such as conferences, hospitals, battlefields, search and
rescue teams, etc. In these environments, the performance of network operations heavily
depends upon the underlying topology [4]. For instance, the delivery rate would be
significantly lower down as the underlying topology breaks. Therefore, appropriately
controlling the topology is a crucial stage in communication. The topology control problem in
wireless ad hoc networks has been widely studied in recent years [3, 15, 18, 19, 20, 23, 29,
32]. Generally speaking, the core of this problem is to determine set of wireless links such
that the composed topology is able to achieve certain goals [23]. These goals would be
variant depending upon the circumstances and could be either qualitative features or
quantitative objectives. Since wireless nodes usually struggle with limited bandwidth and
computation power, a genius way should be able to simultaneously achieve several goals. In
this paper, we aim to control the topology with the following goals which are extremely
desired in wireless environments.
1. Symmetry: The existence of asymmetric links may complicate many communication
primitives. For instance, the MAC layer’s ACK is hard to implement when some links are not
bidirectional [21]. Besides, asymmetric links in topology would also cause inconsistent
routing qualities at two ends.
2. Connectivity: Connectivity is unquestionably the most essential prerequisite in any
communicable topology [23]. Two nodes u and v are strongly connected if there is a directed
path from u to v and vice versa. A directed topology is strongly connected if all pairs of nodes
are strongly connected. If the links are symmetric, we should aim at the connectivity of an
undirected topology instead.
3. Energy efficiency: Energy is the most crucial resource in wireless nodes. Due to the severe
path loss in radio carriers, transmitting with large ranges would exponentially run out of
nodes’ energy. Therefore, relaying messages through multiple hops with shorter ranges could

usually consume less energy [24].How to choice the links between nodes for relaying is a
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critical point in this goal.

4. Sparseness: Numerous distributed and localized routing protocols are based on flooding
[13]; however this may burden networks with unavoidable redundant messages. Thus,
keeping a sparse topology, consisting of linear number of links [15], would be an ingenious
way to shrink the expenditure from network operations.

5. Maximum node degree: For some nodes with overly-large degrees, the network flows will
concentrate on them and rapidly draw out their energy. Besides, a larger node degree means
tighter dependency among nodes, which is not expected when wireless nodes move
frequently. Therefore, the maximum node degree over a topology should be bounded from
above by some constant.

6. Planarity: A graph is planar if it has no crossed links inside. It is helpful for many
geometric problems: The shortest path (least energy unicast route) can be quickly found in
linear time when the underlying topology is planar [12]; Besides, in many position-based
routing algorithms, the successful delivery can be guaranteed only if the underlying topology
is a planar [2, 11].

Taking a further look, a topology having constant node degree must be sparse. So, we
can concern the 5™ goal only. Unfortunately, keeping nodes with lower node degree would
possibly sacrifice some potential links composing more energy efficient routes in topology.
Therefore, empirically a tradeoff is between the node degree and energy efficiency [15]. For
this reason, we aim to design an adjustable way so that the tradeoff can be adjusted flexibly.

In wireless ad hoc networks, due to the absence of a central arbitrator and the limited
sensing range, centralized approaches [3, 30] are rarely attainable. Therefore, a variety of
distributed approaches were proposed [17, 19, 29]. A distributed protocol passes messages
hop-by-hop. This however may cause considerable overhead through the entire network. So,
a localized approach is more preferred. According to Stojmenovic and Lin [27], a node using
localized topology control method requires information within constant hop(s). However, in
some localized approaches [15, 16, 18, 27], the operations should recursively depend upon
the computed status or partial results from nearby nodes, which may hurt their practicability.

Therefore, the following we define a new type of mythology for more practicability.
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DerFINITION 1: An algorithm L is purely localized if it is localized and all operations depend
upon only the information inherent® in nodes, available before any execution of L.

A purely localized topology control algorithm is more useful to large scale and high mobility
environments, since the operation of a node is completely isolated from any execution of
other nodes. Further, we say that a structure is purely localizable if we can construct it by a
purely localized algorithm. Our goal is to investigate a purely localizable structure so that all
desired goals listed above can achieve.

The rest of this paper is organized as follows. Section 11 specifies the network model and
formally describes the problem under study. In Section Ill, we review and summarize the
related works. The main structure, components, and their theoretical results are presented in
Section 1V. Some detailed derivations are explained in Appendix. In section V, we investigate
an extended version of the main structure to comprehend our theoretical properties. In section
VI, a purely localized algorithm is investigated to construct our structure. Finally, concluding

remarks and some directions for the further research are given in the last section.

I1. The Model and Problem

The wireless ad hoc network concerned in this paper consists of a set V of n wireless
nodes distributed on two-dimension plane %, Each node is equipped with an omnidirectional
antenna and can change its transmission range by adjusting the transmitting power at any
level. The maximum transmission ranges are equal among all nodes. In other words, we can
normalize the maximum transmission ranges of all nodes to be 1 for simplicity. In addition,
each node u can obtain its position P(u) through a lower-power GPS or some other ways [14],
and an unique id(u) is also available to each node wu.

This network can be modeled as a unit disk graph, UDG(V). In this graph, an edge uv
exists if and only if the Euclidean distance between u and v, denoted as ||uv||, is at most 1.

The least power required to transmit immediately between u and v is modeled as ||uv||%,
where « is typically taken on a value between 2 and 4, depending on the attenuation strength

of the communication environment [5]. To measure the power efficiency of a topology, Li et

The node’s position and id are usually assumed to be inherited in nodes. See Section 11 for more explanation.
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al. [15] defined a well-formed measure, named power stretch factor. We reintroduce it below.
Let z(u, v) = Vvov1...Vh-1Vy be a unicast path connecting nodes u and v, where vo = u and v, = v.

The total transmission power consumed by path z(u, v) is defined as
h
p(z(u,v)) = Z”Vi—lvi ”a .
i=1

Let ;zg(v)(u,v) be the least-energy path connecting u and v in graph G(V). Given a subgraph

G’ (V) inUDG(V), the power stretch factor of G’(V) with respect to UDG(V) is defined as

p(G(V)) = max ples ()
uvev p(”LjDG(V)(U:V))

On the other hand, the maximum node degree of graph G(V) is defined as

dmax (G(V)) = rI‘J]g'/xdG(V)(u)!

where dgy(u) is the degree of node u in graph G(V).

I11. Related Work
Many localizable structures, used to control the network topology, have been proposed

in literatures [15, 16, 18, 26], while only a few of them are purely localizable. The following

we list four well-known structures. Most of them or their extensions are purely localizable:

B The constrained Relative Neighborhood Graph [28], denoted by RNG(V), has an edge
uv if and only if |Juv|| < 1 and the intersection of two open disks? centered at u, v with
radius ||luv|| contains no node w €V, see Fig. 1(a),

B The constrained Gabriel Graph [6], denoted by GG(V), has an edge uv if and only if
||uv]| < 1 and the open disk using ||uv|| as diameter contains no node w €V, see Fig. 1(b).

B The constrained Yao Graph [33] with a parameter k > 6, denoted by ﬁkw) is
constructed as follows. For each node u, define k equal cones by k equal-separated rays
originated at u. At each cone, a directed edge uv exists, if [juv|| <1 and the cone contains
no vertex w €V such that [juw]|| < ||uv||. Ties are broken arbitrarily. YG(V) is denoted as
the underlying undirected graph of Y_Gk(\/), see Fig. 1(c).

B A Delaunay Triangulation, denoted by Del(V), is a triangulation of V in which the

2 An open disk centered at point x with radius d is the collection of points with distance less than d from P(x).
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interior of the circumcircle of each Auvw contains no node w € V. The unit Delaunay
Triangulation, denoted by UDel(V), has all edges of Del(V) except those longer than 1 [8,
18], see Fig. 1(d).

(@) (b) (©) (d)
Fig. 1: (a) RNG(V) (b) GG(V) (c) YGK(V), k = 8 (d) UDel(V).

Let us discuss the properties of these structures and their extensions. We say a objective
f(.) of a structure S(V) is bounded if there is a constant C such that f(S(V)) < C, for any set V
of n nodes. Li et al. [15] showed that dnx(RNG(V)) is unbounded if there is a node u € V
having an unbounded number of neighbors adjacent to u at exactly the same distance in the
underlying UDG(V). To overcome this problem, Wattenhofer and Zollinger [32] proposed an
algorithm to find a structure, denoted by XTC(V). They showed that that XTC(V) is a
subgraph of RNG(V) and the dmax(XTC(V)) is at most 6. Especially, if there is no node having
two or more neighbors at exactly the same distance in V, XTC(V) is identical to RNG(V) [24].
Their results infer the following theorem.

THEOREM 1: Given a set V of nodes on R?, if there is no node having two or more neighbors
at exactly the same distance, then dmax(RNG(V)) < 6. ]
We denote the condition in Theorem 1 as assumption AS. That is,

AS : There is no node in V having two or more neighbors at exactly the same distance.
This theorem reveals that even RNG(V) has no constant bound on its node degree, it is still
useful since the distances of nodes in real world are rarely exactly the same. The constrained
Gabriel Graph GG(V) has the least power stretch factor 1, in comparison with the unbounded
power stretch factor n — 1 of RNG(V) [15]. However, dmax(GG(V)) could be as large as n — 1.
An extended structure, Enclosure graph [16, 14, 24], denoted by EG(V) is generalized from
GG(V). It can always result a subgraph of GG(V) [16]. Even so, its maximum node degree is
still unbounded [20, 24].

To overcome the tradeoff between the maximum node degree and the power stretch



factor, an adjustable structure, having the flexibility to be adjusted between the two objectives,
becomes more attractive. ﬁkw )is an adjustable structure. It can be adjusted through a
parameter k such that for any given k, the maximum out-degree is at most k, and the power
stretch factor is at most 1/ (1—(23in ﬁ/k)“) [15]. We say an objective f(.) of an adjustable
structure Sk(V) with parameter k is partially bounded if there is at least one ko such
that f (S, (V)) is bounded. According this definition, the maximum out-degree and power
stretch factor of \TGk(V) are partially bounded since for some ranges of k, k and
1/ (1—(25in zl k)“) are constants. However, the asymmetric edges of YG (V) may lead to
large in-degrees even when k is very small [15]. So, d ., (YG,(V)) can be neither bounded
nor partially bounded. To improve this, an extension of \T@(\/), named Yao and Sink, was
proposed [15, 17, 29]. It can limit the maximum node degree in (k +1)> — 1 and result
symmetric edges. Unfortunately, in this structure the neighbors of some node should be
recursively determined by one another so that it can not be purely localizable. The unit
Delaunay triangulation UDel(V) has bounded power stretch factor. However, neither Del(V)
nor UDel(V) can be computed locally. So, Li et al. [18] suggested a localized version of the
Delaunay graph, denoted by LDel™(V), where h means that each node uses at most k-hop
information. The power stretch factor of LDel®(V) is bounded for all k > 1. Even so, its

maximum node degree is not bounded for any h.

UDG [X |—{ Y]

X is a subgraph of Y

Some immediate
structures is between
Xand Y

*
[ X1C | > RNG

Fig. 2: The relations of the pure localizable structures and their extensions.

The relations among these structures were studied in several papers [7, 10, 16, 22, 24,

33]. We summarize them on Fig. 2, where EMST(V) is the Euclidean minimum spanning tree



of UDG(V). With these relations, their connectivity can planarity can be easily inferred.

Regarding the connectivity: we know that EMST(V) is connected if UDG(V) is itself a
connected component of V. Therefore, when UDG(V) is connected, all graph containing
EMST(V) are connected. That is, RNG(V), GG(V), EG(V), UDel(V), LDe®I(V), YG(V) are all
connected. The connectivity of XTC(X) was proven by different way [24].

Regarding the planarity: LDel®(V) is planar for any k > 2 [18]. Therefore, all subgraphs
of LDel®(V) are planar. That is, UDel(V), GG(V), EG(V), RNG(V), XTC(V), EMST(V) are all
planar. On the contrary, YG«(V), and LDe®I(V) can not avoid producing the crossed link, so

they are not planar [15, 18]. Table 1 summarizes above discussion.

Table 1: The properties of the four main purely localizable structures.

Powver stretch factor|  Maximum node degree Planar | Symmetric | Connected
Bounded (with AS)
RNG(V) Unbounded Unbounded (without AS) Yes Yes Yes
GG(V) Bounded Unbounded Yes Yes Yes
YG, (V) | Partially bounded Unbounded No No Yes
No (k=1)
® i
LDel™(V)| Partially bounded Unbounded Yes (k=>2) Yes Yes

From above table, we can see that no presented structure can bound or even partially
bound the two objectives. Besides to the best of our knowledge, no other structure can be
purely localizable and achieve this goal. Therefore, we will propose the first purely
localizable structure, named r-Neighborhood Graph, to fill this gap. This structure is
adjustable and can always result connected planar with symmetric edges. In addition, we can
show that our structure is a generation of both GG(V) and RNG(V).

Apart from the purely localizable structures, several composite methods, based on
combining two or more existent structures, were investigated in the last few years [17, 19, 25,
31]. Conceptually, the main idea is to use the virtue of one structure to patch up the fault in
the other structures. For examples, the ordered Yao structure, denoted as OrdYao(V) [1], is a
variation of YG, (V). It has the partially bounded maximum node degree and length stretch
factor. However, the planarity can not be guaranteed. Therefore, Wang and Li [19, 31] applied

OrdYao(V) onto LDel®(V) to avoid the crossed edges produced by OrdYao(V); Song et al. [25]
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improves it by applying the OrdYao(V) on GG(V), using only one-hop information. However,
the construction of OrdYao(Y) requires exchanging the computed status as well as partial

results between nodes. Consequently, none of them is purely localized or purely localizable.

IV. The r -Neighborhood Graph

In this section, we introduce a new adjustable structure. First, we define a region on R2.
It will be used to compose our structure. Let x be any point on 92, the open disk and circle
centered at P(x) with radius d are denoted as D(x,d) and C(x, d), respectively. The region is
defined as follows.
DEFINITION 2: Given a nodes pair (u, v) on 82, the r-neighborhood region of (u, v), denoted
as NR(u, v), is defined as:

NR, (u,v) = D(u,|uv]) " D(v, |uv[) " D(m,,. 1)

where my, is the middle point on uv, l,, = (||luv]|[/2)(1 + 2r>)*? and 0 < r < 1.

When no confused, we use m and | instead of my, and |, respectively. In Fig. 3, the shaded
region intersected by the three open disks sketches an example of the r-neighborhood region.
This region is obviously equivalent to the following point set:

NR, (u,v) ={P(x) € R | |ux| < Juv], [vx] <]Juv]], |mx] <1} Eg. 1
For any node w located on NR(u, V), this region limits the power consumed by path uwv.
This property is shown in Lemma 2 and derived in Appendix.
LEMMA 2: Given two nodes u and v on R?, for any node w such that P(w) e NR(u, v), p(uwv)
<||uv||“(2 + r%), for all > 2.
This lemma explains why we call such plane a neighborhood region: For any node w located

in the region NR(u, v), it should be an alternative neighbor for u with respect to v, in the
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sense that the power required for relaying from u to v through w is no greater than 1 + r*
times of the immediate transmission. Based on this region, we structure is defined below.
DEFINITION 3: Given a set V of nodes on R? the r-neighborhood graph of V, denoted as
NG((V), has of an edge uv if and only if |juv|| < 1 and NR(u, v) contains no node w € V,
where 0 <r<1.

By Definition 3, if edge uv is not in UDG(V) or a node w is inside NR((u, v), there is no direct
link connecting u and v in NG,(V), which mean that all transmissions between u and v should
be relied through some other node(s) in NG,(V). Now, we explore the desired properties in
our structure. Before this, we shall discussion the following relations.

LEMMA 3: For any set V of nodes on R%, RNG(V) = NG(V) = GG(V), forall 0 <r < 1.

Proof. Consider the open disk D(m, ||uv||/2), defining GG(V). Suppose uv € NG(V), the
region NR(u, v) has no node inside. Since D(m, ||uv||/2) is obviously a subregion of NR(u, v),
for any 0 < r <1, there is also no node in D(m, ||uv||/2). Therefore, according to the definition
of GG(V), we get uv € GG(V). On the other hand, consider the two open disks D(u, ||uv||) and
D(v, ||uv]]), defining RNG(V). Suppose uv € RNG(V), no node is inside the intersection of D(u,
[luv])) and D(v, ||uv|]), which obviously covers the region NR.(u, v), for any 0 < r < 1.
Therefore, no node can be inside NR.(u, v) and we get uv € NG(V). L]
Specifically, as r = 0, NRo(u, v) = D(m, |juv||/2), which is the disk defining GG(V). On the
contrary, as r = 1, NRy(u, v) = D(m, |luv||), which is the disk defining RNG(V). Therefore,
GG(V) = NGy(V) and RNG(V) = NG4(V). So, we can conclude the following theorem.
THEOREM 2: The r-neighborhood graph is a generalized structure of both the restricted
Gabriel graph and the restricted relative neighborhood graph.

Since a subgraph of a planar graph is always planar, and a supergraph of a connected graph is
always connected, with the planarity of GG(V) and connectivity of RNG(V), we can infer the
following two theorems.

THEOREM 3: For any set V of nodes on %2, NG,(V) is planar, forall 0 <r < 1.

THEOREM 4: For any set V of nodes on R?, if the underlying UDG(V) is connected, NG(V)
is connected, forall 0 <r < 1.

Now we consider the energy efficiency and node degree of NG.(V). We will show that
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the upper bound of p(NG(V)) is increased by r and contrarily the upper bound of dmax(NGr(v))
is decreased by r. In other words, the r-neighborhood graph is adjustable to the two objectives
through the parameter r. With these results, we can further show that the power stretch factor
and maximum node degree are partially bounded in our structure. Before these, a property
proposed by Li et al.[15] shall be mentioned first. It can be used to simplify our proof.
LEMMA 4 [15]: Given a subgraph G’(V) < UDG(V) and a constant C, p(G’(V)) < C if and
only if for any edge uv in G(V), there is a path #{u, v) in G’(V) such that pg, (u,v) < Cluv|".
This lemma indicates that to derive an upper bound for po(NG.(V)), it is sufficient to the
consider only those nodes pairs having direct links in UDG(V). So, we aim to derive a strictly
decreasing function F(r), such that for any uv in UDG(V), a path z(u,v) is in NG(V) such
that p(;z(u,v)) < F(r)||uv||*. To achieve this, we investigate an algorithm EXPANSION with an
input of any two nodes (u, v) and outputs subgraph S of NG,(V) related to (u, v). Let P(S) be
the total transmission power of edges in S. i.e. P(S) = X2tesp(s, t). We can show that there is

some path in S connecting (u, v) and P(S) < F(r)||uv||*.

ALGORITHM EXPANSION

Input: A nodes pair (u, v) in V

Output: A subgraph S and a positive value P.

Step 1: S ={}, " ={(u, v)}, Q = {u, v}, P =juv]|%,

Step 2: When some node pair (s, t) is in S such that a node w € NR((s, t)

=8 -(s,t);
Ifw ¢ Q then
S=S U (s, w)u (w,t);
Q=Qu{w};
P =P+ (st
Otherwise,
S’=S" U (s, w);

Step 3: S={xy e NG(V) | (x,y) € S'};

Step 4: Stop and output E and P.

In this algorithm, S’ is a set of nodes pairs, in which an edge st in NG.(V) can be a part of S
only if its two ends (s, t) are in S’ as described at step 3. So, to determine S, we have discuss
the S’ first. Initially, S’ contains only (u, v). Then, it will be recursively expanded as follows:

for each (s, t) in S’, if a node w is in NR(s, t) and not considered before, replace (s, t) with (s,
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w) and (w, t); if a node w is in NR(s, t) but considered before, replace (s, t) with (s, w);
Otherwise, keep (s, t) unchanged. We use the set Q to record the considered nodes.

When some (s, t) is in S’ such that a node w € NR(s, t), no matter w is considered or not, by
Eq. 1, the replaced nodes pair(s) must be shorter than ||st||. i.e. [|sw]|| < |[|st|| and |lwt|| < ||st||.
Thus after finite iterations, each node pair in S’ can be replaced by another node pair with
shortest distance. So, the algorithm is terminable. Now we show that (u, v) is connected by
some path in the subgraph S when termination.

LEMMA 5: Given any set V of node on R?, for any two nodes u and v in V, if edge uv is in
UDG(V) and UDG(V) is connected, there is some path in S connecting (u, v).
Proof: Since Q includes u and v, we can prove this lemma by showing that all nodes in the Q
are connected in S. For each expansion of S’, we define a dummy graph S” in which an edge
st exists if and only if (s, t) is in S” (Note that any edge in S” is not necessarily in either
UDG(V) or NG(V)). First, we show that at any iteration, all considered nodes in Q are
connected by S”. Initially, Q is connected by S”, since S’ = {(u, v)} and Q ={u, v}. We assume
for induction that all nodes in Q are connected by S” at k-th iteration. Then, we show that it is
true for the next iteration. At k+1-th iteration, if there is no pair in S’ satisfies the entrance
condition of step 2, the claim is correct, since Q and S” are unchanged; Otherwise, a node
pair (s, t) € S’ is expended. In this case, if the chosen w ¢ Q, w is connected with all nodes in
Q via dummy edges sw and wt; otherwise, w € Q, which implies all nodes in Q are still
connected by S” as the previous iteration. As described above, the distance of any expended
nodes pair is no longer than the previous one. So, if uv is in UDG(V), all edges in S” are also
in UDG(V). Then, as the algorithm processes to step 3, no nodes can be in the
r-neighborhood region of any nodes pair in S’. With these two facts, all dummy edges in S”
are also in NG,(V) when termination. So S is equivalent to the last S”. Consequently, if
UDG(V) is connected, by Theorem 4, all nodes in the last Q are connected S. L]
Then we derive a strictly decreasing function F(r) using the value P in this algorithm.
LEMMA 6: Given any set V of n nodes on R?, for any two nodes u and v in V,

P(S) < F(r|uv|” and F(r)=1+(n-2)r”
forall0O<r<land a>2.
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Proof: Let P(S’) = 2syes'p(S, t). We show that P(S”) < P at each iteration of step 2. Initially,
S’ = {(u,v)}. We can get P(S”) = |Juv||* = P. Then at the first iteration, if no node w is in NR.(u,
v), the claim remains true since neither P nor S is changed; Otherwise, a node w is in NR(u,
v). Besides, any chosen w can not be in Q, since no nodes except u and v are in Q so far. So,
uv is replaced by vw and wv. By Lemma 2, P(vw)+P(wu) < P(uv)(1+r®) = P + (J|luv||)“.
Consequently the new P remains a upper bound of P(S’) . We assume for induction that P(S)
< P at k-th iteration. Then we prove the claim is true at the next iteration. If the entrance
condition of step 2 is not satisfied or the chosen w ¢ Q, it can be proved by the same reasons
as in the first iteration. Otherwise, assume (s, t) is taken, st is replaced by only sw. By Eq. 1,
P(vw) < P(uv), which implies that the unchanged P is still an upper bound of P(S’). Besides,
Eq. 1 further implies that all distance of two nodes in E are no greater than |juv||. So, another
upper bound P’ can be get by replacing P = P + (||st||r)* by P” = P” + (|juv||r)“. Moreover, we
can observe that the situation that as a w is chosen from some NG(s, t) is not in Q never
happens over n — 2 times, since in this case the size of Q must be increased 1. Consequently,
P(S") <P <P’<P(uv) + P(uv)r“(n —2) . Finally, we get F(r) = (1+r“)(n - 2). L]
With Lemmas 4, 5 and 6, we can conclude the following theorem.

THEOREM 5: Forany setVofnnodeson Rk, forall0<r<1and a> 2,

(NG (V) <1+r(n-2) = F(r).

Although this bound is related to the node size n so that o (NG,(V)) can not be bounded, it
can still be constant when r is 0 or some sufficiently small. i.e. p (NG.(V)) is bounded in
some range of r. So, we can make the following conclusion.
COROLLARY 1: The power stretch factor of the r-neighborhood graph is partially bounded.
Consider the maximum node degree of the r-neighborhood graph. Since NG,(V) consists
of all edges in RNG(V), the maximum node degree of NG,(V) is no less than that of RNG(V).
In section 111, we know that dnax(RNG(V)) is not always bounded in any case of V. Thus,
dmax(NG((V)) is also unbounded. Fortunately, Theorem 1 indicates that dmax(RNG(V)) is
bounded in most cases of V, where AS is assumed. Therefore, in the following theorem, we

analyze the maximum node degree of the r-neighborhood graph under assumption AS.
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THEOREM 6: For any set V of nodes on R? with assumption AS, forall 0 <r <1,
d,. (NG, (\V)) <|z/sin(r/2) |
Proof. To prove this statement, it is sufficient to show that in NG, (V) , there are no adjacent
edges enclosing an angle less than 2sin™(r/2). Assume for contradiction that two edges uv and
uw in NG, (V) enclose an angle 6 < 2sin(r/2) at node u, where w, v e V. Without a loss of
generality, we assume that [|uw]|| < ||uv||. With assumption AS, all nodes are placed on different
positions. i.e. P(x) = P(y), for any two nodes x, y € V;
Consider the length of vw: If Zuwv is obtuse, it is clear that |[vw]|| < |Juv|| (note that ||vw|| can
not be equal to ||uv]|, since P(u) = P(w)), see Fig. 4(b); Otherwise, if Zuwv is not obtuse, |vw||
is less |[vw’||, where |luw’|| = ||uv]|, see Fig. 4(a). By the law of cosine, we have
o = Juwt + o]~ 2luwf] cose
= 2|uv|* - 2Juv|” cos®
< 2Juv|* — 2Juv|* cos(2sin*(r /2)) Eqg. 2
Let@'=2sin*(r/2), we get sin(¢'/2)=r/2 . Then one of the corresponding right-angled
triangles is as shown in Fig. 4(c). In this case, cos@'=(2-r?)/2. Thus we can get that
2sin*(r/2)=6'=cos” ((2 —r?)/ 2). Consequently,
Eq. 2= 2Juv|] - 2Juv]’ coslcos((2-r?)2))
= 2fuvf” 2] (21 )2) =o' Eq.3
Consequently, we have that for any case of Zuwv,
o] < o, ]} <o Eq.4
Consider the length of um: if Zuwm is obtuse, |lwm|| < ||uv||/2 see Fig. 4(b); Otherwise, ||mw]|
is less ||mw’||, see Fig. 4(b). By the law of cosine, we have
o = o+ Jum” ~ 2uumcos .
<[uv’ +Juv]® /4~ |uv|” cose
<BJuvlf 74— [uv*((2-r?)r2) = Juv(+2r?) 4) Eq. 5
Similarly, we have for any case of Zuwm
] < max JuviL+ 2¢% /2, Juv]/ 2)=1. Eq. 6
By Eq. 4, Eq. 6 and the assumption of |luw|| < ||uv||, w is included in the set of points specified

in Eq. 1. Therefore, P(w) € NR((u, v). It however contradicts the assumption that uv is in
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NG (V). Thus we conclude this theorem. []

NR (u.w) oW :

NR (u,v) TR P2 .
NR (u,v) “?-’M / L

(a) (b) (©
Fig. 4: (a) Zuwv and Zuwm are not obtuse; (b) Zuwv and Zuwm are obtuse; (c) a right-angled triangle with
angle g = 2sin~(r/2).

However, for those instances of V without AS, Theorem 6 can not hold anymore. See the
instance in Fig 5, all nodes except v; are placed on the outlier of NR(vi, v1). This will result

n — 1 neighbors adjacent to v; in NG(V)

Fig. 5: dnax(NG,(V)) is not bounded if assumption AS does not hold.
So, in the next section, we propose an extended version the r-neighborhood graph. As the
readers will see, the extended structure has the partially bounded maximum node degree for

all cases of V and inherits almost all desired features in NG.(V).

IV. The Extended r —Neighborhood Graph

In this section, an extended structure of the r-neighborhood graph is given. The main
goal is to avoid the unbounded maximum node degree in NG.(V). In this extension,
assumption AS is not required anymore. Instead, a unique identifier id(u) is available to each
node u in V. The structure is defined as follows.
DEFINITION 4: Given a set V of nodes 2, the extended r-neighborhood graph of V, denoted

as NG, (V), has an edge uv if and only if ||uv|| < 1 and there exists no node w e V satisfying
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one of the following three conditions:

Di: P(w) e NR, (u,v);
l,,) N C(v,|uv]) and id (u) > id (w) ;
l,,) N C(u, |uv]) andid (v) > id (w) .

D,: P(w) e D(m

uv?

D3: P(w) e D(m

uv?

Fig. 6: The r-neighbor region of nodes u and v, and the two intersections defined in D, and Ds.
Without D, and Ds, NG (V) is clearly equivalent to the original r-neighborhood graph. In
conditions D, and D3, the two sub-regions of D(my, lu) intersected by C(v, |uv||) and C(u,
|luv||) are, as depicted in Fig. 6 , the solid left arc and right arc along the outlier of NR.(u, v),
respectively. When a node w is located in these two arcs, the existence of edge uv should be
further determined by their identifiers.

Hereafter, we say that a node w € V blocks an edge uv in UDG(V) if and only if w satisfies
one of the three conditions in Definition 4.

In NG (V), an edge uv of UDG(V) will not only be blocked by some node w
inNR, (u,v), but may also be blocked when either D, or D3 happens. Therefore, NG (V)
constitutes a subgraph of NG,(V), which means that the maximum node degree of NG, (V)
IS no worse than its original version. In the following theorem, we show that the upper bound
of d. (NG, (V)) in Theorem 6 remains correctin d__ (NG, (V)), and the correctness is for
any case of V, not subject to assumption AS.

THEOREM 7: For any set V of nodes on ®?, forall 0 <r<1,

. pa
dpnax (NG, (V) < Lm_l—(rlz)—l :

Proof. Using the same argument as Theorem 6, we assume for contradiction that two edges
uv and uw in NG (V) enclose an angle &'<2sin™(r/2) at node u. Without loss of

generality, we assume that |luw| <[uv] . If [uw]<[uv||, the argument of Theorem 6 has proved
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the contradiction. Consider [uw|=[uv|: Let w' be a point crossed by C(u, [Juv]l) and the
outlier of D(myy, lw), as shown in Fig. 7. The two edges w'u and uv enclose an angle &'. By
the law of cosine, we have

Jowl” + i 2) [l _ Juv]® + (uvi 2 ~15

=1+r2/2
Juwluv] Juvuv]

cosf'=

Then one corresponding right-angle triangulation is as Fig.4(c). In this case, sin(49'/2)= r/2.
Thus, we can get that 6 < @'=2sin*(r/2). Since |uw|=[uv|, both P(w) and P(v) are on
C(u, |[uv]]). The fact that 8 <" further limits P(w) on the arc intersected by D(myy, luw).
Similarly, P(v) is limited on the arc intersected by D(myw, luw) for the same reason. Therefore,
P(w) and P(v) are on the regions defined in D,, with respect to edges uw and uv, respectively.
Next, the existence of uv and uw should be determined by their identifiers. If id(v) >
id(w), uv is blocked by w. Otherwise, if id(v) < id(w), uw is blocked by v. As a sequel, no
matter what the values of id(v) and id(w) are, at least one of the edges enclosing & can not be

in NG, (V). Thus we proved this theorem. L]

NR (u.w)_

M

2.

uge ! .1'
. NR (u,v) _-

Fig. 7: If ©< 2sin™(r/2) and [Juw]| = |juv]], either uw or uv can not be in NG, (V)

From Theorem 7, we can see that d__ (NG, (V)) is constant when r is sufficiently large.

max

Therefore, there has some setting of r such that d__ (NG, (V)) is bounded by some constant,

for any set V of n nodes. So, we reach the following conclusion.
COROLLARY 2: The maximum node degree of the extended r-neighborhood graph is partially
bounded.

In the rest part, we show that NG (V) inherits all desired properties achieved by
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NG,(V), except the generality for RNG(V). The fact that NG (V) < NG, (V) confirms the
planarity of NG’ (V), since NG,(V) is planar for any r. Moreover, when r = 0, the two arcs
defined in D, and D3 are empty. Thus whether an edge is in NG, (V) is solely depending on
D1, which means that NG, (V)= NG,(V)=GG(V). Therefore, NG (V) remains a general
structure of GG(V).

However, as shown Theorem 7, some adjacent edges having the same length in RNG(V)
would be avoided in NG (V). Thus RNG(V) is not always a subgraph of NG, (V). This
means that NG, (V) is not essentially equivalent to RNG(V). Even more, NG, (V) could be
a subgraph of RNG(V). Therefore, NG’ (V) is no longer a general structure of RNG(V).

About the connectivity, because RNG(V) is not always a subgraph of NG (V), we
cannot ensure the connectivity of NG (V) directly from that of RNG(V). Therefore, we
apply an entirely different logic to prove this property. The idea is based on comparing the
lexicography orders of nodes pairs. This idea has been successfully used to prove the
connectivity of XTC(V) [32], another subgraph of RNG(V).

We define a three-field tuple (J|uv||, id(u), id(v)) for each nodes pair (u, v). The
lexicographic order of (u, v) is smaller than that of another nodes pair (s, t) if one of the
following three cases happens: (1) [juv|| <||st]|; (2) |luv|| =||st|| and id(u) < id(s); (3) |[uv|| =||st]| ,
id(u) = id(s) and id(v) < id(t). Now, we prove the connectivity of NG, (V) in Theorem 8.
THEOREM 8: For any set V of nodes on %2, if the underlying UDG(V) is connected, NG’ (V)
is connected, forall 0 <r < 1.

Proof. Suppose UDG(V) is connected. Let U(V) be the set of unconnected nodes pairs
in NG, (V). We assume for contradiction that some nodes pairs in NG, (V) are not connected.
i.e., U(V) is not empty. Let (u, v) be the node pair with smallest lexicographic order in U(V).

Assume that edge uv is not in UDG(V), i.e. ||uv|| > 1. Since UDG(V) is connected, there must
be some path longer than one hop connecting u and v. Let z(u, v) be such path in UDG(V).
Since |juv|| > 1, the lengths of each edge on #(u, v) is less than ||uv||. When this path is mapped
to NG (V), there is some nodes pairs on z{(u, v) unconnected in NG (V). Thus some
unconnected node pair on #(u, v) has length shorter than ||uv||, which however contradicts that

(u, v) has the smallest lexicographic order in U(V). Therefore, edge uv must be in UDG(V).
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Since edge uv is in UDG(V) and not in NG, (V) , there must be some node w satisfying one of

the three conditions in Definition 4. Besides, either (u, w) or (w, v) is in U(V), otherwise (u, v)

can be connected by path uwv. We consider the three cases:

1) If Dyhappens, P(w) € NR((u, v). So, we has |juw|| < ||uv|| and |jwv|| < [Juv||, which means
that the lexicographic orders of (u, w) and (w, v) are less than that of (u, v).

2) If D, happens, we have ||wv|| = ||uv|| and id(u) > id(w), which means that the lexicographic
order of (w, v) is less than that of (u, v);

3) If D3z happens, we have |luw|| = |Juv|| and id(v) > id(w), which means that the lexicographic
order of (u, w) is less than that of (u, v).

Therefore, we cannot find any nodes pair in U(V) having the smallest lexicographic order. In

other words, U(V) is empty, which however is a contradiction. Thus, we proved this. ]

Due to the fact that NG (V) = NG, (V), there may has some paths in NG, (V) not
inNG, (V). Therefore, p(NG; (V)) is no better or even worse than p(NG, (V)). Even so,
the upper bound of pNG:(V)(UDG(V)) can be as good as that proved in Theorem 5; we
briefly explain this: All arguments in Theorem 5 are not related to the two additional
conditions D, and D3, except those referred from Lemma 2. Whatever D;, D, or D3 happens,
[luw|| < |luv]], |[vw|| = |Juv|| and [jmv]| < I, which means that all inequalities in the proof of
Lemma 2 are unchanged. Consequently, Theorem 5 is still correct, even if all conditions of
Definition 4 are considered. So, p(NG’ (V)) is also partially bounded.

Below, we show that the bound 1+r“(n—2) in Theorem 5 is not only correct, but also
asymptotically tight to the worst possible value of pNG:M(UDG(\/)). In other words, it is
very hard to find another upper bound of pNG:N)(UDG(\/)) better than ours. We apply the
same argument as that used to verify the tightness of the length stretch factor [3] and the
power stretch factor [15] of RNG(V)

THEOREM 9: Forany n>2and 0 <r <1, there is a set V of n nodes such that
suppNGW)(UDG(V)) >1+r“(n-2)—¢,

V|=n

for any sufficient small & > 0.

Proof. Let 6 = 2sin"(r/2) — 24 and & = 72 — sin"(r/2) + A, where A > 0. We construct a set
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V ={v, v, ...,Vom-1,Vom, ..., Vn}Of N Nnodes, where n > 2 is even and m = n/2 , as follows:

1

N—r

Vv, <1 and Vv, | =|vv,|, fori=2,3,...,2m-1;
2) AViVisvie =6, fori=1,2,...,2m - 2;
3)  AVisViVisr = AViVisaVisn = G, fori=1,2,...,2m - 2;
4) id(vi)=n-i1+1,fori=1,2,..,n;
One corresponding UDG(V) is as shown in Fig. 8 (a). Fori=1, 2,..., 2m — 2, sinCe £V{Vi+1Vi+2

= 6 < 2sin’(r/2) and |vv, , by the argument in Theorem 7, we get

i+1

::”VHJV'

i+2

P(Vvi,,) € D(v;,v;,;)NC(m ). That is, P(v,,,) is in the regions with respect to edge

ViVieg T ViVisg

ViVis1, defined in D,. Moreover, id(v,) >id(v,,,). Thus, edge vivis1 is not in NG~ (V). Then,
the remaining edges are exactly a path (spanning tree) viVsVs...Vom-3Vam-1 VomVom-2...VeVaVa Of

V, connecting all nodes, as the bold links in Fig. 8 (a). Therefore, we can get that

oz ) ()= 3 Tl + V]
i=1

a

As 1 —0, 6,—2sin(r/2), which implies that |v,v,|| = r|vv

i+2

=r|vv,|, according to

Eg. 3. Consequently, as A — 0, we get that
2m-2
2 Viviea]” + Vo aVan|
i=1

2h-2 " o o
S A I AA
i=2

= vy, (n=2)r* +1)

On the other than, since |v,v,[<1, we get p(;zJDG(V)(u,v))=||uv||“. Therefore, as 1 —0,
Pre,v)(UDG(V)) »1+r%(n—2). That is, sup._, pNG:(V)(UDG(V))>1+ r‘“(n-2)—¢, for
any sufficient ¢ >0. For any odd n >2, the result can be obtained by applying the same
argument to the instance as shown in Fig. 8(b). So, we proved this theorem. L]

Actually, an equivalent structure of NG’ (V), without a original version like NG.(V),
was mentioned in our previous paper® [9]. In that preliminary work, however only qualitative
results were given. To prove the quantitative results, we separate NG,(V) from NG’ (V) in

this paper, because NG,(V) has a clearer form in definition that can be used to highlight the

® The term “r-neighborhood graph” in [9], is not refereed to the original version in Definition 3, but the extended
version in Definition 4. In this paper, we reuse the same term to name the original version and rename the
previous structure in [9] the extended version

20



main tricky in our derivations. Besides, all qualitative results in [9] are re-evaluated here

using different arguments.

idl(vay. =24~ lid(vs)=1

0, [

id(vans Y —0, Hid(vs,.2)=3
i, [ —
¥,

id(vy=n Lid(vs)=n-1

(@) (b)

Fig. 8: A worst-case instance V of nnodes in NG (V) : (a) n is even; (b) n is odd.

id(va)=n-2

V1. Purely Localized Algorithm

In this section, we propose an efficient purely localized algorithm, named PLA, to
construct the r-neighborhood graph. This algorithm consists of two main procedures, GETINF
and FINDNB. First, GETINF collects a set of nodes’ information within one-hop distance,
denoted as IN,. Then, the collected information will be fed into FINDNB to determine a set of

neighbors in NG,(V), denoted as NB,.
ALGORITHM PLA
Input: Aratio0<r<1.
Output: A set of neighbors adjacent to u.
Step 1: INy := GETINF(u, r);
Step 2: NBy := FINDNB(u, r, INy);
Step 3: Stop and output NBy;

To collect the one-hop information, the simplest way is to let each node broadcast its
information at the maximum transmission range 1 and gather the information from others.
However, the severe path loss and the frequent change in topology may cause considerable
power in such transmission. Therefore, in GETINF we aim to reduce the transmission range
during construction. The main idea is to incrementally raise the transmission power from a
small range and then use some rule to stop the increment earlier before the transmission range

1 is reached. The detail steps are explained as follows: the transmission range is initiated at a
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small distance do, and then it will be incrementally raised for several rounds. Let d; and d, be
the previous and the current transmission ranges of a round respectively. In each round, a
node broadcasts a request to distance d,, and waits for the responses from receiving nodes to
gather the nodes’ information. To avoid replying to a node for the second times, the request of
a node u contains the position P(u) and the previous distance d;. As a node v receives this
request, it calculates the Euclidean distance |juv|l. Then, if |juv]| > d;, v responses its
information, P(v), to u at distance ||uv||, otherwise, just neglects the request. In each round,
the range is increased by multiplying £/2 , which means the transmission power is multiplied
by 2 each time. The process is continued until the following stopping criterion is satisfied.
Let v; and v, be two crossed points intersected by C(u, |luv|]) and C(m, I), see Fig. 9 (a). We
define SC(u, v) to be the semicircle enclosed by uv; and uv, with radius & where £> 0 is a
small value less than the distance between any pair of nodes in V. Then, given a distance d, a

semicircle y (u, d) is defined as follows
2@u,d)= [ JSCu,v).

<o

We can prove that if y (u, d) is exactly the circle C(u, ¢), like Fig. 9(b), then a disk centered at
u with d radius can cover all neighbors of u in NG.(V). In other words, GETINF can be halted
as y (u, dy) = C(u, ¢). Let Ny(G(V)) be the set of neighbors of node u in a graph G(V). This

property is proven in Lemma 7.

u /\
{_\/SC{MJJ)

(@) (b)
Fig. 9: (a) the semicircle SC(u, v); (b) the y(u, d) is the union of all SC(u, v) where v is within distance d.
LEMMA7: Given a node u € V and distance d € R, if y(u,d)=C(u,¢),
N, (NG, (V)) c {veV | P(v) e D(u,d)}.
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Proof. We assume for contradiction that some node s in Ny(NG.(V)) is not in
{veV |P(v) e D(u,d)}. Since ¢ is less than the distance between any pair of nodes in V, we
get |jus|| > & Thus, edge us intersects a point on the circle C(u, &). Do the fact
that y(u,d) =C(u, ), us must intersect at least one semicircle that composes y(u, d), see Fig.
9 (b). Let SC(u, v) be one of the semicircles intersected by us. Then, us is enclosed by uv; and
uvy in SC(u, v). In other words, £ suv < Z vjuv or £ suv < Z vuv,. According to the argument
in Theorem 7, we can get that £ viuv = £ vuv, = 2sin”*(r/2). Therefore, we have £ suv <
2sin™(r/2). Moreover, since s is not in{veV | P(v) e D(u,d)}, s must be farer than v from u.
So, P(v) € NR((u, s). According to Definition 4, us in not in NG(V), which however
contradicts that s is a neighbor of u in NG(V). Thus, we concluded this lemma. L]
The total transmission power used by GETINF could be as large as d¢& (L+ 2" +2% +---+2"),
where | is the number of rounds. This result could be worse than the maximum transmission
power 1 as | is large. Fortunately, when n is large, nodes are closer to and evenly surrounded
by each other so that y (u, d) has more change to be quickly shaped as C(u, &) . So we can
gain benefit from GETINF in higher probability as the number of nodes increases.

The steps of GETINF are described below. Neglecting the communication overhead at
step 2, the execution time of GETINF is dominated by the union operation at step 4. This step
can be implemented by some search-and-merge algorithm. Thus, the time complexity of

GETINF is O(nlogn).
GETINFE(u, 1)
Step 1: di:=0, dz :=do, IN: = ¢, ¥(u, d2): = ¢;
Step 2: Broadcast a request (P(u), d;) to distance d, and gather a set
R of responses from nodes within d; and dy;
Step 3: For each v € R do
2(u,d;) = z(u,d,) W SC(u,v);
Step4:IN:=INUR;
Step 5: If d; <1 and g(u, dy) is not the circle C(u, &) do
di = dy;
dy := dyx 21
Return to step 2;
Step 6: Stop and output IN;

Now we discuss the communication cost of GETINF. As do is multiplied by %2 over
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alogy(1/dg) times, it is larger than 1. Therefore, the number of rounds to increase the
transmission range d, is dominated by alog,(1/dg) + 1. Assume a node’s position can be
encoded by logzn bits. Each node has to broadcast at most (log.n)( alogz(1/do) + 1) bits for
the request messages. In addition, a node will reply to same node no more than once. Thus, a
node needs at most (logzn)(n — 1) bit to reply all requests. Combining these results,
communication cost of a node is no more than (logzn)(alogz(1/dg) + n) bits.

Once the information IN, is collected, node u can start to determine its neighbors in

NG(V). One institutive way is to apply Definition 2 on IN, directly, as the follows procedure.

Step 1: N := INy;
Step 2: For each node v in N do
For each node w € IN, do
If P(W) € NR((u, v) do
N:=N-{v};
Step 3: Output N and stop;

In this procedure, the existence of a neighbor v in INy is determined by checking whether
some node w is located in NR(u, v). The correctness is obvious, while in the worst case it
should take O(n®) time on each node. This time is usually not tolerable when topology
changes frequently. Therefore, we aim to reduce time complexity in this part. In FINDNB, the
main idea is to reverse the original procedure. That is, instead of checking whether some node
w can block an edge uv, for each uv, we check whether some edge uv can be blocked by a
node w, for each w. The procedure is below.

This checking is begun from the farthest to the closet nodes in INy. So, we index all elements
of IN, in non-decreasing order of ||uw]|| in step 2. The set NB contains all candidates that could
be a neighbor of u during the process. As a node w is given, we remove from NB all fail
candidates that that are already blocked by w. After that, w is added into NB to be an new
candidate of Ny(NG(V)). The process continues until all w’s in IN, were considered. Now, we

prove the correctness of FINDNB.

FINDNB(u, r, IN,)

Step 1: NB = ¢;

Step 2: Index the elements of IN, in non-increasing order of |juw]|;
Step 3: For each node w € IN, with smallest index do

24



For each node v € NB do
If P(w) € NR((u,v) do
NB := NB - {v};
NB := NB + {w};
Step 4: Stop and output NB;

THEOREM 10: For any set V of nodes on R%, NB, = Ny(NG(V)), for any ue V.

Proof. We prove this by showing that for any v €V, v € NB, if and only if edge uv is in
NG,(V). Suppose an edge uv is in NG,(V). By Definition 2, there is no w eNy(UDG(V)) such
that P(w) € NR((u, v). This implies that once v is added in NB, there is also no w € IN, such
that v can be removed at step 3. Since v e Ny(NG(V)) < IN, and each node in IN, can be
added to NB, v must be in NB at least one time. So, we can get that v is in the final output of
NB,. Contrarily, we suppose uv ¢ NG,(V). Some node w € N,(UDG(V)) is located in NR(u,
V). If v ¢ INy, the result clearly follows by Lemma 7. Otherwise, v € IN,. In this case, all
nodes blocking uv are in IN,. Besides, every node w blocking uv is always considered after v
in GETNB. Therefore, even if v can be added to NB, there must be a node w € IN, such that v
can be removed from NB at the successive iteration. So we getv ¢ IN,. []
Lemma 7 also implies that if uv € NG,(V), then v € Ny and u € Nyand that if uv € NG((V),
thenv ¢ Ny and u ¢ Ny. So, the neighbors (links) determined by GETNB are symmetric.
COROLLARY 3: Any topology resulted by PLA is symmetric.

Consider the time complexity of FINDNB. Step 2 can be done by some sorting algorithm
in O(nlogn). Before a node w € IN, is added to NB, any v € IN blocked by w is removed
from NB. Therefore, for any two nodes in NB, none of them can be blocked by each other. Let
s and t be two nodes in NB. The argument of Theorems 7 indicates that if Zsut < 2sin™(r/2),
then either s blocks t or t block s. Since neither s blocks t nor t blocks s, we get that Zsut >
2sin"}(r/2). Therefore, during the process, the size of NB can be never greater than
dmax(NG((V)). Consequently, FINDNB can be done in O(nmax{log n,dmaX(NGr)}) time. We
can observe that this time complexity depends on the parameter r. When r equals or closes to
0 (the worst cases), the time complexity of FINDNB is still O(n®). However, when r is
sufficiently large such that dmax(NG(V)) is a constant, FINDNB can be done in O(nlogn).

With a slight modification, PLA can be easily applied on the extended r-neighbors graph
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and all results can be preserved. We omit the detail explanation here.
VI1. Conclusion

In this paper, we proposed a purely localized structure to control the topology in wireless
networks. We showed the worst case of the power stretch factor is an increasing function of r
and the worst cast of the maximum node degree is contrarily a decreasing function of r. So,
the two objectives can be adjusted in our structure. Although the power stretch factor is
related to n so that our structure is not really a spanner, po(NG(V)) can still be bounded for
some range of r. Therefore, the power stretch is partially bounded in our structure. About the
maximum node degree, we proposed an upper bound derived for dmax(NGr(V)). However, this
result is correct only no node having two or more neighbors at exactly distance. For this
reason, an extended structure NG (V) was given to comprehend this theorem.

Besides, the proposed structure can always result connected topology with symmetric
edges. Any resulting topology is always a planar. The relations between the r-neighborhood
graph and existent structures are summarized as follows. Specially, NGr(V) is a general

structure of both GG(V) and RNG(V).

- ; X is a subgraph of Y
NG, N - T
86 | ()
| NG, ] ..i NG, I Some immediate
A 7'y structures is between
: : Xand Y
[NG 1 [ ¥g,_]
Ly r 3
| "\'r(;ll | "i -"\‘:G: I
XTC »[ RNG |
Ly

Fig. 10 The relationships of NG,(V), NG:(\/) , GG(V) and RNG(V).

To construct our structure, we proposed a 1-hop purely localized algorithm, PLA. It can
avoid long-distance transmission when collecting information and can be efficiently done in
O(nlogn) time when dmax(NGr(V)) is constant.

For the further research, a localized topology control approach enables the design of
localized routing protocols. For instance, the greedy route discovery in CFG [26] and GPSR
[11] are based on GG. We anticipate that r-neighborhood graph could provide a concrete
basis for many interesting extensions due to the sound theoretical results. Moreover, the

parameter r can be turned to find the best settings for different scenarios. Another interesting
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issue for the possible further work is to evaluate the stability of the proposed structure when
perfect position (range) information is not available or when the accuracy of position

information differs from node to nodes.

Appendix
The proof of Lemma 2: Without a loss of generality, we assume that |juw|| < |lvw]||. Let y be the
projection of w on uv so that yw is perpendicular to uv. We can derive that

2
pot” o] J”WV”z (ot )

] 2Zmv] 2 mv] 2Zmv] 2

[ymi|=
Thus,

Juw]” = oy + (Jum] — ym] " =y + (] lymi

2 2
- o —[”WV”Z L llmvllJ +[3||mv|| e ||wm||2]

qmv] 2ZJmv] - 2 2 2my  2Jmy]

= 2Jmy" ~ fvw]" + 2w
Then, power consumed by path uwv is as follows

p(uwn) = Juw]” -+ fwof” = (2Jmv]? ~ v + 2w Jo + "
From Eq.1 we get |wm| < I =[uv|v1+2r® /2 =|mv|vi+2r? and |vw|<|uv], so
(2]~ pwwf? + 2w + o

o T Y i Y o A

(4+4r?) 2
<[ ] [+

a

o O Y A T e

Thus, we have that PUWVY) <[uv[* @-+r®)
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Abstract

This paper presents a novel method to arrange wakeup schedule for sleeping
stations such that the number of wakeup stations in each beacon interval is bal-
anced in IEEE 802.11 wireless local area networks (WLANSs). This method reduces
the probability of collision and thus the station can save more power. Next, we
consider how to poll the wakeup stations to send the PS-Poll frame to get back
their buffered data so that the contention can be avoided. Three different access
scheduling mechanisms are proposed for the contention avoidance. In the first
mechanism, only one of wakeup stations is scheduled to access the buffered data.
The second and third mechanisms based on the smallest association ID (AID) first
and the smallest queue length first, respectively, arrange a subset of wakeup sta-
tions to get back their buffered data within a beacon interval. Simulation results

show that the proposed methods are effective in the power-saving.
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1 Introduction

Recently, due to the technology explosion in wireless communication (e.g., Blue-
tooth, IEEE 802.11, GSM/GPRS, and WCDMA) and portable communication
devices (e.g., notebook PCs, personal digital assistants, and smart phones), it has
become possible for people to connect to the Internet anytime and anywhere, and
remain on-line while roaming. Among these wireless communication techniques,
IEEE 802.11 wireless local area networks (WLANSs) [1, 2, 3] are the most widely-
used local wireless network system in schools, offices, airports, etc. Besides, almost
portable devices can be equipped to access IEEE 802.11 WLANs. However, the
energy sources of these portable devices come from their equipped batteries. Once
the battery has run down, it needs to be recharged and portable device suffers a loss
of network connectivity. Thus, the power-saving problem becomes an important
issue for prolonging the operation of a portable device [4] .

For IEEE 802.11 WLANS, a common method for power-saving is to powering
down the transceiver. When transceiver is off, we say the mobile station is in sleep-
ing. A listen interval is a period of time for which the mobile station may choose
to sleep. Power conservation in IEEE 802.11 can be achieved by maximizing the
listen interval. However, longer listen intervals increase the transmission delay. In
[5] and [6], they proposed listen-interval adaptation mechanisms for power-saving
in which the mobile station dynamically adapts the duration of listen-interval ac-
cording to the traffic situation. Thus, if the traffic load is light, the mobile device
can set a longer listen-interval to save more power. Another kind of listen interval
controlling is the quorum based scheme [7, 8]. In the quorum based scheme, each
station in power-saving mode synchronizes its wakeup schedule with each other
such that the station can deliver buffered frames to a power-saving station at right
time when the radio of power-saving station is turned on.

Controlling the transmission power is another way to save mobile devices power

[6]. The basic idea is using the least power to transmit data. In [6], an adaptive



transmission power mechanism is proposed in which the access point (AP) com-
putes the optimal transmission power for each associated mobile station based
on the received signal and informs the mobile devices their optimal transmission
power. Then, the mobile station can adjust its transmission power to the optimal
value to saving power.

Frame aggregation can also be used to save power. There are two kinds of frame
aggregation. One is combining multiple relative frames into an aggregated frame
[9]. The other is compressing the payload to reduce the amount of transmission
data.

Another interesting way to saving power is using a low power radio module,
such as bluetooth [10], or a special signaling channel [11], to actuate the normal
[EEE 802.11 radio circuit. In [10], the bluetooth module is used for signaling and
IEEE 802.11 for data transmission. This method indeed can save mobile station
power but the cost is that it needs an extra hardware. The method in [11] is similar
to that in [10] except the low power radio module.

TDMA-based (time-division multiple-access) approaches [12, 13] can also as-
sist mobile stations to conserve power by scheduling channel access in advance so
that mobile stations can turn their transceivers off when it is not their turn to
transmit or receive. In [12], the access point periodically broadcasts a schedule
frame containing start time and duration of time slot for each mobile station. The
mobile station may send or receive frames only during its time slot and outside
its time slots, the mobile station can turn its transceiver off to save power. In
[13], they only focus on the point coordination function (PCF). When the PCF is
used, time on the medium is divided into the contention free period (CFP) and the
contention period (CP). In a CP, the point coordinator learns what traffic needs to
be transmitted and then directs its transmissions in a CFP. In [14], they propose
a power-saving algorithm that incorporates a contention-free scheduling function
for data transmission in 802.11 ad hoc networks.

This paper focuses on the power management problem for an infrastructure



mode [EEE 802.11 WLAN. We present a novel method to arrange wakeup sched-
ule for sleeping stations such that the number of wakeup stations in each beacon
interval is balanced in IEEE 802.11 WLANs. This method can reduce the proba-
bility of collision and thus the station saves more power. Next, we consider how to
poll the wakeup stations to send the PS-Poll frame to get back their buffered data
so that the contention can be avoided. Three different access scheduling mecha-
nisms are proposed for the contention avoidance. In the first mechanism, only one
of wakeup stations is scheduled to access the buffered data. The second and third
mechanisms schedule a subset of wakeup stations to retrieve their buffered data
within a beacon interval. The access sequences of the second and third mechanisms
are based on the smallest association ID (AID) first and the smallest queue length
first, respectively.

The rest of this paper is organized as follows. Section 2 reviews the operation
of power saving mode in [EEE 802.11 WLANs. A wakeup scheduling problem
is considered in section 3 and three contention avoidance mechanisms for polling
wakeup stations are presented in section 4. In section 5, we give the simulation
results to show the effectiveness of our proposed methods. Finally, the conclusion

and possible future research are given in section 6.

2 Power Management in 802.11 WLANs

In infrastructure mode IEEE 802.11 WLANS, a mobile station can power down
its transceiver and enter the power-saving mode (PS mode) for conserving power.
The station can communicate its power management state to its AP. Thus, an
AP knows the power management state of every station that has associated with
it. When a frame arrives, the AP can determine whether the frame should be
delivered to wireless network because the station is awake or buffered because the
station is in PS mode.

After buffering frames, the next job for AP is to announce periodically which
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stations have frames waiting for them. That is, AP periodically broadcasts beacon
frames with a traffic indication map (TIM) to its service stations. The TIM is a
virtual bitmap in which each bit corresponds to a particular AID. When a station
has associated to an AP, it receives an AID from the AP. The AP sets the bit in
TIM if it has buffered frames for the station with AID corresponding to the bit
position.

Mobile stations in power saving mode have to wake up to listen for beacon
frames and check the TIM. By this way, a mobile station can determines whether
the AP has buffered frames for it. If the AP seldom buffers frames for the station,
the station does not require waking up to check every beacon frame. Instead, it
wakes up every listen interval to check the beacon frame. A listen interval is a
number of beacon interval for which the mobile station may choose to sleep. If the
station finds that the AP has buffered data for it, it will send a PS-Poll control
frame to retrieve the buffered frames. When multiple stations have buffered frames,
all stations with buffered frame contend the medium for sending PS-Poll. After
sending the PS-Poll, a station has to awake until the buffered frames are received
or the bit in the TIM corresponding its AID is no longer set.

For example, as shown in Figure 1, a station, denoted as STA, is wakeup in
the first beacon interval and receives the beacon frame in which the TIM indicates
buffered data for it. Then, STA contends the medium for sending a PS-Poll frame
to inform the AP that it is wakeup and ready to get back the buffered data. After
AP receives the PS-Poll, it transmits a buffered frame to the STA. The STA returns

an ACK frame to inform AP that the frame is received completely.

3 Load-Aware Wakeup Scheduling

Consider a wireless LAN having an AP and six sleeping stations, A, B, C', D, F,
and F'. The listen intervals of stations, A, B, C', D, FE, and F are 1, 2, 3, 6, 6,
and 6, respectively. Let w;(¢) be an indication bit where w;(¢) = 1 if the station

i wakes up at beacon interval t; w;(t) = 0, otherwise. Let n(¢) denote the total
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Beacon interval

TIM (in Beacon) Data TIM (in Beacon) TIM (in Beacon)

v [

STA |_|

PS-Poll ACK
Figure 1: IEEE 802.11 power saving mode.

number of stations waking up at beacon interval ¢. Then, n(t) can be found by

n(t) =3 wi(t)

1€S

where set S includes all sleeping stations. Table 1 shows a sequence of w;(t) for

each station and total number of wakeup stations n(t), t =1,2...,18.

t 1234567891011 ]12|13 |14 |15|16 |17 |18
wa(t) (L1111 111y} 1| 11|11} 1]1|1]1
wg(t) 010101 |0f1|O| 1[0 1|O|1]|O0O|1]O0O]|1
we(t) | 1]0j0|1|0(0O|L1|O]O| 1 |O0]O|1[O0O]O|1]O0O]|O
wp(t)|1/0]0|0O(0O]O0O]1]O|0O|O]O]O[1T]O|0]O0]O0|O
wg(t)|0]0j0|0O|1|0O|0O|O|O|O|1T]O|O0O|O]O|O0O]1]0O0
wp(t) |0]0]0]0|0O[1|0|O|O|O[O0O]1T|0O[O0O]O0|O0]O0O]1

n(t) 3121323321323 [3]2|1]3]2]3

Table 1: A sequence of w;(t) and n(¢)

Assume that a station J enters the power saving mode at beacon interval 3 and
its listen interval is 3. Table 2 shows a sequence of w;(¢) and n(t), t =1,2,...,18
after station J joins in power saving mode. Note that there are 4 stations that
will wake up at beacon intervals 6, 12 and 18. If these stations (i.e., stations, A,
B, F and J) find that the AP has buffered data for them at beacon intervals 6, 12
or 18, they may suffer the collisions for sending PS-Poll to retrieve the buffered

data. Note that collision causes retransmission and thus the station consumes



more power for retrieving the buffered data. If we can arrange the first wakeup
time for station .J, the maximum of n(¢) can be reduced. This can save mobile
stations’ power. For example, if we can schedule the first wakeup time for station .J
at beacon interval 5, the maximum number of contending stations will be reduced

to 3 ( see Table 3).
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Table 2: A sequence of w;(t) and n(t) after station .J joins in power saving mode.
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Table 3: A sequence of w;(t) and n(t) for station .J with first wakeup time t = 5.

In order to trace the wakeup time of each station, AP needs to maintain a
wakeup counter, denoted as ¢;(t), for each sleeping station i. The ¢;(t) indicates
remaining beacon intervals that station i will wake up. Initially, AP sets ¢;(t) =
¢; — 1 for station ¢ wherever station 7 enters the sleeping mode. Where /; is the
listen interval of station i. The counter ¢;(t) will be decreased by one after beacon

frame is transmitted. A station i wakes up if its ¢;(¢) becomes zero. After that,
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the counter will reset to ¢;(t) = ¢; — 1 for further counting down. Thus, after
transmitting a beacon frame, AP sets counter ¢;(t + 1),i € S, for beacon interval
t + 1 as follows:

i Cz(t) — 1, if Cz(t) 7£ 0
clt+1) = { 6;—1, ife(t)=0

In general, if a mobile station i has wakeup counter ¢;(¢) and listen interval ¢; at
beacon interval ¢, AP can find w;(¢ + k) for beacon interval ¢ + k by

1 if £ mod ¢; = ¢;(t)
0  otherwise

wi(t+k):{

where k = 1,2,.... Then, n(t+k) can be found by computing n(t+k) = > ;cq w;(t+
k) for k =1,2,... where S includes all sleeping stations.

The wakeup scheduling problem (WSP) considered in this paper can be stated
formally as follows: Given a set of sleeping station S at beacon interval ¢ consisting
m stations and each of the station i having wakeup counter ¢;(¢) and ¢;, for a new
sleeping station j assign an initial value to its ¢;(¢) such that the maximum value
of n(t + k) = Yiesupy wilt + k), k =1,2,... is minimized.

By observing the sequence of n(t) in Table 1, we find that a pattern repeats
every six beacon intervals, e.g., (n(1),n(2),...,n(6)) = (n(7),n(8),...,n(12)) =
(n(13),n(14),...,n(18)) = (3,2,1,3,2,3). The length of this repeating pattern,
r, can be found by computing the least common multiple (lem) of listen-interval
l;,i € S. For example, the listen intervals of stations, A, B, C, D, E, and F are
1, 2, 3, 6, 6, and 6, respectively, in Table 1. Then

r=1Iem{1,2,3,6,6,6} =6

Thus, n* = max{n(t +1),n(t +2),...,n(t + )} = max{n(t + k)|k = 1,2,...}.
Now, we want to add a new sleeping station j with listen interval ¢; to the sleeping
set S with repeating pattern size r and assign an initial value to ¢;(t). A stepwise

solving method for WSP problem is given as follows.



1. Find r = lem{¢;,r} and a sequence of total number of wakeup stations
(n(t+ 1),n(t +2),...,n(t + r)) for the first r intervals for sleeping station
set SU{j}.

2. Fori=/; —1,...,1,0, perform the following operations:

(a) Set ¢;(t) =i and find (w;(t + 1), w;(t +2), ..., w;(t +1));

(b) Set (n(t+1),n(t+2),...,n(t+r))=n{t+1),n(t+2),...,n(t+7))+
(wit+1),w;(t+2),...,wi(t+r));

(¢) Find n; = max{n(t+1),n(t+2),...,n(t+r)}.

3. Find n* = min{n;|i = ¢; — 1,¢; — 2,...,0}, say n* = ng, and thus set

Cj(t) =k.

For example, six stations with » = 6 as given in Table 1, station J with £; = 3
enters the sleeping mode. The AP applies the above solving method to determine

the initial value of counter c;(t) for station .J as follows.
1. r=1lem{3,6} =6 and (n(t+1),n(t+2),...,n(t+6)) =(3,2,1,3,2,3)
2. 1=2:

(a) Set ¢;(t) = 2and find (w;(t+1), w;(t+2),...,w;(t+6)) = (0,0,1,0,0,1);

(b) Set (n(t+1),n(t+2),...,n(t+6)) = (3,2,1,3,2,3) + (0,0,1,0,0,1) =
(3,2,2,3,2,4);

(c) Find ny = max{3,2,2,3,2,4} = 4.
1 =1:
(a) Setc;(t) =1and find (w;(t+1), w;(t+2),...,w;(t+6)) = (0,1,0,0,1,0);

(b) Set (n(t+1),n(t+2),...,0(t+6)) = (3,2,1,3,2,3) + (0,1,0,0,1,0) =
(3,3,1,3,3,3);

(c¢) Find ny = max{3,3,1,3,3,3} = 3.



1= 0:

(a) Set ¢;(t) = 0and find (w;(t+1), w;(t+2),...,w;(t+6)) = (1,0,0,1,0,0);

(b) Set (n(t+1),n(t+2),...,n(t+6)) = (3,2,1,3,2,3)+ (1,0,0,1,0,0) =
(4,2,1,4,2,3);

(c) Find ny = max{4,2,1,4,2,3} = 4.
3. Find n* = min{4, 3,4} = 3, i.e., n* = ny, and thus set ¢;(t) = 1.

Note that according to IEEE 802.11 standard, if mobile station 7 has no data
to send, it can send a Null data frame with Power Management bit set to AP.
The AP begins buffering frames and sends an ACK frame to the station after
receiving the Null data frame. We can just modify this step to incorporate our
wakeup scheduling in IEEE 802.11 standard as follows: The AP begins buffering
frames, determines ¢;(¢) and sends an ACK frame with ¢;(¢) value to station j
after receiving the Null data frame. Then, the station j sets its wakeup counter to

¢;(t) and enters the sleeping mode.

4 Contention Avoidance Traffic Scheduling

In the previous section, we arrange stations’ wakeup times so that the number of
wakeup stations is balanced. In this section, we consider how to inform stations
that frames are buffered such that the contention is avoided. Three different access
scheduling mechanisms are proposed for the contention avoidance problem. In the
first mechanism, only one wakeup station is scheduled to access the buffered data
in a beacon interval by marking one bit in TIM. The second and third mechanisms
schedule multiple wakeup stations to get back their buffered data within a beacon
interval. The access sequence within the beacon interval is according to their AIDs

and the length of queuing data.
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4.1 Multiple Wakeups Single Access

One of simple ways to avoid contention is that we only choose a station to inform it
that AP has its buffered frames at each beacon interval. So there is no contention
problem of sending PS-Poll frame to get back its buffered data. Let S, () be the

set including all stations waking up at beacon interval ¢. That is,
Sw(t) = {ili € S,¢;(t) =0}

where S is the set including all sleeping stations. Let S,(t) be the set including all
stations that frames are buffered in AP at beacon interval t. Thus, we can choose
a station, say station v, from set S, (t) N S,(t) with a largest listen interval ¢, to
inform that the AP has buffered frames for it.

It is possible that there may exist some stations with small listen interval in set
Sw(t) N Sy(t) and they are never chosen by AP. To avoid such a case, we associate
each station v in S,,(t) N Sy(t) with an age, denoted as a,. Initially, the age of each
station is set to zero. For each beacon interval, if a station in set S,,(t) N Sy(t) is
not selected to inform, AP increases its age by one; otherwise, AP sets its age to
zero. Thus, AP can choose a station, say station v, from set S, (t) N Sy(t) with a
largest value of ¢, 4+ a, to inform.

Figure 2 shows an example of this mechanism. Consider that there are four
stations, A, B, C, and D, with listen interval (¢4, (g, lc,lp) = (2,2,3,1). Packet
arrival rate of each station is one frame per beacon interval. In beacon interval ,
stations A, C', and D wake up in which station C', has maximum pc = lc + ac =
3+ 0, is indicated in TIM to inform it that the AP has buffered its data. Stations
A and D are deferred to their next wakeup beacon intervals. The AP sets ages
ap = ay + 1 and ap = ap + 1. In the beacon interval ¢ + 1, stations B and D
wake up. Because {4+ ap = lc + ac = 2, the AP selects station B, arbitrarily, to
inform it has buffered frames. Similarly, station A is chosen to inform in beacon
interval ¢t + 2. At beacon interval t + 3, /g + ap < lc + ac < {p + ap and thus

station D is chosen to inform.
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Suppose there are 1, 1, 1,

1 packets send to station A, B, C, D in each beacon interval

t t + 1 t + 2 t + 3 t + 4 t + 5
— p, = p, = p, =
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LI = 2
STA C
LI = 3
STA D
LI = 1

The station ramps up to listen H The new coming packets

o

The time in awake state but cannot receive data I The old packets buffered in the AP

Figure 2: Multiple Wakeup Single Access

4.2 Multiple Wakeups Multiple Accesses

Although the multiple wakeups single access mechanism avoids the contention
among stations, it may lower the bandwidth utilization and increase the transmis-
sion delay. However, the AP knows how many frames it has buffered in queue,
transmission rate and the length of beacon interval. Thus, the AP can determine
how many frames it can transmit in a beacon interval and schedule the buffered
frame by means of announcing the TIM. In the following, we give two methods to

arrange the access sequences of stations.
4.2.1 The smallest AID first

In order to control the traffic load in a beacon interval, AP selects a set of stations

with an appropriate size from S,,(t) N Sy(¢) to inform them to retrieve the data.
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That is the total amount of buffered frames of selected stations should be less than
the capacity of a listen interval. This can avoid a station that awakes within whole
beacon interval but can not get back its buffered data. Next, we modify the power
management scheme of 802.11 WLAN such that a station to retrieve the buffered
frame according to the sequence of AID marked in TIM. That is, the station with
smallest AID among the selected stations sends PS-Poll frame to retrieve buffered
data first.

Figure 3 shows an example of the AID sequence method. There are four sta-
tions, A, B, C', and D with listen interval (¢4, ¢p,lc,lp) = (2,1, 3,2) with under
the service of an AP. Their corresponding AIDs are 1, 2, 3, and 4 for stations A,
B, C, and D, respectively. Suppose packet arrival rates of stations A, B, C', and
D are 2, 2, 1, and 2 per beacon interval. The maximum size that AP can transfer
to stations in a beacon interval is 8 frames. In beacon interval ¢, all of four stations
wake up. Because the number of buffered framesis 2 + 2 + 1 + 2 =7 (7 < 8),
the AP marks AIDs 1, 2, 3, and 4 in the TIM. The stations check the TIM in bea-
con frame. They learn that 4 stations will send PS-Poll to retrieve their buffered
frames and every station knows which station precedes it in access sequence. For
example, station C' has to wait stations A and B finishing their access. In beacon
interval ¢t 42, S, (t +2) N Sy(t+2) = {A, B, D} and the number of frames buffered
for stations, A, B and D is 10 (10 > 8). Thus, based on the values of p4 and pp,

the AP selects stations A and D to inform them to retrieve the buffered data.

4.2.2 The smallest queue length first

Instead of the smallest AID first, the AP can arrange the access sequence for the
selected stations according to their associated queue lengths. The station with
smallest queue length receives a highest precedence and thus it can have a longer
sleeping time. In this method, we need to add an information element, describes

the access sequence, as a component of the beacon frame. The station checks this
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information element for the access sequence.

Figure 3: An example of the smallest AID first method

Figure 4 shows an example of the smallest queue length first method. There are

three stations, A, B, and C' with listen interval (¢4, ¢, ¢c) = (2,1,2) with under

the service of an AP. Suppose packet arrival rates of stations A, B, and C are

2, 2, and 1 frames per beacon interval. The maximum size that AP can transfer

to stations in a beacon interval is assumed to be 8 frames. In beacon interval ¢,

all of the three stations wake up. Because the number of buffered frames are 2

+2+4+1=5(5<8), the AP marks AIDs 1, 2, and 3 in the TIM and adds the

access sequence C, A, and B in the beacon frame. In beacon interval ¢ + 2, the

access sequence is stations C, B, and A. Note that if two stations have same queue

length, AP uses their p, values to break the tie.
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Figure 4: An example of the smallest queue length first method

5 Simulation and results
5.1 Performance metrics and environment setup

In this section, we show the performance analysis for the proposed schemes:
1. Load-Aware Wakeup Scheduling (LAWS);
2. LAWS with Multiple Wakeups Single Access (LAWS+MWSA);

3. LAWS with multiple wakeups multiple access and the Smallest AID First
(LAWS+SAF);

4. LAWS with multiple wakeups multiple access and the Smallest Queue Length
First (LAWS+SQLF).

Note that all four schemes are enhancements of the 802.11 PS mode. The
LAWS arranges station’s wakeup time. The MWSA, SAF and SQLF schemes
can be used by AP to schedule the access sequence by marking the bits in TTM.
We compare their performances again pure 802.11 PS mode by simulation. The

performance metrics are given as follows:
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1. Average sleeping time of the station: This measure is the duration that a
station stays in the sleeping mode. If a scheme can make stations stay more

time in sleeping, then stations will save more power.

2. Average throughput: This value shows the total amount of data successfully
transmitting per second. If AP can efficiently schedule and distribute the

access of its serving stations, it will have higher data throughput.

3. Average latency of a successful transmission: The latency is defined as the
time duration starting while a packet is issued and buffered at AP and end-
ing when the target station returns the acknowledge. An AP with a good
scheduling scheme will make the latency as small as possible. Thus, the

resources required for buffering data can be reduced.

Our simulation uses an IEEE 802.11b wireless communication module with
11Mbps data rate. An AP can serve at most 30 stations. Each station will ran-
domly set 1 to 5 beacon intervals as its listen interval size and its packet arrival
rate is 3 packets per beacon interval. Packet size in our simulation is fixed and
set to 1IKB. Communication channel assumes to be clear and symmetric. The to-
tal simulation time is 3 minutes. The details of other simulation configurations
such as header length, and inter-frame spaces (IFS) are listed in table 4. Simu-
lation results will compare the IEEE 802.11 PS mode with the proposed LAWS,
LAWS+MWSA, LAWS+SAF, and LAWS+SQLF schemes.

5.2 Results and Discussion

Figure 5 shows the relation between average sleeping time and number of
stations. Considering contention-based schemes, LAWS can have more sleeping
time than IEEE 802.11 PS mode in any size of stations. By using LAWS+MWSA,
LAWS+SAF, and LAWS+SQLF schemes to reduce the contention within a beacon

interval, stations can have more time on staying in sleeping than LAWS and TEEE
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Data Rates 11Mbps
MAC header 28 bytes
IP header 20 bytes
UDP header 20 bytes
Beacon frame 28 bytes
ACK frame 14 bytes
PS-Poll frame 14 bytes
SIEF'S 0.00001 second
DIFS 0.00005 second
Slot time 0.00002 second
Beacon interval 0.1 second

Table 4: Detail simulation configurations.

802.11 PS mode. In this figure, it seems that LAWS+MWSA has better sleeping
time than both LAWS+SAF and LAWS+SQLF. However, we will find in Figure
7 that it trades the transmission latency with the sleeping time.

Figure 6 shows the average throughput for each scheme. From this figure,
we can explicitly find that the throughput of IEEE 802.11 PS mode falls down
when station number is greater than 20. However, our proposed schemes, LAWS,
LAWS+MWSA, LAWS+SAF, and LAWS+SQLF, are not influenced as number
of station increases. This is because our schemes can efficiently avoid the data
collision among the stations.

In Figure 7, we show the average latency of a successful transmission for each
scheme. For LAWS, LAWS-+SAF, and LAWS+SQLEF, all of their latency is smaller
than 0.3 second and increase slowly as number of stations grows. Because only
one station is indicated within a beacon interval, the latency of LAWS+MWSA
scheme is longer than the other proposed schemes. The pure IEEE 802.11 PS
mode, however, will suffer the worst latency while number of stations increases.

Finally, Figure 8 shows the improving rate of sleeping time for each proposed
scheme (compared to pure IEEE 802.11 PS mode). The improving rate R; of

S

scheme i is defined as R; = S—OSO x 100%, where Sy and S; are the average sleep-
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The Latency of Each Scheme
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Figure 7: The latency of a successful transmission for each scheme.

ing times for pure 802.11 PS mode and the proposed scheme i, respectively. By
efficiently scheduling the wakeup time of sleeping stations, the sleeping duration
of LAWS, LAWS+MWSA, LAWS+SAF, and LAWS+SQLF schemes can be im-

proved significantly.

6 Conclusion

In this paper, we propose a load-aware wakeup schedule scheme for infrastruc-
ture mode of IEEE 802.11 WLANs. The LAWS scheme balances the number of
wakeup stations in each beacon interval to reduce the amount of contention sta-
tions. For avoiding the contention, MWSA, SAF, and SQLF scheme are used
to arrange the access sequence of the wakeup stations within a beacon interval.
Simulation results show that comparing to 802.11 PS-mode, the proposed LAWS,
MWSA, SAF, and SQLF schemes can efficiently improve the sleeping duration of
each station, average throughput and transmission delay.

The following two issues should be considered in the implementation of the
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Figure 8: The improving rate of sleeping time (compared to PS mode of IEEE

802.11).

proposed schemes:

1. An aging function should be implemented in the AP to determine when

buffered frames are old enough to be discarded.

2. If the mobile station misses the beacon, it should remain awake until it

receives the next beacon. The mobile station checks the beacon frame. If

the bit corresponding to its AID is set to zero in the TIM, or else it has

retrieved all buffered frames, the mobile station can resume the sleeping

mode by asking AP for a new wakeup counter ¢;(¢). In the LAWS+SAF and

LAWS+SQLF schemes, the mobile station misses the beacon can not show

up to retrieve the buffered data in its turn. The next station in the access

sequence can send PS-Poll frames to get back its buffered data if it finds

that the medium has been idle for longer than the Distributed coordination

function Inter-Frame Space (DIFS).

Finally, finding a shorter repeating pattern for LAWS scheme or extending

20



LAWS scheme to wireless ad hoc networks might be interesting for possible future

work.
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Abstract— Localization problem is one of the most important
research issues for wireless sensor networks (WSNSs). In this
paper, we present a two-phase localization algorithm for WSNs.
In the first phase, each sensor node obtains its initial position
by DV-hop method. In the second phase, each sensor node
gathers the locations and distances to its neighbors, updates
and exchanges these location information periodically and then
operates the multilateration with different weight values. The
simulation result shows that the average position error of the
proposed two-phase method is less than 20% of the radio range,
and the number of sensor nodes which can be located is larger
than 70% of total nodes for a network with low density.

Index Terms— Multilateration positioning method, Wireless
sensor networks

I. INTRODUCTION

The topology of wireless sensor network (WSN) is similar
to ad-hoc network in which each sensor node in the network
should communicate and cooperate with its neighbors to
achieve the goa of task. Each node collects, stores, and
processes the sensed data, such as temperature, brightness,
sound, and so on, and then communicates with neighboring
nodes to provide the environmental observation.

In order to make the sensed data more useful, the location of
sensor nodes should be determined. There are several location
determination methods have been presented [1-15]. In general,
the location methods can be divided into two main classes,
one is centralized system and the other is distributed system.
The centralized system has a central location server receiving
the location query, calculating the location information, and
replying it back to the query node. In contrast, the distributed
system, each node utilizes the location algorithm to calculate
its position by itself. The distributed system is more feasible
than the centralized system because of the following reasons:
First, the location server is a bottleneck of the centralized sys-
tem and nodes near the location server consume more energy
in forwarding location information. Second, system stability
depends on the communication links of central |ocation server.
If these links are failure, sensor nodes fail to determine their
locations.

1This research was supported in part by the National Science Council,
Taiwan, ROC, under grant NSC 94-2219-E-009-005 and NSC94-2752-E-009-

005-PAE and in part by the Intel.
2Corresponding Author. Fax: 886-3-5721490; e-mail: rhjan@cis.nctu.edu.
tw.

One of the most popular distributed location methods is
Global Positioning System (GPS)[1] that has been shown to
be an integrated part of modern navigation. However, it is
not suitable for all sensor nodes because of the limitation of
sensor node in size, cost, electric power and computational
power. Besides, GPS signal is degraded by the environment
or jamming. Especialy in indoor environments, GPS signa
would be blocked and almost unavailable.

In this paper, we develop a distributed location method for
sensor nodes with some beacon nodes. The beacon node, (or
called as beacon in short) is a sensor node that knows its
location. This paper presents a two-phase location method for
WSN with a set of beacons. In the first phase, each node
estimates its initial position by a rough DV-hop method[2].
In the second phase, each sensor node gathers the location
information that includes the locations and distances of its
neighbors. And then it updates and exchanges the location
information periodically, and operates the multilateration with
different weight values. The weight is defined as an error
function of positions and distances to show the effect of data
accuracy. The node having a higher weight value implies that
the position data of node is more accurate. However, the
multilateration technique does not work well if the number
of available neighbors location is less then three. Thus,
in this paper, we aso propose a method to deal with the
multilateration with two neighbors. The simulation results
show that the average position error is noticeable.

The remainder of this paper is organized as follows. In
section 2, the related work of existing location method will
be introduced. The weighted multilateration agorithm and the
simulation results are shown in sections 3 and 4, respectively.
Finally, the conclusion and future work are given in section 5.

Il. RELATED WORK

For WSN applications, localization is one of the important
issues. In [3], a survey paper notesthat early classical location
systems such as RADAR [4], Cricket [5], and Active Badge
[6] may not suitable for sensor networks. The limitation of
sensor nodes in size, cost, and power consumption should be
considered for localization of WSN.

Based on the operation model, the positioning system can be
divided into two main classes: anchor-based and anchor-free.
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Anchor node, a special sensor node, can obtain its location,
floods its location information to the network providing loca-
tion information for other nodes and has unlimited power.

In anchor-based location system, it utilizes some anchor
nodes to achieve location determination. In [7] and [8], they
use Multidimensional Scaling (MDS) to get global relative
coordinate system, and then map this system into absolute
coordinate system via anchor node by self-designed location
algorithm. One of the popular anchor-based location systemsis
GP9[1]. It relies on the 24 satellites that orbit around the earth
to transmit precise velocity, latitude, longitude, and altitude
information to the GPS receiver. Those 24 satellites are the
anchor nodes that we mentioned in this paper. Ssu et a.[9]
proposed a localization method with mobile anchor nodes.
Each sensor node records the track of mobile anchor with
lifetime and analyzes them to find out node's location. In
this method, mobile anchor nodes can reduce the number of
anchor nodes but it should guarantee that all sensor nodes
can obtain enough information that transmitted from mobile
anchor node to perform this localization method. In [10], they
utilize the radio transmission signal with overlapping to define
several unigue region and process the location information that
is transmitted by anchor nodes to obtain nodes location. In
[11], the localization method is divided into two phase. In
the first phase, it utilizes the Hop-TERRAIN algorithm that is
similar to DV-hop[2] to determine a coarse location of sensor
node. The Hop-TERRAIN algorithm is worked by location
information that anchor node or sensor node broadcast. In the
second phase, it refines the location that was obtained in the
first phase.

In contrast, the location system without anchor nodes is
called as anchor-free location system. In [12] and [13], nodes
exchange local distance information with others to generate
their relative coordinates. The transformation from relative
coordinates to absolute coordinates was handed over to certain
post-process methods. In [14], sensor nodes are put into n
group and broadcast its ID and group I1D. Using the informa-
tion of node ID and group ID, it can localize sensor nodes.
In [15], each node discovers its neighbors that are within its
transmission range and estimates their ranges. It consists three
phases: node discovery, range estimation and cluster formation
is performed in the first phase; in the second phase, a loca
map is built at each gateway node (cluster leader) using the
range measurements; gateway node collaborates to obtain a
global map of the network in the last phase.

I1l. THE WEIGHTED MULTILATERATION ALGORITHM

The proposed method, called as a weighted multilateration
positioning method is a distributed |ocation method. It includes

100 m

Fig. 1. The example for the first phase.

A. The first phase

The goal of the first phaseis to estimate the initial positions
for non-beacon nodes. This phase is modified from DV-hop
method. The stepwise description is given as follows.

1) Beacon nodes broadcast their positions periodically. All
non-beacon nodes will relay this beacon frame from one
beacon node to the other and increase the hop count. The
format of beacon frame contains the following data:

B={1,ID,(z,y), He,d},

where the parameter 1 indicates the system is in the first
phase; ID is the identification of beacon node; (z,vy) is
its coordination; Hc is the hop count from beacon node
to received node; and d is the average one-hop distance.
Initialy, d is set to zero.

2) Beacon nodes maintain Euclidean distance d;; and hop
count hy; to other beacon nodes via receiving informa-
tion in Step 1. Non-beacon nodes collect the hop count
information to all beacon nodes.

3) Beacon nodes compute their average one-hop distance
and then broadcast these values to non-beacon nodes.

4) Nodes receive information from at least three beacon
nodes and estimate distances to beacon nodes. This is
done by shortest path hop count o multiplied average
one-hop distance d;. That is,

dkj :axcfl,

where dy,; is the estimated distance from node £ to node
J-
5) Non-beacon node operates classical multilateration [16]
to estimate their positions.
For example, as shown in Figure 1, nodes 1, 2, and 3 are
beacon nodes and others are non-beacon nodes. The details of
steps are described as follows.

two phases. In the first phase, the DV-hop method in APS[2] iSStep 1: Beacon nodes 1, 2, and 3 broadcast their beacon frame

modified. Beacon nodes broadcast their position information,
and then non-beacon nodes can get their initial positions. In the
second phase, non-beacon nodes only exchange information
with their neighbors and then estimate their location by
multilateration with weighted coefficient to refine initial node
positions. This is because neighbors' position and distance to

which contain the following data:

B, = {1;17(1'173/1);170};
BQ = {1,2,(.1?2,:1]2),1,0},
B3 = {1537(x37y3)5170}'

neighbors have different reliability. In the following, we willStep 2: Beacon nodes 1, 2, and 3 estimate Euclidean distance

present the weighted multilateration algorithm in details.

to other beacon nodes, i.e. dia = do1 = 40m, das =



Step 3:

Step 4.
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dsa = 75m, and d13 = d3; = 100m. They aso maintain
the hop count between beacons, i.e. hio = ho; = 2,
haos = h3o = 5, and h13 = h3; = 6. Non-beacon node A
can obtain hop count information, i.e., h 41 = 3, has = 2,
and h 43 = 3.

Beacon nodes compute their average one-hop distances
as follows:
1) The average one-hop distance for beacon node 1 =
dio+dis — 404100 — 17 5
hi2+his 2+6 7
2) The average one-hop distance for beacon node 2 =
do1+das _ 40475 __ 16.43
ha1-+has 2+5 C o
3) The average one-hop distance for beacon node 3 =
d31+dss — 100+75 — 15 91
h31+hs2 6+5 o
Then, beacon nodes broadcast their average one-hop
distances to other nodes as follows:
Bl - {1715(x15y1)71517'5}5
Bg = {1,2, (xg,y2)71,16.43},
B3 = {173a (x3ay3)71a15'91}'
Node A for example, it computes the average one-hop

distance and then estimates distances to beacon nodes:

1) Average one-hop distance= ~175+16.A3+15.91
16.61;

2) Estimated distance from node A to node 1, d 41 =
3 x 16.61 = 49.83;

3) Estimated distance from node A to node 2, d 42 =
2 x 16.61 = 33.22;

4) Estimated distance from node A to node 3, d a3 =
3 x 16.61 = 49.83.

Step 5: Node A operates classical multilateration to estimate its

initial position:

1) Error function fy; is defined as the difference be-
tween measured distance to beacon nodes, Ady;,
and estimated distance, d;. For example, the error
functions of node A are given as.

far = Adar —dai,

faz = Adas — dao,

fazs = Adas —das,
where
Adar = V(@A —21)% 4+ (ya —11)?,
Ad g2 = V(a4 —22)? + (ya —y2)?,  and

Adaz = /(x4 —23)% + (ya — y3)%

2) Apply Minimum Square Estimation (MSE) to sum
of errors, i.e. min f3, + fi, + fis. Then, position
(xa,ya) can be estimated.

B. The second phase

Based on the initial positions obtained in the first phase,
nodes exchange location information with neighbors to refine
their positions in the second phase. When nodes receive
information from at least three neighbors, they can apply
certain ranging technology (e.g., RSSI) to measure distances
to neighbors, and then use classical multilateration to estimate
their positions. However, positions and distances to neighbors

have different accuracy. It is obviously that the position
information from beacon nodes is more accurate than that
from other estimated nodes. Similarly, according to the signal
degression properties for ranging measurement, the position
information from near node is more accurate than that from far
node. Hence, we define a parameter, weight, for node 7 that is
the production of neighbor’s position weight w;, and distance
weight w;4. Position weight reflects the accuracy of neighbor’s
position, and distance weight reflects the accuracy of ranging
measurement. The classical multilateration can be transformed
into "weighted multilateration” with given separate weight for
each neighbor. The stepwise description of the second phase
is given as follows.
1) A node v can receive the position data from at least
three neighbors. The format of receiving beacon frame
contains the following data:

B={2,ID,(x,y),weight}.

It calculates the weights for its neighbors as follows.

a Find the position weight w;, for each neighbor,
where w;;, = 0.1 for non-beacon node and w;, = 1
for beacon node.

b) Use ranging technology (e.g. RSSI) to measure
distances to each neighbor, and assign the distance
weight w, according to receiving power, where
0.1 < wig < 1. For example, if transmission power
is 0.28, the receiving power and distance weight
are summarized in Table I.

c) Set the weight w; by w; = w;p X wiqg.

2) Node v estimates its position by the weighted multilat-
eration.

3) Node v updates its position weight by w;, = 2w
(where N is the number of neighbors), and then floods
its w;;, and position to neighbors.

4) Repeat steps 1-3 until position error converged. In our
simulation, the number of iterations needed to converge
is less than ten.

TABLE |
THE RELATIONSHIPBETWEEN P AND w;q.

Receiving power P, Wid
0.28 x 107! < P < 0.28 1
0.28x 1072 < P-<028x10"! 09
0.28x 1073 < P.<028x10"2 08
028x 1074 < P.<028x10"3 07
0.28x 1075 < P. <028 x10"% 06
0.28x 1076 < P. <028 x107% 05
028x 1077 < P.<028x10"% 04
0.28x 1078 < P.<028x10"7 03
028x 1072 < P.<028x10"8 02
P, <0.28 x 1079 0.1

As shown in Figure 2, for example, node 3 is a beacon node
and others are non-beacon nodes. The stepwise description of
the second phase for node 1 is summarized as follows.



Step 1:

Step 2:

Step 3:

Step 4.
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[N}

a

Fig. 2. The example for the second phase.

Node 1 receives the positions data from its neighboring
nodes 2, 3, 4 and 5. The format of receiving beacon frame
contains the following data:

B2 = {2ﬂ27($27y2)a170'1}7

BB - {2, 3, (.133,:(]3), 1, 1},

B4 = {2’47 ($47y4)a170'1}7

BS = {2a57($57y5)a170'1}'

(8 Find the position weight w;, for each neighbor, i.e.
Wap = Wap = wsp = 0.1, and ws, = 1.

(b) Use ranging technology to get the distances to its
neighbors, i.e. di2, d13,d14, and dy5, and obtain the
distance weight, i.e. wag, w3q, wagq, and wsg.

(C) Set the WaghtS W = W24 * Wap, W3 = W3q - W3p,
W4 = W4d * Wap, W5 = W54 * Wsp.

The classica multilateration is modified to "weighted

multilateration”. Apply the MSE to esitmate (z1,y1) by

min (wy - f12)* + (w3 - f13)? + (wa - f14)* + (ws - f15)%,
where

fiz = (@1 — 22)2 + (y1 — y2)? — di2,

fiz = \/(331 —23)2 4 (y1 — y3)? — dis,

fia =/ (x1 — 24)2 + (y1 — ya)? — di4, and

fis = \/(331 —25)%2 4 (y1 — ys5)? — dis.

Node 1 updates its position weight as:

w2 + w3 + Wy + Ws
Wip = .
4
Repeat the steps 1-3 for T' times. The repeating times, T',

is decided case by case. In simulation, T" was assigned
to ten.

C. Boundary process

Classical multilateration is used in the proposed method to
perform the localization of nodes. We know that sensor nodes
are densely deployed in the network. Most of nodes have more
than three neighboring nodes in the sensor network topol ogy
to apply the classical multilateration for localization. However,
some sensor nodes have just only one or two neighbors in the
boundary sensing field. These nodes can not be located using
classical multilateration. In order to simplify the localization
problem complexity of the proposed method, we assume that
all sensor nodes are fixed in the network and each one of them
has more than two neighboring nodes in network topology, i.e.
the connectivity of node is larger than one.

A boundary node with only two neighboring nodes, node
1 and node 2, is shown in Figure 3. The estimated location

of node A in the first phase that mentioned in section 3.1, is
shown as node A. In geometric anaysis, the location of this
boundary node must be adjusted in node A’ or node A”. The
stepwise description of the localization of boundary node with
two neighbors is given as follows.
« The boundary node receives the positioning information
(x1,y1) and (z2,y2) from neighboring node 1 and node
2, respectively. Using ranging technology of RSSI, the
distance d; and d; can be estimated.
« According to the positioning information and the distance
to neighbors, the position of node A’ and node A" are
determined by the equation of circles.

{ (z—a21)’+ (y—y)? =di
(—x2)? + (y —y2)* = d3

o The boundary node calculates the distance to node A’
(i.e. Ada/) and to node A” (i.e. Ad ). The location of
boundary node is in node A’, if Ad,s is smaller than
Ad 4. On the contrary, the location of boundary node is
in node A”, if Ada islarger than Ad 4.

Fig. 3. A boundary node with two neighboring nodes.

IV. SIMULATION RESULTS

All simulations were performed in ns-2[17] environment.
We discussed about connectivity and number of nodes to show
the performance of the weighted multilateration algorithm.
Connectivity of node represents the average number of neigh-
boring nodes and it was affected by radio transmission range
R. In order to show the effect of connectivity, we simulated
various connectivity for sensor nodes about the position error
and the result was shown in Figure 4. In this case, the sensing
field , in which 100 sensor nodes were placed randomly, was
1000 x 1000 m?2. The number of beacon nodes was 20%
of total sensor nodes (i.e. beacon ratio was 20%). When the
connectivity was 12, the position error was less than 50%R in
the first phase and was less than 10%R in the second phase.
The improvement of position error from the first phase to the
second phase is about one-fifth when connectivity was 12.

Figure 5 shows the relationship between the number of lo-
cated nodes and the connectivity of nodes. When connectivity
was 4, the number of located nodes is greater than 70% both
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in the first phase and the second phase. When connectivity is
greater than 18, the number of located nodes is close to 90%
in the both phases.
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The number of located nodes for various connectivity in the two

The relationship about connectivity and position error with
different beacon ratio for the two phases was shown in Figure
6 and 7. The position error was decrease from 200% R (40%R)
to 50%R (10%R) in the first(second) phase with 5% beacon
ratio. The second phase can truly refine the position error.

Compared with the robust positioning algorithm (RPA), in
[11], the position error of proposed algorithm in 5%, 10%, and
20% beacon populations is better than the RPA, especially
for low connectivity (see Figure 8). In contract, when the
connectivity is larger than 24, the performance of the both
algorithms were closed to each other. Thisis because that high
connectivity will give more information from its neighbors to
improve the both agorithms.

Next, we considered about the position error for the number
of nodes in the network. The simulation results were shown
in Figure 9. In this case, the sensing field is 1000 x 1000 m2.
Each sensor node and beacon had the same radio range R =
100 m and they are placed randomly. In Figure 9, the position
errors for both of the first and second phase are reduced as
the number of nodes increases. The refinement of the second
phase will keep an improvement of 50%R compared to the

220

the first phase
200

—6S— 5% beacon ratio
180 — —+—  10% beacon ratio
* -~ 20% beacon ratio

160

140

120+

100+

position error(%R)

connectivity

Fig. 6. The relationship between connectivity and position error for 5%,
10% and 20% beacon ratio in the first phase.

the second phase
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position error(%R)

connectivity

Fig. 7. The relationship between connectivity and position error for 5%,
10% and 20% beacon ratio in the second phase.

first phase.

The relationship between the number of nodes and the
position error with different beacon ratio for these two phases
was shown in Figures 10 and 11. The position error was
decrease from 160%R (105%R) to 7T0%R (35%R) in the first
(second) phase. The second phase can truly refine the position
error from the first phase.

In real world applications, the position of beacon node
can be obtained by Global positioning system (GPS) or other
positioning systems that still contain some errors in position
estimation. In Figure 12, we show that the effect of position
error was diminished in high network density. The difference
between the proposed method with and without 5% positioning
error was decrease from 12.5%R to 5.1%R.

In figure 13, we present the number of iterations in weight
update to converge by simulation. In the working area with
30, 70 and 100 nodes that have 20% and 30% beacon nodes
for each scenario, the position error will be improved as
the increase of the number of iterations. As the number of
iterations is larger than 3, the position error ailmost keep the
same value. The result shows that the position error tends to
a lower bound and the overhead incurred by obtaining the
weight will be restricted to T weight update for each node.
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Fig. 8. Comparison of referenced algorithm (RPA) and proposed agorithm.
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Fig. 9. The position error in the two phases with various number of nodes.

V. CONCLUSION

This paper presents a weighted multilateration positioning
method that contains two phases. The first phase adopts the
DV-hop method to compute the average one-hop distance and
the shortest path of hop count. Then, we apply the classical
multilateration to estimate their initial positions. In the second
phase, non-beacon nodes exchange information with neighbors
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Fig. 10. The relationship between number of nodes and position error for
10%, 20%, and 30% beacon ratio in the first phase.

and apply the weighted multilateration method to refine their
positions repeatedly. The proposed weighted multilateration
positioning method only needs fewer beacons to perform the
positioning function. From the simulation results, the position
error of the proposed method is better than that of the RPA
when the connectivity is less than 24. The limitation of the
proposed method is that if the un-localized node has less than
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Fig. 12. The relationship between number of nodes and position error for
20% beacon ratio that each beacon node has 5% positioning error.

three neighbors, it can not be located. We will try to solve this
for two ways in the future work. One may use the processing
delay trick to wait for enough location information. If a un-
localized node can be prior processed and successfully turn
into located node, it can provide its location information to its
neighbors. The other may use the n-hop message passing to
obtain more location information that was came from n-hop
nodes.
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Fig. 13. The relationship between number of iterations and position error
for 20% and 30% beacon ratio in the second phase.
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