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中文摘要

忘卻式傳輸機制 (OT) 是密碼學上很重

要的一個基本元件，許多密碼學的應用都會

利用忘卻式傳輸來確保送方與收方都達到設

定的安全條件，OT 是密碼學裡的完全性密碼

元件，只要有安全的 OT 協定就可以達成任

何密碼學上的多人安全計算問題。本計畫研

究 OT 的相關問題。

關鍵詞：分散式門檻密碼、預防式密碼、安

全模式。

英文摘要

Oblivious transfer (OT) is an important
cryptographic primitive. Many cryptographic
applications, such as private information
retrieval, can be achieved by basing on the OT
protocol. The OT protocol is complete in the
sense that every multi-party secure computation
of a polynomial-time computable function can
be realized by using the OT protocol only. In
this project, we study the related issues about
OT.
Keywords: Oblivious transfer, bounded storage
model, secure multiparty computation.

一、計畫緣起及目的

忘卻式傳輸（Oblivious Transfer，OT）
機制包含了傳送者 Sender（S）和接收者

Receiver（R）兩方，S 擁有一些秘密資訊 m0,
m1,…，R 想要透過與 S 交換一些訊息而得到

其中的一個秘密資訊 m，OT 機制保證不會

讓 S 知道 R 的選擇 ，同時 R 也不會得到其

他沒有選到的秘密資訊。OT 機制是密碼學上

很重要的一個基本元件，許多密碼學的應用

都會利用忘卻式傳輸來確保送方與收方都達

到設定的安全條件，例如在電子商務的的應

用當中，商務網站可藉由這樣的機制販售付

費資訊，如 mp3 音樂的下載，使用者可以選

擇其想要購買的歌曲，並且保有隱私性，不

讓網站知道其所選擇購買的音樂為何，網站

也可藉由此機制保障其他未付費的資訊不會

洩漏給使用者。

OT 是密碼學裡的完全性密碼元件

（complete cryptographic primitive），只要有

安全的 OT 協定就可以達成任何密碼學上的

多 人 安 全 計 算 （ multi-party secure
computation）問題。所謂多人安全計算是指

多人參與的密碼安全協定，有一公開的函數

f，每一參與者 Pi 有一秘密值 xi，他們要透

過 公 開 交 換 訊 息 的 方 式 函 數 值

y=f(x1,x2,…)，最終所有的參與者都得到 y
值；對任何參與者 Pi 而言，除了可以由 y 和

xi 計算出的資訊之外，Pi 得不到其他參與者

Pj 的秘密值 xj 的其他資訊。由多人安全計算

的定義可以看出任何密碼協定都可以套用這

個模式，例如，在安全電子投票系統裡，最

後要計算出票數，但又不要洩漏個別投票者

所投的票，假設是投贊成與反對，每一投票

Vi 者貢獻 xi{0,1}（0 表反對，1 表贊成），

安全電子投票系統就是由所有的投票者安全

地計算出 f(x1,x2,…)=x1+x2+…。又如在雙人

相互身份認證的問題裡，Alice (P1) 的私密與

公開資訊為 x1 與 y1，Bob (P2) 的私密與公

開資訊為 x2 與 y2，Alice 與 Bob 的相互身份

認證就是計算 fy1,y2(x1,x2)=1 if and only if
(y1,x1) 與 (y2,x2) 分別為成對的公開與私

密資訊。

本計畫的目的有下列幾項：（1）研究以

OT 來直接建構安全的計算函數，例如比較兩

個數的大小，判斷一數 x 是否落於某一區間

[a, b] 等，我們希望能夠將 query language 裡

所需的運算皆以 OT 直接實現；本計畫將實

做我們研究出的成果，我們希望實做出基於

OT 的安全 query language，達到保障使用者

與資料庫擁有者的隱私與安全。（2）我們打

算研究 k-out-of-n OT 機制，我們認為目前的

方法還不夠好，應該可以達到更佳的回合數

及訊息數。（3）我們將研究攻擊者限制模式
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下的 OT，目前已知協定的主要缺點是收方與

送方皆須使用至少 O(n1/2) 空間，還未達到可

行的門檻，我們將盡力尋找只使用 O(log n)
空間的 OT 協定並嚴格證明之。

二、研究成果

本年度(第一年度)的研究成果如下：

1. 我們提出 k-out-of-n 的 OT 協定，並嚴格

證明其安全性，這是到目前為止最有效率

的 k-out-of-n OT 協定。這篇論文發表在

『 C.-K. Chu, W.-G. Tzeng. Efficient

k-out-of-n oblivious transfer schemes with

adaptive and non-adaptive queries. In

Proceedings of International Workshop on
Practice and Theory in Public-Key
Cryptography (PKC 05), Lecture Notes in

Computer Science 3386, pp.172-183,

2005』。論文請見附件。

2. 我們利用OT的精神設計出 password-based

anonymous authentication 協定，並把它應

用在安全的資料庫存取上，這篇論發表在

『W.-G. Tzeng. A secure system for data

access based on anonymous authentication

and time-dependent hierarchical keys. In

Proceedings of ACM Symposium on
Information, Computer and Communications
Security 06 (ASIACCS 06), ACM Press,

2006.』中。論文請見附件。

3. 我 們 還 將 Ｏ Ｔ 推 廣 為 Conditional
oblivious cast (COC)，這篇論文發表在

『 C.-K. Chu, W.-G. Tzeng. Conditional

oblivious cast. In Proceedings of International
Workshop on Practice and Theory in
Public-Key Cryptography (PKC 06), Lecture
Notes in Computer Science 3958, pp.443-457,

2006』中。論文請見附件。

三、計畫成果自評

我們的研究結果發表了三篇會議論文，

兩篇在高水準的 PKC05 國際會議，另一篇在

ACM ASIACCM 上。目前還有論文在撰寫中，

以成果來看，我們達成了本計畫的目的。
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Efficient k-Out-of-n Oblivious Transfer Schemes
with Adaptive and Non-adaptive Queries
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Hsinchu, Taiwan 30050
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Abstract. In this paper we propose efficient two-round k-out-of-n obliv-
ious transfer schemes, in which R sends O(k) messages to S, and S sends
O(n) messages back to R. The computation cost of R and S is reasonable.
The choices of R are unconditionally secure. For the basic scheme, the se-
crecy of unchosen messages is guaranteed if the Decisional Diffie-Hellman
problem is hard. When k = 1, our basic scheme is as efficient as the most
efficient 1-out-of-n oblivious transfer scheme. Our schemes have the nice
property of universal parameters, that is each pair of R and S need nei-
ther hold any secret key nor perform any prior setup (initialization). The
system parameters can be used by all senders and receivers without any
trapdoor specification. Our k-out-of-n oblivious transfer schemes are the
most efficient ones in terms of the communication cost, in both rounds
and the number of messages.
Moreover, one of our schemes can be extended in a straightforward way
to an adaptive k-out-of-n oblivious transfer scheme, which allows the re-
ceiver R to choose the messages one by one adaptively. In our adaptive-
query scheme, S sends O(n) messages to R in one round in the commit-
ment phase. For each query of R, only O(1) messages are exchanged and
O(1) operations are performed. In fact, the number k of queries need
not be pre-fixed or known beforehand. This makes our scheme highly
flexible.

Keywords: k-out-of-n Oblivious Transfer, Adaptive Oblivious Transfer

1 Introduction

Oblivious transfer (OT) is an important primitive used in many cryptographic
protocols [GV87,Kil88]. An oblivious transfer protocol involves two parties, the
sender S and the receiver R. S has some messages and R wants to obtain some
of them via interaction with S. The security requirement is that S wants R to
obtain the message of his choice only and R does not want S to know what
he chooses. The original OT was proposed by Rabin [Rab81], in which S sends
a message to R, and R gets the message with probability 0.5. On the other
hand, S does not know whether R gets the message or not. Even, et al. [EGL85]
suggested a more general scheme, called 1-out-of-2 OT (OT1

2). In this scheme, S

S. Vaudenay (Ed.): PKC 2005, LNCS 3386, pp. 172–183, 2005.
c© International Association for Cryptologic Research 2005
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has two messages m1 and m2, and would like R to obtain exactly one of them.
In addition, S remains oblivious to R’s choice. Brassard, et al. [BCR86] further
extended OT1

2 to 1-out-of-n OT (OT1
n) for the case of n messages.

Oblivious transfer has been studied extensively and in many flavors. Most
of them consider the case that R chooses one message. In this paper we are
concerned about the case that R chooses many messages at the same time. A
k-out-of-n OT (OTk

n) scheme is an OT scheme in which R chooses k messages at
the same time, where k < n. A straightforward solution for OTk

n is to run OT1
n

k times independently. However, this needs k times the cost of OT1
n. The com-

munication cost is two-round, O(k) messages from R to S, and O(kn) messages
from S to R even using the most efficient OT1

n schemes [NP01,Tze02].
Oblivious transfer with adaptive queries (Adpt-OT) allows R to query the

messages one by one adaptively [NP99a]. For the setting, S first commits the
messages to R in the commitment phase. Then, in the transfer phase, R makes
queries of the messages one by one. The cost is considered for the commitment
and transfer phases, respectively. It seems that the adaptive case implies the
non-adaptive case. But, the non-adaptive one converted from an adaptive one
usually needs more rounds (combining the commitment and transfer phases), for
example, the scheme in [OK02]. Since our scheme needs no trapdoors, there is
no entailed cost due to conversion. Adaptive OTk

n is natural and has many appli-
cations, such as oblivious search, oblivious database queries, private information
retrieval, etc.

In this paper we propose efficient two-round OTk
n schemes, in which R sends

O(k) messages to S, and S sends O(n) messages back to R. The computation cost
of R and S is reasonable. The choices of R are unconditionally secure. For the
basic scheme, the secrecy of unchosen messages is guaranteed if the Decisional
Diffie-Hellman (DDH) problem is hard. When k = 1, our scheme is as efficient as
the one in [Tze02]. Our schemes have the nice property of universal parameters,
that is, each pair of R and S need neither hold any secret key nor perform any
prior setup (initialization). The system parameters can be used by all senders
and receivers without any trapdoor specification. Our OTk

n schemes are the most
efficient one in terms of the communication cost, either in rounds or the number
of messages.

Moreover, one of our schemes can be extended in a straightforward way to
an Adpt-OTk

n scheme. In our adaptive-query scheme, S sends O(n) messages
to R in one round in the commitment phase. For each query of R, only O(1)
messages are exchanged and O(1) operations are performed. In fact, the number
k of queries need not be fixed or known beforehand. This makes our scheme
highly flexible.

1.1 Previous Work and Comparison

Rabin [Rab81] introduced the notion of OT and presented an implementation to
obliviously transfer one-bit message, based on quadratic roots modulo a compos-
ite. Even, Goldreich and Lempel [EGL85] proposed an extension of bit-OT1

2, in
which m1 and m2 are only one-bit. Brassard, Crépeau and Robert [BCR86]
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proposed OT1
n soon after in the name “all-or-nothing disclosure of secrets”

(ANDOS). After that, OT1
n has become an important research topic in cryp-

tographic protocol design. Some OT1
n schemes are built by invoking basis OT1

2

several times [BCR87,BCS96,NP99b], and the others are constructed directly
from basic cryptographic techniques [SS90,NR94,Ste98,NP01,Tze02]. Some OT1

n

schemes derived from computational private information retrieval (CPIR) have
polylogarithmic communication cost [Lip04]. Nevertheless, the privacy of the
receiver’s choice is computationally secure. Besides, there are various oblivious
transfer schemes developed in different models and applications, such as OT
in the bounded storage model [CCM98,Din01], distributed OT [NP00,BDSS02],
Quantum OT [BBCS91,CZ03], and so on. Lipmaa [Lip] provided a good collec-
tion of these works.

For OTk
n, Bellare and Micali [BM89] proposed an OTn−1

n scheme. Naor and
Pinkas [NP99b] proposed a non-trivial OTk

n scheme. The scheme invokes a ba-
sis OT1

2 scheme O(wk log n) times, where w > log δ/ log(k4/
√

n) and δ is the
probability that R can obtain more than k messages. The scheme works only
for k ≤ n1/4. After then, they also took notice of adaptive queries and provided
some Adpt-OTk

n schemes [NP99a]. In one scheme (the two-dimensional one), each
query needs invoke the basis OT1√

n
scheme twice, in which each invocation of

OT1√
n

needs O(
√

n) initialization work. In another scheme, each adaptive query
of messages need invoke the basis OT2

1 protocol log n times. Mu, Zhang, and
Varadharajan [MZV02] presented some efficient OTk

n schemes1. These schemes
are designed from cryptographic functions directly. The most efficient one is
a non-interactive one. To be compared fairly, the setup phase of establishing
shared key pairs of a public-key cryptosystem should be included. Thus, the
scheme is two-round and R and S send each other O(n) messages. However, the
choices of R cannot be made adaptive since R’s choices are sent to S first and
the message commitments are dependent on the choices. Recently, Ogata and
Kurosawa [OK02] proposed an efficient adaptive OT scheme based on the RSA
cryptosystem. Each S needs a trapdoor (the RSA modulus) specific to him. The
scheme is as efficient as our Adpt-OTk

n scheme. But, if the adaptive OT scheme
is converted to a non-adaptive one, it needs 3 rounds (In the first round, S sends
the modulus N to R).

Ishai, Kilian, Nissim and Petrank [IKNP03] proposed some efficient protocols
for extending a small number of OT’s to a large number of OT’s. Chen and Zhu
[CZ03] provided an OTk

n in the quantum computation model. We won’t compare
these schemes with ours since they are in different categories.

In Table 1 we summarize the comparison of our, Mu, Zheng, and Varad-
harajan’s, and Naor and Pinkas’s OTk

n schemes. In Table 2 we summarize the
comparison of our and Naor and Pinkas’s Adpt-OTk

n schemes.

1 Yao, Bao, and Deng [YBD03] pointed out some security issues in [MZV02].
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Table 1. Comparison of OTk
n schemes in communication cost.

Ours (this paper) Mu, et al. [MZV02] Naor, et al. [NP99b]

rounds 2 2 O(wk log n)

messages (R → S) O(k) O(n) O(wk log n))

messages (S → R) O(n) O(n) O(n + wk log n)

universal parameters Yes Yes No (need setup)

made to adaptiveness Yes (OTk
n-II) No Yes

Table 2. Comparison of Adpt-OTk
n schemes in communication cost.

Ours 2-dimensional one, OTk
n,

(this paper) Naor, et al. [NP99a] Ogata, et al.[OK02]

commitment rounds 1 1 1
phase messages O(n) O(n) O(n)

transfer rounds 2 3* 2
phase messages O(1) O(

√
n)** O(1)

* Two invocations of OT1√
n in parallel.

** Use the most round-efficient OT1√
n scheme as the basis.

2 Preliminaries

Involved Parties. The involved parties of an OT scheme is the sender and
receiver. Both are polynomial-time-bounded probabilistic Turing machines
(PPTM). A party is semi-honest (or passive) if it does not deviate from the steps
defined in the protocol, but tries to compute extra information from received
messages. A party is malicious (or active) if it can deviate from the specified
steps in any way in order to get extra information.

A malicious sender may cheat in order or content of his possessed messages.
To prevent the cheat, we can require the sender to commit the messages in a
bulletin board. When the sender sends the encrypted messages to the receiver
during execution of an OT scheme, he need tag a zero-knowledge proof of show-
ing equality of committed messages and encrypted messages. However, in most
applications, the sender just follows the protocol faithfully. Therefore, we con-
sider the semi-honest sender only and the semi-honest/malicious receiver.

Indistinguishability. Two probability ensembles {Xi} and {Yi}, indexed by i, are
(computationally) indistinguishable if for any PPTM D, polynomial p(n) and
sufficiently large i, it holds that

|Pr[D(Xi) = 1] − Pr[D(Yi) = 1]| ≤ 1/p(i).

Correctness of a Protocol. An OT scheme is correct if the receiver obtains the
messages of his choices when the sender with the messages and the receiver with
the choices follow the steps of the scheme.
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Security Model. Assume that S holds n messages m1, m2, . . . , mn and R’s k
choices are σ1, σ2, . . . , σk. Note that only semi-honest sender is considered. We
say that two sets C and C′ are different if there is x in C, but not in C′, or vice
versa. An OTk

n scheme with security against a semi-honest receiver should meet
following requirements:

1. Receiver’s privacy – indistinguishability: for any two different sets of choices
C = {σ1, σ2, . . . , σk} and C′ = {σ′

1, σ
′
2, . . . , σ

′
k}, the transcripts, correspond-

ing to C and C′, received by the sender are indistinguishable. If the received
messages of S for C and C′ are identically distributed, the choices of R are
unconditionally secure.

2. Sender’s security – indistinguishability: for any choice set C={σ1,σ2, . . . ,σk},
the unchosen messages should be indistinguishable from the random ones.

An OTk
n scheme with security against a malicious receiver should meet fol-

lowing requirements:

1. Receiver’s privacy – indistinguishability: the same as the case of the semi-
honest receiver.

2. Sender’s security – compared with the Ideal model: in the Ideal model, the
sender sends all messages and the receiver sends his choices to the trusted
third party (TTP). TTP then sends the chosen messages to the receiver. This
is the securest way to implement the OTk

n scheme. The receiver R cannot
obtain extra information from the sender S in the Ideal model. We say that
the sender’s security is achieved if for any receiver R in the real OTk

n scheme,
there is another PPTM R′ (called simulator) in the Ideal model such that
the outputs of R and R′ are indistinguishable.

Computational Model. Let Gq be a subgroup of Z∗
p with prime order q, and p =

2q+1 is also prime. Let g be a generator of Gq. We usually denote gx mod p as gx,
where x ∈ Zq. Let x ∈R X denote that x is chosen uniformly and independently
from the set X .

Security Assumptions. For our OTk
n schemes against semi-honest and malicious

receiver, we assume the hardness of Decisional Diffie-Hellman (DDH) problem
and Chosen-Target Computational Diffie-Hellman (CT-CDH) problem, respec-
tively.

Assumption 1 (Decisional Diffie-Hellman (DDH)). Let p = 2q + 1 where
p, q are two primes, and Gq be the subgroup of Z∗

p with order q. The following
two distribution ensembles are computationally indistinguishable:

– Y1 = {(g, ga, gb, gab)}Gq , where g is a generator of Gq, and a, b ∈R Zq.
– Y2 = {(g, ga, gb, gc)}Gq , where g is a generator of Gq, and a, b, c ∈R Zq.

For the scheme against malicious receiver, we use the assumption introduced
by Boldyreva [Bol03], which is analogous to the chosen-target RSA inversion
assumption defined by Bellare, et al. [BNPS01].
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– System parameters: (g, h, Gq);
– S has messages: m1, m2, . . . , mn;
– R’s choices: σ1, σ2, . . . , σk;

1. R chooses two polynomials f(x) = a0 + a1x + · · · + ak−1x
k−1 + xk and f ′(x) =

b0 + b1x + · · ·+ bk−1x
k−1 + xk where a0, a1, . . . , ak−1 ∈R Zq and b0 + b1x + · · ·+

bk−1x
k−1 + xk ≡ (x − σ1)(x − σ2) · · · (x − σk) mod q.

2. R −→ S : A0 = ga0hb0 , A1 = ga1hb1 , . . . , Ak−1 = gak−1hbk−1 .

3. S computes ci = (gki , miB
ki
i ) where ki ∈R Z∗

q and Bi = gf(i)hf ′(i) =

A0A
i
1 · · ·Aik−1

k−1 (gh)ik

mod p, for i = 1, 2, . . . , n.
4. S −→ R: c1, c2, . . . , cn.
5. Let ci = (Ui, Vi), R computes mσi = Vσi/U

f(σi)
σi mod p for each σi.

Fig. 1. OTk
n-I: k-out-of-n OT against semi-honest receiver.

Assumption 2 (Chosen-Target Computational Diffie-Hellman (CT-
CDH)). Let Gq be a group of prime order q, g be a generator of Gq, x ∈R Z∗

q .
Let H1 : {0, 1}∗ → Gq be a cryptographic hash function. The adversary A is given
input (q, g, gx, H1) and two oracles: target oracle TG(·) that returns a random
element wi ∈ Gq at the i-th query and helper oracle HG(·) that returns (·)x. Let
qT and qH be the number of queries A made to the target oracle and helper oracle
respectively. The probability that A outputs k pairs ((v1, j1), (v2, j2), . . . , (vk, jk)),
where vi = (wji )x for i ∈ {1, 2, . . . , k}, qH < k ≤ qT , is negligible.

3 k-Out-of-n OT Schemes

We first present a basic OTk
n scheme for the semi-honest receiver in the standard

model. Then, we modify the scheme to be secure against the malicious receiver
in the random oracle model. Due to the random oracle model, the second scheme
is more efficient in computation.

3.1 k-Out-of-n OT Against Semi-honest Receiver

The sender S has n secret messages m1, m2, . . . , mn. Without loss of generality,
we assume that the message space is Gq, that is, all messages are in Gq. The
semi-honest receiver R wants to get mσ1 , mσ2 , . . . , mσk

. The protocol OTk
n-I with

security against the semi-honest receiver is depicted in Figure 1.
For system parameters, let g, h be two generators of Gq where logg h is un-

known to all, and Gq be the group with some descriptions. These parameters
can be used repeatedly by all possible senders and receivers as long as the value
logg h is not revealed. Therefore, (g, h, Gq) are universal parameters.

The receiver R first constructs a k-degree polynomial f ′(x) such that f ′(i) =
0 if and only if i ∈ {σ1, . . . , σk}. Then R chooses another random k-degree
polynomial f(x) to mask the chosen polynomial f ′(x). The masked choices
A0, A1, . . . , Ak−1 are sent to the sender S.
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When S receives these queries, he first computes Bi = gf(i)hf ′(i) by com-
puting A0A

i
1 · · ·Aik−1

k−1 (gh)ik

mod p. Because of the random polynomial f(x), S
does not know which f ′(i) is equal to zero, for i = 1, 2, . . . , n. Then S treats Bi

as the public key and encrypts each message mi by the ElGamal cryptosystem.
The encrypted messages c1, c2, . . . , cn are sent to R.

For each ci, i ∈ {σ1, σ2, . . . , σk}, since Bi = gf(i)hf ′(i) = gf(i)h0 = gf(i), R
can get these messages by the decryption of ElGamal cryptosystem with secret
key f(i). If i /∈ {σ1, σ2, . . . , σk}, since R can not compute (gf(i)hf ′(i))ki with the
knowledge of gki and f(i), f ′(i) only, the message mi is unknown to R.

Correctness. Let ci = (Ui, Vi), we can check that the chosen messages mσi ,
i = 1, 2, . . . , k, are computed as

Vσi/Uf(σi)
σi

= mσi · (gf(σi)hf ′(σi))kσi /gkσi
f(σi)

= mσi · (gf(σi) · 1)kσi /gkσi
f(σi)

= mσi .

Security Analysis. We now prove the security of OTk
n-I.

Theorem 1. For scheme OTk
n-I, R’s choices are unconditionally secure.

Proof. For every tuple (b′0, b
′
1, . . . , b

′
k−1) representing the choices σ′

1, σ
′
2, . . . , σ

′
k,

there is a tuple (a′
0, a

′
1, . . . , a

′
k−1) that satisfies Ai = ga′

ihb′i for i = 0, 1, . . . , k−1.
Thus, the receiver R’s choices are unconditionally secure. �

Theorem 2. Scheme OTk
n-I meets the sender’s security requirement. That is, by

the DDH assumption, if R is semi-honest, he gets no information about messages
mi, i /∈ {σ1, σ2, . . . , σk}.
Proof. We show that for all i /∈ {σ1, σ2, . . . , σk}, ci’s look random if the DDH
assumption holds. First, we define the random variable for the unchosen messages

C =(g, h, (gki1 , mi1(g
f(i1)hf ′(i1))ki1 ), ..., (gkin−k , min−k

(gf(in−k)hf ′(in−k))kin−k )),

where ki1 , ki2 , . . . , kin−k
∈R Z∗

q . Since the polynomial f(x) and f ′(x) are chosen
by the receiver, and f ′(i1), . . . , f ′(in−k) �= 0, we can simplify C as

C′ = (g, h, (gki1 , hki1 ), . . . , (gkin−k , hkin−k ))

Since the indistinguishability is preserved under multiple samples, we just need
to show that if the following two distributions

– C̃ = (g, h, gr, hr), where h �= 1, r ∈R Z∗
q

– X̃ = (g, h, x1, x2), where h �= 1, x1, x2 ∈R Gq

are distinguishable by a polynomial-time distinguisher D, we can construct an-
other polynomial-time machine D′, which takes D as a sub-routine, to solve the
DDH problem:
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– System parameters: (g,H1, H2, Gq);
– S has messages: m1, m2, . . . , mn;
– R’s choices: σ1, σ2, . . . , σk;

1. R computes wσj = H1(σj) and Aj = wσj gaj , where aj ∈R Z∗
q and j = 1, 2, . . . , k.

2. R −→ S: A1, A2, . . . , Ak.
3. S computes y = gx, Dj = (Aj)

x, wi = H1(i), and ci = mi ⊕ H2(w
x
i ), where

x ∈R Z∗
q , i = 1, 2, . . . , n, and j = 1, 2, . . . , k.

4. S −→ R: y, D1, D2, . . . , Dk, c1, c2, . . . , cn

5. R computes Kj = Dj/yaj and gets mσj = cσj ⊕ H2(Kj) for j = 1, 2, . . . , k.

Fig. 2. OTk
n-II: k-out-of-n OT against malicious receiver.

Machine D′

Input: (g, u, v, w) (either from Y1 or Y2 in DDH)
Output: D(g, u, v, w)

If D distinguishes C̃ and X̃ with non-negligible advantage ε (Should be ε(n, t), we
omit the security parameter n and t here for simplicity, where t is the security
parameter.), D′ distinguishes Y1, Y2 in the DDH problem with at least non-
negligible advantage ε − 2/q, where dist(C̃, Y1) = 1/q and dist(X̃, Y2) = 1/q.

�

Complexity. The scheme uses two rounds (steps 2 and 4), the first round sends
k + 1 messages and the second round sends 2n messages. For computation, R
computes 3k + 2 and S computes (k + 2)n modular exponentiations.

3.2 k-Out-of-n OT Against Malicious Receiver

A malicious player may not follow the protocol dutifully. For example, in scheme
OTk

n-I, a malicious R might send some special form of Ai’s in step 2 such that he
is able to get extra information, such as the linear combination of two messages
(even though we don’t know how to do such attack). So, we present another
scheme OTk

n-II that is provable secure against the malicious R. The scheme is
depicted in Figure 2.

Let Gq be the subgroup of Z∗
p with prime order q, g be a generator of Gq,

and p = 2q + 1 is also prime. Let H1 : {0, 1}∗ → Gq, H2 : Gq → {0, 1}l be two
collision-resistant hash functions. Let messages be of l-bit length. Assume that
CT-CDH is hard under Gq.

Correctness. We can check that the chosen messages mσj , j = 1, 2, . . . , k, are
computed as

cσj ⊕ H2(Kj) = mσj ⊕ H2(wx
σj

) ⊕ H2(wx
σj

)
= mσj .

Security Analysis. We need the random oracle model in this security analysis.
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Theorem 3. In OTk
n-II, R’s choice meets the receiver’s privacy.

Proof. For any Aj = wjg
aj and wl, l �= j, there is an a′

l that satisfies Aj = wlg
a′

l .
For S, Aj can be a masked value of any index. Thus, the receiver’s choices are
unconditionally secure. �

Theorem 4. Even if R is malicious, the scheme OTk
n-II meets the requirement

for the sender’s security assuming hardness of the CT-CDH problem the random
oracle model.

Proof. Since we treat H2 as a random oracle, the malicious R has to know
Ki = wx

i in order to query the hash oracle to get H2(wx
i ). For each possible

malicious R, we construct a simulator R∗ in the Ideal model such that the
outputs of R and R∗ are indistinguishable.

R∗ works as follows:

1. R∗ simulates R to obtain A∗
1, A

∗
2, . . . , A

∗
k. When R queries H1 on index i, we

return a random w∗
i (consistent with the previous queries.)

2. R∗ simulates S (externally without knowing mi’s) on inputs A∗
1, A∗

2, . . . , A∗
k

to obtain x∗, y∗, D∗
1 , D

∗
2 , . . . , D

∗
k.

3. R∗ randomly chooses c∗1, c
∗
2, . . . , c

∗
n.

4. R∗ simulates R on input (y∗, D∗
1 , D

∗
2 , . . . , D

∗
k, c∗1, c

∗
2, . . . , c

∗
n) and monitors the

queries closely. If R queries H2 on some vj = (w∗
j )x∗

, R∗ sends j to the TTP
T to obtain mj and returns c∗j ⊕mj as the hash value H2((w∗

j )x∗
), otherwise,

returns a random value (consistent with previous queries).
5. Output (A∗

1, A
∗
2, . . . , A

∗
k, y∗, D∗

1 , D
∗
2 , . . . , D

∗
k, c∗1, c∗2 . . . , c∗n).

If R obtains k + 1 decryption keys, R∗ does not know which k indices are
really chosen by R. The simulation would fail. Therefore we show that R can
obtain at most k decryption keys by assuming the hardness of chosen-target CDH
problem: In the above simulation, if R queries H1, we return a random value
output by the target oracle. When R∗ simulates S on input A∗

1, A
∗
2, . . . , A

∗
k, we

forward these queries to the helper oracle, and return the corresponding outputs.
Finally, if R queries H2 on legal vji for all 1 ≤ i ≤ k + 1, we can output k + 1
pairs (vji , ji), which contradicts to the CT-CDH assumption. Thus, R obtains
at most k decryption keys.

Let σ1, σ2, . . . , σk be the k choices of R. For the queried legal vσj ’s, cσj

is consistent with the returned hash values, for j = 1, 2, . . . , k. Since no other
(w∗

l )x∗
, l �= σ1, σ2, . . . , σk, can be queried to the H2 hash oracle, cl has the right

distribution (due to the random oracle model). Thus, the output distribution is
indistinguishable from that of R. �

Complexity. OTk
n-II has two rounds. The first round sends k messages and the

second round sends n + k + 1 messages. For computation, R computes 2k, and
S computes n + k + 1 modular exponentiations.
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– System parameters: (g,H1, H2, Gq);
– S has messages: m1, m2, . . . , mn;
– R’s choices: σ1, σ2, . . . , σk;

Commitment Phase

1. S computes ci = mi ⊕ H2(w
x
i ) for i = 1, 2, . . . , n, and y = gx where wi = H1(i),

and x ∈R Z∗
q .

2. S −→ R : y, c1, c2, . . . , cn.

Transfer Phase
For each σj , j = 1, 2, . . . , k, R and S execute the following steps:

1. R chooses a random aj ∈ Z∗
q and computes wσj = H1(σj), Aj = wσj gaj .

2. R −→ S : Aj .
3. S −→ R : Dj = (Aj)

x.
4. R computes Kj = Dj/yaj and gets mσj = cσj ⊕ H2(Kj).

Fig. 3. Adpt-OTk
n: Adaptive OTk

n.

4 k-Out-of-n OT with Adaptive Queries

The queries of R in our schemes can be adaptive. In our schemes, the commit-
ments ci’s of the messages mi’s of S to R are independent of the key masking.
Therefore, our scheme is adaptive in nature. Our Adpt-OTk

n scheme, which re-
phrases the OTk

n-II scheme, is depicted in Figure 3.
The protocol consists of two phases: the commitment phase and the transfer

phase. The sender S first commits the messages in the commitment phase. In
the transfer phase, for each query, R sends the query Aj to S and obtains the
corresponding key to decrypt the commitment cj .

Correctness of the scheme follows that of OTk
n-II.

Security Analysis. The security proofs are almost the same as those for OTk
n-II.

We omit them here.

Complexity. In the commitment phase, S needs n + 1 modular exponentiations
for computing the commitments ci’s and y. In the transfer phase, R needs 2
modular exponentiations for computing the query and the chosen message. S
needs one modular exponentiation for answering each R’s query. The commit-
ment phase is one-round and the transfer phase is two-round for each adaptive
query.

5 Conclusion

We have presented two very efficient OTk
n schemes against semi-honest receivers

in the standard model and malicious receivers in the random oracle model. Our
schemes possess other interesting features, such as, it can be non-interactive and
needs no prior setup or trapdoor. We also proposed an efficient Adpt-OTk

n for
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adaptive queries. The essential feature allowing this is the reversal of the orders of
key commitment and message commitment. In most previous schemes (including
OTk

n-I), the key commitments (for encrypting the chosen messages) are sent
to S first. The message commitments are dependent on the key commitments.
Nevertheless, in our scheme OTk

n-II the message commitments are independent
of the key commitment. Thus, the message commitments can be sent to R first.
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ABSTRACT
We consider the security problem for retrieving data from a
web site (or a large database system) via Internet. Consider
the situation that a user visits a web site to get informa-
tion. He wants to retain anonymity of his identity, while the
web site would like to authenticate the user’s identity. We
proposed an anonymous authentication scheme to provide
a solution for these two seemingly conflicting requirements.
Our anonymous authentication scheme is based on crypto-
graphic techniques. Together with a novel time-dependent
hierarchical key assignment scheme, we proposed a data ac-
cess system that has the following distinct features simulta-
neously: (1) anonymous authentication, (2) cryptographic
access control, (3) saving on-line encryption time, and (4) a
flexible subscription system.

Keywords
anonymous authentication, entity security, hierarchical keys,
trapdoor time-sharable sequence, world wide web security

1. INTRODUCTION
The world wide web (WWW) (or Internet-accessible database
system) is a revolution for obtaining information. We can
get information at an unprecedented speed. Nevertheless,
we should be aware of its security problems as well. World
wide web security issues are very broad. In this paper we
are interested in the security problems with balanced views
from web sites and users. That is, a web site wants only
authorized users to access information and a user wants to
protect his individual privacy.

It is a common practice that a web site (server) W requires
a user U register his personal information, such as, name,
email, affiliation, etc. When U wants to retrieve data from
W , he sends his identity (user name) to W . W then authen-

∗Research supported in part by National Science Council
grant NSC 94-2213-E-009-116, Taiwan.

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee. ASIACCS’06, March 21-24, 2006, Taipei, Taiwan.
Copyright 2006 ACM 1-59593-272-0/06/0003. . .$5.00.

ticates U ’s identity and authorizes his access right. There-
fore, W can gather U ’s visiting pattern (frequency, inter-
ested data, etc.) and uses it for other purposes. We have
seen such intrusion to individual privacy occur in the credit
card and telecommunication industries. In the era of In-
ternet, users would like to enjoy convenience of the world
wide web and to have protection against identity tracking,
behavior analysis, etc. On the other hand, the web site,
in particular, with subscription fee, would like to protect
its rights by allowing only authorized users to access its in-
formation. These two requirements seem conflicting in the
sense that the user would like his identity to be anonymous
and the web site would like to know the user’s identity for
authentication and authorization.

To resolve this conflict, we propose an anonymous authenti-
cation scheme for data access, which provides balanced secu-
rity mechanisms for both users and web sites, that is, a web
site can authenticate a user’s identity without knowing his
identity. Our scheme is based on cryptographic techniques,
such as witness-indistinguishable proof systems.

We also propose a new time-dependent hierarchical key as-
signment scheme in which a set of time-dependent class keys
can be computed from a constant-sized key trapdoor. We
combine the anonymous authentication and time-dependent
hierarchical key assignment schemes to form a secure system
for retrieving data from web sites. The system not only pro-
vides user anonymity and authentication, but also ensures
communication security without doing on-line encryption.
The distinct features of our system are summarized as fol-
lows.

1. Anonymous authentication: anonymity of users and
authentication right of web sites are guaranteed simul-
taneously.

2. Cryptographic access control: since data are encrypted,
web sites and their mirror sites can use a weaker access
control system without jeopardizing security of infor-
mation in the databases.

3. Saving the computation cost of on-line encryption: since
stored data are encrypted, it is not necessary to do on-
line encryption for secure communication.

4. A flexible subscription system: with the time-dependent
hierarchical key assignment scheme, web sites can es-



tablish a flexible subscription system, in which users
pay different premiums for different access rights.

1.1 Related work
Hierarchical key assignment schemes for access control are
first studied by Akl and Taylor [1]. Many researchers fol-
lowed to propose improvements [3, 9, 16]. Tzeng [22] pro-
posed a time-dependent hierarchical key assignment scheme,
which is an extension of them with an additional dimension
on time periods. The scheme has some interesting appli-
cations, for example, secure broadcasting and key backup.
The scheme cannot withstand the collusion attack.1 In this
paper we propose a new time-dependent hierarchical key as-
signment scheme that is secure against the collusion attack
of multiple adversaries.

Entity authentication has been studied extensively (see [8,
18, 20]). ISO/IEC has a series of standards for entity au-
thentication [10, 11, 12, 13, 14]. But most work assumes
that the user’s identity is not anonymous.

Kilian and Petrank [15] proposed a user identification scheme
in which the system can authenticate a user’s identity with-
out knowing his identity. Their scheme has a third party
to generate a certificate for a user so that the user can use
the certificate to authenticate himself without revealing his
identity. In their scheme, it is hard to revoke a user’s cer-
tificate (membership). Thus, we need to employ another
delicate and time-consuming cryptographic scheme to ver-
ify the status of a certificate. The whole system becomes
very complicated.

Chaum [4] introduced the pseudonym system, in which a
user has a different pseudonym for each organization. The
goal is to prevent organizations from inferring the user’s
information by combining their data of the user’s visiting
patterns. Chaum and Evertse [5] proposed a RSA-based
pseudonym system that is secure against cooperation of all
organizations. Lysanysanskaya, etc., proposed a pseudonym
system that discourages a user from sharing his master key
with other users. The master key is used to derive cer-
tificates for organizations. We can see that the goal of
pseudonym systems is different from ours.

2. ENTITY SECURITY AND ANONYMOUS
AUTHENTICATION

In the entity security model [18], user identification, authen-
tication and authorization are three steps by which a sys-
tem provides services to a user. For user identification, the
user sends his identity to the system and the system checks
whether the identity is legal for the system. For user au-
thentication, the system authenticates the user’s identity by
verifying whether the user possesses some secret informa-
tion (password, secret key, etc.) about the identity whom
the user claims to be. After authenticating the user’s iden-
tity, the system checks whether the user’s request is within
his access right. This is user authorization. After checking
authorization, the system processes the user’s legal requests.

1In the paper [22], the scheme is only proven to be secure
against the attacks from a single adversary. It is neither
claimed nor proven to be secure against the collusion attack
of multiple adversaries.

We can see that in the entity security model user identifi-
cation is the main step that the system identifies who the
user is. The system uses the user’s identity to retrieve the
user’s authentication and authorization data. Then, the sys-
tem uses the data to authenticate the user and authorizes
the user’s access right to resources. In some applications,
such as data retrieval from web sites, there may be only
one authorization level, that is, all users are allowed to use
all resources (files) of the system. In some other applica-
tions, there are multiple authorization levels. For example,
in a subscribed database system, each user may pay some
premium for accessing data of a specific category, such as
sports, business, etc. The system assigns the user to the
authorization level of the category which he pays for.

A straightforward solution for anonymous authentication is
to have a third party R to help. A user U registers his
identity α to R and gets a pseudo identity (pseudonym)
α [17]. R gives U ’s pseudo information to the system W
and hides U ’s real identity from W . Every time U visits the
system, he uses his pseudo identity α for authentication.
By this information, W authorizes U to access data in its
database. For the system to function properly, R need be
trusted by both the system and users. To implement an
appropriate R is not an easy task. Even though R is used,
the visiting pattern of α is exactly that of α. It can still be
used in some way. For example, it is possible to infer the
real identity α from the visiting pattern.

We solve the anonymous authentication problem by the cryp-
tographic techniques of public-key certificates and witness-
indistinguishable proof systems, which are shown in Sec-
tion 5.

3. PRELIMINARIES
Efficient computation. By efficient computation we mean
that the computing time is a polynomial function of the
input size. Note that the size of a number x is its bit length
blog2 xc+1. Modular multiplication and exponentiation are
efficiently computable.

Modular exponentiation over a composite number. Let p′ =
2p + 1 and q′ = 2q + 1 be two large primes, typically 512-
bit long, the composite number N = p′q′ and the Euler’s
totient function φ(N) = (p′ − 1)(q′ − 1) = 4pq. We consider
the order-pq subgroup Gpq = {a4 mod n|a ∈ Z∗n} of Z∗n. We
say that g is a generator for Gpq if {gi|0 ≤ i ≤ pq − 1} =
Gpq. The modular exponentiation over N is to compute
xa mod N for given x, a and N . We can compute xa mod
N by the square-multiply method, which takes 1.5blog2 ac
modular multiplications in average. A modern computer
can easily afford this computation.

Common modulus property. The common modulus prop-
erty is that given a, b, xa mod N and xb mod N , we can
compute xgcd (a,b) mod N as follows. We first use the ex-
tended Euclidean algorithm to find integers a′ and b′ such
that a′a + b′b = gcd (a, b) and then compute

(xa mod N)a′(xb mod N)b′ mod N

= xa′a+b′b mod N

= xgcd (a,b) mod N.



Computing the eth roots modulo a composite. The problem
of computing the eth roots modulo a composite is, for given
e, y and N , to compute x such that xe ≡ y (mod N). Solv-
ing this problem is equivalent to breaking the famous RSA
public-key cryptosystem [19]. We assume that it is compu-
tationally infeasible to compute the eth roots modulo N for
any given e, 2 ≤ e ≤ φ(N)− 1.

Computing the discrete logarithm modulo a prime. The prob-
lem of computing discrete logarithm modulo a prime p is,
for given a generator g and an integer y, to compute integer
x such that y ≡ gx (mod p). Solving this problem efficiently
is considered very hard.

Partially ordered hierarchy. A partially ordered hierarchy
is a directed graph G = (V, E) without cycles. We call the
nodes without out-edges as the base nodes and the others
as the super nodes. A path from node vi to node vj is a
sequence (vr0 , vr1 , . . . , vrl) of nodes with vr0 = vi, vrl = vj ,
and (vrk , vrk+1) ∈ E for all k, 1 ≤ k ≤ l−1. A node vj is an
immediate descendant of another node vi if (i, j) ∈ E. See
Figure 1 for a 8-node partially ordered hierarchy.

Hierarchical key assignment. Let Ci, 1 ≤ i ≤ m, be classes
(nodes) that form a partially ordered hierarchy. Let Cj < Ci

denote that Cj is lower than Ci, that is, there is a path from
Ci to Cj . Let Cj ≤ Ci denote that Cj < Ci or Cj = Ci. A
hierarchical key assignment scheme is to assign each class Ci

a (cryptographic) class key Ki so that given Ki and public
parameters, we can compute the class key Kj if and only
if Cj ≤ Ci, 1 ≤ j ≤ m. The security requirement is that
for any set S of classes, we cannot use their class keys to
compute the key of the class that is not lower than any class
in S. The challenge is to design such a scheme such that
the size of each class key is independent of the number of
classes in the hierarchy.

Time-dependent hierarchical key assignment. It is like hier-
archical key assignment except that a class key also depends
on the factor of time t. A class key of Ci at time t is denoted
as Ki,t. A time-dependent hierarchical key assignment is to
assign key trapdoors K[i,t1,t2] such that we can use K[i,t1,t2]

to compute Kj,t if and only if Cj ≤ Ci and t ∈ {t1, . . . , t2}.

Witness-indistinguishable proof system. Assume that there
are n public keys pki, 1 ≤ i ≤ n, which each has a corre-
sponding private key ski. A witness-indistinguishable proof
system for the public keys is that the prover convinces the
verifier that it knows one of the private keys, but does not
reveal which one.

Notation. Let x ∈R X denote that x is chosen from the set
X uniformly and independently.

4. TIME DEPENDENT HIERARCHICAL
KEY ASSIGNMENT SCHEME

Our time-dependent hierarchical key assignment scheme is
based on hardness of computing the eth roots modulo a com-
posite and the common-modulus property of modular expo-
nentiations. We first present the basic concepts and then
adapt it to the structure of the time-dependent hierarchical
key assignment scheme.

C8
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C6 C7

C1 C2 C3 C4

K8=x

K7=xe1e5e6e8K5=xe3e4e6e7e8

K1=xe2e3e4e5e6e7e8 K2=xe1e3e4e5e6e7e8 K3=xe1e2e4e5e6e7e8 K4=xe1e2e3e5e6e7e8

K6=xe2e4e5e7e8

Figure 1: A hierarchical key assignment.

4.1 Hierarchical key assignment scheme
For a partially ordered hierarchy of m classes Ci, 1 ≤ i ≤ m,
we associate each class Ci a cover set of classes

Ei = { j |Cj ≤ Ci, 1 ≤ j ≤ m}.
The cover set of the base class Ci (with no out-edges) is {i}
and the cover set of a super class Ci can be computed as
{i}∪Ei1 ∪Ei2 ∪· · ·∪Eit recursively, where Ci1 , Ci2 , . . . , Cit

are immediate descendants of Ci. We can see that if Cj ≤
Ci, then Ej ⊆ Ei.

The hierarchical key assignment scheme of Akl and Tay-
lor [1]is as follows.

1. System setup.

(a) Let N and Gpq be the ones defined in Section 3.

(b) Let e1, e2, . . . , em be the first m primes and θ =
e1e2 · · · em.2

(c) Choose a generator x ∈R Gpq.

2. Public parameters. (N, e1, e2, . . . , em). These pa-
rameters are publicly known. We let the method of
computing ei’s be known so that the entire ei’s need
not be stored.

3. Class key. The class key of Ci with cover set Ei =
{i1, i2, . . . , it} is

Ki = xθ/(ei1ei2 ···eit
) mod N.

4. Key derivation. Given the class key Ki and the
public parameters, we can compute the class key Kj

of Cj for any Cj ≤ Ci as follows. Let Ei − Ej = {d1,
d2, . . ., ds} and, then,

Kj = K
ed1ed2 ···eds
i mod N.

Let us see an example in Figure 1 for this construction.
The partially ordered hierarchy has 8 classes. Classes C1,

2ei’s are not necessarily prime. We only require them to be
pariwisely relatively prime.



C2, . . ., C4 are base classes and the others are super classes.
The cover sets are E1 = {1}, E2={2}, E3 = {3}, E4 = {4},
E5={1, 2, 5}, E6 = {1, 3, 6}, E7 = {2, 3, 4, 7}, and E8 = {1,
2, 3, 4, 5, 6, 7, 8}. The class keys are

K1 = xe2e3e4e5e6e7e8 mod N, K2 = xe1e3e4e5e6e7e8 mod N,

K3 = xe1e2e4e5e6e7e8 mod N, K4 = xe1e2e3e5e6e7e8 mod N,

K5 = xe3e4e6e7e8 mod N, K6 = xe2e4e5e7e8 mod N,

K7 = xe1e5e6e8 mod N, K8 = x.

We see how to use K7 to derive K3. Since E7−E3 = {2, 4, 7},
we have

K3 = Ke2e4e7
7 mod N = xe1e2e4e5e6e7e8 mod N.

Security. Given any set S of class keys, one cannot compute
the unauthorized class keys unless one can compute the eth
root modular a composite.

Theorem 4.1. [1] Given a set of class keys Ki1 , Ki2 , . . .,
Kit , one cannot compute the class key Kj of class Cj that is
not a descendent of any Cil , 1 ≤ l ≤ t, unless one can solve
the problem of computing the eth root modulo a composite
for some e ≥ 2.

4.2 New time-dependent hierarchical key as-
signment scheme

Let Ci, 1 ≤ i ≤ m, be the classes that are partially ordered.
Let time be divided into time periods 1, 2, . . . , z, where z
is the maximum time period. This maximum time period
should not be considered as limitation of the system. For
example, if each time period represents a week, z = 5200
denotes roughly 100 years. For a time-dependent hierarchi-
cal key assignment scheme, class Cj at time period t has
time-dependent class key Kj,t. We require that, given the
key trapdoor K[i,t1,t2], one can compute Kj,t if and only if
Cj ≤ Ci and t1 ≤ t ≤ t2. Furthermore, the size of K[i,t1,t2]

should be independent of the number of classes in the hier-
archy and the length of time periods.

Our construction revolutionizes the idea of Akl and Taylor’s
construction. We put all original classes of the hierarchy as
base classes C′i and add super classes C′[i], 1 ≤ i ≤ m. Each

C′[i] covers the base class set

{C′j |Cj ≤ Ci, 1 ≤ j ≤ m}.
Then, we assign class keys Kj to C′j , 1 ≤ j ≤ m, and trap-
doors K[i] to C′[i] such that we can use trapdoor K[i] to
compute all class keys Kj if and only if Cj ≤ Ci. Now, the
security requirement of our scheme is different from that of
Akl and Taylor’s. We only require that given any set of
key trapdoors K[i1,r1,s1], K[i2,r2,s2], . . ., K[il,rl,sl], one can-
not compute the class key Kj,t with Cj 6≤ Cik , t < rk or
t > sk for all k, 1 ≤ k ≤ l.

Based on the above idea, our time-dependent hierarchical
key assignment scheme has mz base classes C′j,t, 1 ≤ j ≤
m, 1 ≤ t ≤ z, and mz(z + 1)/2 super classes C′[i,t1,t2], 1 ≤
i ≤ z, 1 ≤ t1 ≤ t2 ≤ z. The base class C′j,t denote the class
Cj at time period t. Though we have total mz(z+1)/2+mz
classes, we use only mz exponents (e’s) for the scheme. The

key trapdoor K[i,t1,t2] corresponds to the time-dependent
class key of the super class C′[i,t1,t2] that covers the base

classes C′j,t, for any Cj ≤ Ci and t1 ≤ t ≤ t2. We associate
each super class C′[i,t1,t2] a cover set of base classes

E′
[i,t1,t2] = { (j, t) |C′j,t, Cj ≤ Ci, t1 ≤ t ≤ t2}.

The formal description is as follows.

1. System setup.

(a) Let N and Gpq be the ones defined in Section 3.

(b) Let ej,t, 1 ≤ j ≤ m, 1 ≤ t ≤ z, be the first mz
primes and

θ =
Y

1≤j≤m,1≤t≤z

ej,t.

(c) Choose a generator x ∈R Gpq.

2. Public parameters. (N, e1,1, . . . , em,z), Again, ei,t’s
need not be stored.

3. Time-dependent class key. The time-dependent
class key Kj,t of the base class C′j,t is

Kj,t = xθ/ej,t mod N.

4. Time-dependent key trapdoor. The key trapdoor
K[i,t1,t2] of the super class C′[i,t1,t2], 1 ≤ i ≤ m, 1 ≤
t1 ≤ t2 ≤ z, is

K[i,t1,t2] = xθ/(ej1,r1ej2,r2 ···ejl,rl
) mod N,

where E′
[i,t1,t2] = {(j1, r1), (j2, r2), . . . , (jl, rl)}.

5. Time-dependent key derivation. Given K[i,t1,t2]

of the super class C′[i,t1,t2] and the public parameters,

we can compute Kj,t of the base class C′j,t if Cj ≤ Ci

and t1 ≤ t ≤ t2 as

Kj,t = (K[i,t1,t2])
ej1,d1ej2,d2 ···ejs,ds mod N,

where E′
[i,t1,t2]−E′

[j,t,t]={(j1, d1), (j2, d2), . . ., (js, ds)}.

Security analysis. The security of this scheme is equiva-
lent to computing the eth roots modulo a composite.

Theorem 4.2. Given any set of key trapdoors K[i1,r1,s1],
K[i2,r2,s2], . . ., K[il,rl,sl], one cannot compute the class key
Kj,t with Cj 6≤ Cik , t < rk or t > sk for all k, 1 ≤ k ≤ l,
unless one can solve the problem of computing the eth roots
modulo a composite for some e ≥ 2.

Proof. Let

E′ = E′
[i1,r1,s1] ∪ E′

[i2,r2,s2] ∪ · · · ∪ E′
[il,rl,sl]

.

Since Cj,t cannot be computed from any C[ik,rk,sk], 1 ≤
k ≤ l, we have (j, t) /∈ E′. The key trapdoor K[ik,rk,sk]

has the form xvkej,t mod N for some vk. By the common
modulus property, one can compute xej,t·gcd (v1,...,vl) mod
N . However, the class key Kj,t has the form xb mod N for
some b with gcd(b, ej,t) = 1. To compute Kj,t from the
given key trapdoors, one has to remove the power of ej,t



from K[i1,r1,s1], K[i1,r2,s2], . . ., K[il,rl,sl]. This is equivalent
to computing the eth roots modulus a composite as follows.

Let (y, e, N) be given. Set ej,t = e and x = y1/ej,t mod N .
It does not matter that we don’t know x. We selects ei,t′ ,
1 ≤ i ≤ m, 1 ≤ t′ 6= t ≤ z such that they are relatively
prime. Then,

Kj,t = xΠ1≤i≤m,1≤t′ 6=t≤z ei,t′ mod N

and

K[ik,rk,sk] = yvk mod N, 1 ≤ k ≤ l.

Assume that one can compute Kj,t from K[ik,rk,sk], 1 ≤ k ≤
l. We can compute x by the common modulus property of
y = xej,t mod N and Kj,t since

gcd(ej,t, Π1≤i≤m,1≤t′ 6=t≤z ei,t′) = 1.

This is a contradiction. Thus, our time-dependent hierar-
chical key assignment scheme is secure against any collusion
attack from multiple adversaries.

5. ANONYMOUS AUTHENTICATION
SCHEME

Our anonymous authentication scheme is based on certifi-
cates and witness-indistinguishable proof systems. The idea
is to let each user possess a certificate (secret). When the
user requests services, he engages a witness-indistinguishable
proof system with the system server W using his certificate.
If the user does not own a valid certificate, he cannot pass
the test from W . Since the certificate that the user uses
for authentication cannot be distinguished by W , the user’s
identity is anonymous. Therefore, W can authenticate the
user without knowing its identity. We first describe system
setup, system parameters and the user registration proce-
dure.

1. System setup.

(a) W chooses a large prime p = 2p′+1 and a gener-
ator g for Z∗p , where p′ is also prime. Typically,
p is 1024-bit long.

(b) W maintains an authentication list L, which con-
sists of the public authentication keys of its mem-
bers. L is empty initially.

2. System parameters. (g, p, L).

3. User registration. When U registers to W for the
first time, W gives an identity α to U . U selects a
value s ∈R Zp−1 with gcd(s, p − 1) = 1 and gives
(α, gs mod p) to W . W adds U ’s authentication key

(α, v) = (α, gs mod p)

to L. U keeps its certificate (α, v, s).

4. User revocation. W simply removes U ’s authenti-
cation key (α, v) from L.

Assume that L = {(α1, v1), (α2, v2), . . . , (αm, vm)} and U ’s
certificate is (αj , vj , sj) for some 1 ≤ j ≤ m. Our anony-
mous authentication scheme is as follows.

1. U selects w1, w2, . . ., wm, c1, c2, . . ., cj−1, cj+1, . . .,
cm ∈R Zp−1 and computes ai = gwivci

i mod p for
1 ≤ i 6= j ≤ m and aj = gwj mod p. Then, U sends
(a1, a2, . . . , am) to W .

2. W selects c ∈R Zp−1 and sends it to U .

3. U computes

cj = c−(c1+c2+· · ·+cj−1+cj+1+· · ·+cm) mod p− 1

and sets ri = wi for 1 ≤ i 6= j ≤ m and rj = wj −
cjsj mod p− 1. Then, U sends (ci, ri), 1 ≤ i ≤ m, to
W .

4. W verifies whether ai = grivci
i mod p for all 1 ≤ i ≤

m. If it is so, W accepts U as a legal member; other-
wise, W rejects U as a legal member.

In the scheme, U commits his certificate (αj , vj , sj) on aj =
gwj mod p, which he can answer any challenge cj from W
correctly with his certificate. The other ai = gwivci

i mod
p, i 6= j, are simulated by selecting the challenge ci first.
For W ’s challenge c, U has to fix the challenges ci, i 6= j
first. Otherwise, he cannot give a correct response ri. Then,
cj = (c −Pi6=j ci) mod p− 1 is fixed. With his certificate,
U gives a correct response rj = wj − cjsj mod p− 1.

Correctness. If U has (αj , vj , sj) with vj = gsj mod p, he
can compute rj = wj − cjsj mod p− 1 such that

grj v
cj

j mod p = gwj−cjsj gsjcj mod p = gwj mod p = aj .

For other i 6= j, we have grivci
i mod p = gwivci

i mod p = ai.

5.1 Security analysis
For the above scheme, we show two things. The first is that
a non-member cannot pass the anonymous authentication
scheme except with a negligible probability.3 And, the sec-
ond is that the system W cannot know the identity of U
even with an unlimited computing power.

Theorem 5.1 (Unforgability). A non-member can-
not pass authentication by the anonymous authentication
scheme with a non-negligible probability unless he can solve
the discrete logarithm modulo a prime with an overwhelming
probability.

Proof. If a non-member A can pass the authentication
scheme with a non-negligible probability ε, by the triangular
inequality there is j, 1 ≤ j ≤ n, such that A can imperson-
ate as Uj with probability ε/n, which is non-negligible also.
For a fixed selection j, the scheme is a zero-knowledge proof
of knowledge of the discrete logarithm logg vj . Since the
success probability of impersonation is non-negligible ε/n,
by the standard argument in the cryptographic field one
can compute sj = logg vj with an overwhelming probability
using A as a subroutine. Thus, one can solve the discrete
logarithm modulo a prime with an overwhelming probabil-
ity.

3A probability is negligible if it is bounded by a negligi-
ble function ε(k), which is smaller than any 1/Q(k) asymp-
totically, where Q(k) is a polynomial and k is the security
parameter.



Theorem 5.2 (Anonymity). The system server W can
not know U ’s identity even if its computing power is unlim-
ited.

Proof. Assume that Uj has the certificate (αj , vj , sj)
and Uj′ has the certificate (αj′ , vj′ , sj′). We show that the
distribution of the exchanged messages between Uj and W
is the same as that between Uj′ and W , j′ 6= j.

For the distribution of the exchanged message between Uj

and W , since wi, 1 ≤ i ≤ n, are randomly chosen over
Zp−1, ai’s are totally independent and each is uniformly
distributed over Z∗p . The values ci’s are of (n − 1)-degree
freedom under the constraint c = c1+c2+· · ·+cn mod p− 1,
where c is selected randomly by W . The value ri is totally
dependent on ai and ci, 1 ≤ i ≤ n. This argument is the
same for the distribution of the exchanged messages between
Uj′ and W . Since the two distributions are the same, W
cannot distinguish whom interacts with it. Therefore, user’s
identity is unknown to W even if W ’s computing power is
unlimited.

6. DATA ACCESS SYSTEM
Figure 2 shows a conventional model for data retrieval from
a web site with authentication, authorization and commu-
nication security. U first sends his identity α to W . W
gets the authentication data of α and authenticates α by an
authentication protocol. If U passes the authentication, W
and U execute a key-exchange protocol to establish a com-
munication session key k. U then sends his data retrieval
command ω to W . W checks whether ω is authorized. If it
is so, W retrieves data D from its database system, encrypts
D with k as C = E(k, D), and sends the encrypted data C
to U , where E is a symmetric encryption method, such as
DES. Finally, U uses k to decrypt C to get D. Since W
knows α, U is not anonymous to W .

For secure communication, W has to encrypt data D on-line.
If there are requests for retrieving data in a short period of
time, the on-line computation load of W would be heavy so
that the system performance is lowered.

Figure 3 shows our proposed model for data retrieval from
a web site. The data in the database of the web site is
encrypted with the class keys of the time-dependent hier-
archical key assignment scheme. The system authenticates
a user’s identity anonymously by an anonymous authenti-
cation scheme. The authorization is controlled by the key
trapdoor that a user possesses. In this model, on-line en-
cryption of communication is not necessary.

6.1 The system
W sets a partially ordered hierarchy with classes Ci, 1 ≤ i ≤
m, and assigns time-dependent class keys Ci,t, as described
in Section 4.2. W also chooses an anonymous authentica-
tion scheme, as described in Section 5. W can perform the
following operations.

1. Storing new data. When W decides to assign the
new data D to class Ci at time t, it uses the time-
dependent class key Ki,t to encrypt D as E(Ki,t, D)
and put it into the database of the web site.

2. User registration. When a new user U registers to
the system, W verifies its identity and then issues a
certificate (α, v, s) to U . W adds U ’s authentication
key (α, v) into the authentication list L. Then, W
decides which class U should be in, say Ci, and what
data are authorized to U , say between time periods t1
and t2. W issues the key trapdoor K[i,t1,t2] to U .

3. Membership revocation. When W need revoke U ’s
membership, it simply removes U ’s authentication key
from its authentication list L. Thus, U can no longer
pass anonymous authentication with W .

4. Anonymous authentication. When U need retrieve
data from the system, W performs anonymous authen-
tication with U . If U passes the anonymous authenti-
cation, W starts to process the command.

5. Command processing. After passing anonymous
authentication, U sends a data retrieval command ω
to W . W simply sends the command to the database
system for processing. Suppose that the database sys-
tem returns data Dj,t = E(Kj,t, D). W sends Dj,t to
U . If U has the appropriate key trapdoor K[i,t1,t2],
he can decrypt Dj,t to obtain D. Otherwise, U is not
authorized to obtain D.

6.2 The user
After registering to W , U has two private parameters. One is
the certificate (α, v, s) for anonymous authentication and the
other is the key trapdoor K[i,t1,t2] for decrypting authorized
data. A user U can perform the following operations.

1. Anonymous authentication. When U need retrieve
data from the system, he uses his certificate (α, v, s)
to execute the anonymous authentication scheme with
W . If U passes the authentication, he sends his request
command to W .

2. Data decryption. Assume that Dj,t is returned by
W . If the requested data is authorized, that is, Cj ≤
Ci and t1 ≤ t ≤ t2, U uses his key trapdoor K[i,t1,t2] to
derive the time-dependent class key Kj,t. U decrypts
Dj,t with key Kj,t to obtain D.

6.3 A subscription system
W can establish a flexible subscription system by the time-
dependent hierarchical key assignment scheme. W classifies
data into classes by various criteria, such as, categories, sen-
sitivity, etc. We assume that the higher the class is, the more
valuable the data in the class is. Each data is also tagged
with time t. For example, a news is tagged with the time
period it was reported. Then, the data D classified into class
Ci of time period t is encrypted with key Ki,t and stored
into the database.

W places a price tag for class Ci and time periods [t1, t2]. If
a user U pays for the data in class Ci between time periods
t1 and t2, W gives him the key trapdoor K[i,t1,t2] so that he
can decrypt the authorized data.

The above subscription system has some distinct features.
Firstly, W can put its database on mirror sites for better
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services, such as faster access. Since mirror sites are less
trusted, W does not want to put valuable information on
them. By our system, W need not give user information to
the mirror sites. The mirror sites cannot obtain the infor-
mation in the database since the data are encrypted. Sec-
ondly, U need not rush to get all purchased information out
of W . For conventional subscription systems, a user who
pays for the data is allowed to access the database for a
period of time. After the expiration date, the user can no
longer access the database. Therefore, the user may want
to get all data out of the database before his membership
expires, no matter whether the data is useful to him or not.
This sometimes causes severe traffic and system load. By
our subscription system, the user can access the database as
long as W does not revoke his membership. On the other
hand, he can get only the data that he paid for.

6.4 Efficiency analysis
There are two efficiency problems in anonymous authenti-
cation. The first is that on-line computation for modular
exponentiation is indeed necessary. Nevertheless, authen-
tication is executed once for each visit, the computation
load should not be a big problem for modern computers.
The second one is that if the system has a large number
of members, anonymous authentication is not efficient. For
this case, we can sacrifice a little anonymity for efficiency
by grouping members. Each group consists of a reasonable
number of members. Each member belongs to a group. The
system has group authentication lists L1, L2, . . . , Lr. When
a member visits the system, he first provides its group name
to W . W then uses the group authentication list to authen-
ticate the user anonymously. Although the system knows
which group the user is in, it cannot know who the user is.

6.5 Discussion
A system may discard anonymous authentication and leaves
access control to time-dependent class keys entirely. This
shall save computation cost of anonymous authentication.
We have discussed that the system’s database may be put
into mirror sites for faster access. Since mirror sites are
less trusted, user authentication may not achieve its goal.
Without authenticating users, the mirror sites can provide
faster access and entail no serious security problems.

Most web site systems use only one-level hierarchy for data.
In those systems, the access control depends solely on time
periods. This reduces cost for computing class keys.

It is possible that two users team up to cheat as follows. An
authorized user downloads data for another one who is not
authorized to get. This is the problem for all systems that
provide content information. It should be resolved by the
legal system.

7. CONCLUSIONS
We have proposed a secure system for data access. The sys-
tem provides an authentication mechanism so that the user’s
identity is anonymous. The system uses the time-dependent
hierarchial key assignment scheme to control authorization.
The system provides an integrated view for authentication,
authorization and communication security. It would be in-
teresting to have an implementation to check its feasibility
and practicability.
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Abstract. We introduce a new notion of conditional oblivious cast
(COC), which involves three parties: a sender S and two receivers A
and B. Receivers A and B own their secrets x and y, respectively, and
the sender S holds the message m. In a COC scheme for the predicate
Q (Q-COC), A and B send x and y in a masked form to S, and then S
sends m to A and B such that they get m if and only if Q(x, y) = 1. Be-
sides, the secrets x and y can not be revealed to another receiver nor the
sender. We also extend COC to 1-out-of-2 COC (COC1

2) in which S holds
two messages m0 and m1, and A and B get m1 if Q(x, y) = 1 and m0

otherwise. We give the definitions for COC and COC1
2, and propose sev-

eral COC and COC1
2 schemes for “equality”, “inequality”, and “greater

than” predicates. These are fundamental schemes that are useful in con-
structing more complex secure interactive protocols. Our schemes are
efficiently constructed via homomorphic encryption schemes and proved
secure under the security of these encryption schemes.

Keywords: oblivious cast, conditional oblivious transfer, secure
computation.

1 Introduction

Oblivious transfer (OT) is an important cryptographic primitive proposed by
Rabin [18]. It involves two parties: the sender S and the receiver R, where S
sends a bit of which R gets it with probability 1

2 . After Rabin’s work, OT was
developed in several types, such as 1-out-of-2 OT [11], 1-out-of-n OT [5, 16, 21],
k-out-of-n OT [8, 14, 15], conditional OT (COT) [3, 10], etc. In Q-COT, S owns
a secret x and a message m, and R owns a secret y such that R gets m from S
if and only if the condition Q(x, y) is evaluated as true.

Oblivious cast (OC) [12] is a generalization of OT to the three-party case:
one sender S and two receivers A and B. The bit is received by exactly one of A
and B, each with probability 1

2 . We generalize OC and introduce a new notion
of conditional oblivious cast (COC), where A and B own their secrets x and
y, respectively, and the sender S holds the message m. In a COC scheme for
the predicate Q (Q-COC), A and B send x and y in a masked form to S, and
� Research supported in part by National Science Council grants NSC-94-2213-E-009-
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then S sends m to A and B such that they get m if and only if Q(x, y) = 1.
Furthermore, the secrets x and y can not be revealed to another receiver nor the
sender. We also extend COC to 1-out-of-2 COC (COC1

2) in which S holds two
messages m0 and m1, and A and B get m1 if Q(x, y) = 1 and m0 otherwise.

There are two cases for the message receiving: A and B both get m, or only
one of them gets m. The schemes we propose in this paper are all designed for
the first case. However, in some applications only one receiver, determined by
the condition, is allowed to get the message, and S can not know who gets the
message. We have a general transformation of our COC1

2 schemes to suit this
kind of model (Section 4.3).

In this paper, we give the definitions for COC and COC1
2, and propose sev-

eral COC and COC1
2 schemes for “equality”, “inequality”, and “greater than”

predicates. These are fundamental schemes that are useful in constructing more
complex secure interactive protocols. Our schemes are efficiently constructed via
homomorphic encryption schemes and proved secure.

COC not only covers all functionalities of COT, but also broadens the range
of its applications. We provide three examples:

– Priced oblivious transfer: Aiello et al. [1] introduced the notion of “priced
oblivious transfer”, which protects the privacy of a customer’s purchase from
a vendor. In their setting, the buyer needs to deposit an amount in each ven-
dor. This is not very practical if a buyer wants to purchase various goods
from many vendors. By using our COC schemes, we can construct a gener-
alized priced OT such that the buyer can deposit the money in one bank
only. When the buyer wants to buy an item from a vendor, he sends the
corresponding price and the bank sends the buyer’s current balance in the
encryption form to the vendor. The vendor then sends the item such that
the buyer can get it if the price does not exceed his balance.

– Oblivious two-bidder system: A party S has a secret for selling, and A and
B are two bidders. The winner can obtain the secret from S directly. At the
end, S has no idea who the winner is. This system can be constructed from
COC for the “greater than” predicate (in the second message-receiving case)
immediately.

– Oblivious authenticated information retrieval: A can get some information
from S if he passes the authentication procedure provided by B. For instance,
consider a mobile news subscription service provided by an independent
agent. We assume that a mobile phone has no extra memory to store the
subscription information but only an IMSI (International Mobile Subscriber
Identity) in the SIM card. Users can pay the subscription fee to their mobile
phone company, and the company provides an encrypted subscription list of
IMSIs to the news provider. When a user wants to read news on the bus,
his mobile phone sends the encrypted IMSI to the news provider. The news
provider then sends news to the user if the IMSI is in the subscription list.
In this case, the user’s identity (IMSI) is anonymous to the news provider.
The scheme can be constructed by COC for the “membership” predicate
discussed in Section 5.2.
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Related works. COT was first proposed by Di Crescenzo et al. [10]. In their
definition of COT, the focus is to provide “all-or-nothing” transfer of the message
from S to R by the condition. Blake et al. [3] strengthened COT to strong
COT (SCOT), which provides “1-out-of-2” message transfer from S to R by the
condition and adds more security requirements for S.

The notion of our COC is to separate the role of the secret holder from S.
The main difference in design techniques is that, in COT and SCOT, the secure
computation is done by S with a masked input and a plain input, whereas
the secure computation in our COC and COC1

2 is done by S with two masked
inputs. A COC scheme that meets the requirements of our definitions can be
easily transferred to a COT or SCOT scheme.

2 Definitions and Preliminaries

In this section we give formal definitions for COC and COC1
2 and introduce

useful tools and notations.

2.1 Conditional Oblivious Cast

Informally speaking, a COC scheme for predicate Q (Q-COC) has the following
three properties:

– Correctness: both of A and B get m from S if Q(x, y) = 1.
– Sender’s security: A and B cannot get any information about m if Q(x, y) = 0.
– Receiver’s security: after running the protocol, x is kept secret from B and

S, and y is kept secret from A and S.

The definition for Q-COC is as follows:

Definition 1 (Q-COC). Let k be the security parameter, and A, B and S be all
polynomial-time probabilistic Turing machines (PPTMs). Let 〈A, B, S〉(·) denote
the communication transcript. We say that a three-party interactive system Π =
(A, B, S) is a secure Q-COC scheme if it satisfies the following requirements for
some constant c:

1. Correctness: For any x, y, m ∈ {0, 1}kc

with Q(x, y) = 1,
Pr[μ← {0, 1}kc

; tr← 〈A(x), B(y), S(m)〉(μ) :
“A(x, μ, tr) = m” ∧ “B(y, μ, tr) = m”] = 1.

2. Sender’s security: For any PPTM A′, B′ and any x, y, m, m′ ∈ {0, 1}kc

with
Q(x, y) = 0, A′ and B′ cannot distinguish the following probability ensembles
with non-negligible advantage, respectively:

– V Π
A′B′ = (x, μ← {0, 1}kc

, tr ← 〈A′(x), B′(y), S(m)〉(μ)),
– RΠ

A′B′ = (x, μ← {0, 1}kc

, tr← 〈A′(x), B′(y), S(m′)〉(μ)),
and

– V Π
B′A′ = (y, μ← {0, 1}kc

, tr ← 〈A′(x), B′(y), S(m)〉(μ)),
– RΠ

B′A′ = (y, μ← {0, 1}kc

, tr← 〈A′(x), B′(y), S(m′)〉(μ)).



446 C.-K. Chu and W.-G. Tzeng

3. Receiver’s security:
(a) For any PPTM A′, B′, S′ and any x, x′, y, y′, m ∈ {0, 1}kc

with Q(x, y) =
Q(x, y′) = Q(x′, y), S′ cannot distinguish the following probability en-
sembles with non-negligible advantage:
– V Π

S′A′ = (m, μ← {0, 1}kc

, tr ← 〈A′(x), B(y), S′(m)〉(μ)),
– SΠ

S′A′ = (m, μ← {0, 1}kc

, tr ← 〈A′(x), B(y′), S′(m)〉(μ)),
and
– V Π

S′B′ = (m, μ← {0, 1}kc

, tr← 〈A(x), B′(y), S′(m)〉(μ)),
– SΠ

S′B′ = (m, μ← {0, 1}kc

, tr ← 〈A(x′), B′(y), S′(m)〉(μ)).
(b) For any PPTM A′, B′, S′ and any x, x′, y, y′, m ∈ {0, 1}kc

with Q(x, y) =
Q(x, y′) = Q(x′, y), A′ and B′ cannot distinguish the following probabil-
ity ensembles with non-negligible advantage, respectively:
– V Π

A′S′ = (x, μ← {0, 1}kc

, tr ← 〈A′(x), B(y), S′(m)〉(μ)),
– SΠ

A′S′ = (x, μ← {0, 1}kc

, tr← 〈A′(x), B(y′), S′(m)〉(μ)),
and
– V Π

B′S′ = (y, μ← {0, 1}kc

, tr ← 〈A(x), B′(y), S′(m)〉(μ)),
– SΠ

B′S′ = (y, μ← {0, 1}kc

, tr ← 〈A(x′), B′(y), S′(m)〉(μ)).

2.2 1-Out-of-2 Conditional Oblivious Cast

In COC1
2, the message sender S holds two messages m0 and m1. A Q-COC1

2

scheme must satisfy the following three properties:

– Correctness: both of A and B get m1 from S if Q(x, y) = 1, and m0 if
Q(x, y) = 0.

– Sender’s security: A and B get exactly one message from S.
– Receiver’s security: after running the protocol, x is kept secret from B and

S, and y is kept secret from A and S.

The definition for Q-COC1
2 is as follows.

Definition 2 (Q-COC1
2). Let k be the security parameter, and A, B and S be

all PPTMs. Let 〈A, B, S〉(·) denote the communication transcript. We say that
a three-party interactive system Π = (A, B, S) is a secure Q-COC1

2 scheme if it
satisfies the following requirements for some constant c:

1. Correctness:
(a) For any x, y, m0, m1 ∈ {0, 1}kc

with Q(x, y) = 0,
Pr[μ← {0, 1}kc

; tr ← 〈A(x), B(y), S(m0, m1)〉(μ) :
“A(x, μ, tr) = m0” ∧ “B(y, μ, tr) = m0”] = 1.

(b) For any x, y, m0, m1 ∈ {0, 1}kc

with Q(x, y) = 1,
Pr[μ← {0, 1}kc

; tr ← 〈A(x), B(y), S(m0, m1)〉(μ) :
“A(x, μ, tr) = m1” ∧ “B(y, μ, tr) = m1”] = 1.

2. Sender’s security: For any PPTM A′, B′ and any x, y, m0, m1, m
′
1 ∈ {0, 1}kc

with Q(x, y) = 0, A′ and B′ cannot distinguish the following probability en-
sembles with non-negligible advantage, respectively:

– V Π
A′B′ = (x, μ← {0, 1}kc

, tr ← 〈A′(x), B′(y), S(m0, m1)〉(μ)),
– RΠ

A′B′ = (x, μ← {0, 1}kc

, tr← 〈A′(x), B′(y), S(m0, m
′
1)〉(μ)),
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and
– V Π

B′A′ = (y, μ← {0, 1}kc

, tr ← 〈A′(x), B′(y), S(m0, m1)〉(μ)),
– RΠ

B′A′ = (y, μ← {0, 1}kc

, tr← 〈A′(x), B′(y), S(m0, m
′
1)〉(μ)).

The similar requirements is met Q(x, y) = 1.
3. Receiver’s security:

(a) For any PPTM A′, B′, S′ and any x, x′, y, y′, m0, m1 ∈ {0, 1}kc

with
Q(x, y) = Q(x, y′) = Q(x′, y), S′ cannot distinguish the following proba-
bility ensembles with non-negligible advantage:
– V Π

S′A′ = (m0, m1, μ← {0, 1}kc

, tr← 〈A′(x), B(y), S′(m0, m1)〉(μ)),
– SΠ

S′A′ = (m0, m1, μ← {0, 1}kc

, tr ← 〈A′(x), B(y′), S′(m0, m1)〉(μ)),
and
– V Π

S′B′ = (m0, m1, μ← {0, 1}kc

, tr ← 〈A(x), B′(y), S′(m0, m1)〉(μ)),
– SΠ

S′B′ = (m0, m1, μ← {0, 1}kc

, tr ← 〈A(x′), B′(y), S′(m0, m1)〉(μ)).
(b) For any PPTM A′, B′, S′ and any x, x′, y, y′, m0, m1 ∈ {0, 1}kc

with
Q(x, y) = Q(x, y′) = Q(x′, y), A′ and B′ cannot distinguish the following
probability ensembles with non-negligible advantage, respectively:
– V Π

A′S′ = (x, μ← {0, 1}kc

, tr ← 〈A′(x), B(y), S′(m0, m1)〉(μ)),
– SΠ

A′S′ = (x, μ← {0, 1}kc

, tr← 〈A′(x), B(y′), S′(m0, m1)〉(μ)),
and
– V Π

B′S′ = (y, μ← {0, 1}kc

, tr ← 〈A(x), B′(y), S′(m0, m1)〉(μ)),
– SΠ

B′S′ = (y, μ← {0, 1}kc

, tr ← 〈A(x′), B′(y), S′(m0, m1)〉(μ)).

Remark. For clarity and simplicity, we will first assume that all parties in our
COC and COC1

2 schemes are semi-honest (honest-but-curious), that is, they
follow the procedure step by step, but try to get extra information about the
secrets or messages by extra computation. We also assume that A, B and S
operates independently. No two parties will collude against the third one. Then
we provide some techniques to transform the schemes into ones that are secure
against malicious parties and their collusion in Section 5.1.

2.3 Homomorphic Encryption Schemes

Multiplicatively homomorphic encryption scheme. An encryption scheme (G, E,
D) is multiplicatively homomorphic if for any m0 and m1, D(E(m0)⊗E(m1)) =
D(E(m0 ·m1)), where ⊗ is an operation defined on the image of E.

The ElGamal encryption scheme as follows is multiplicatively homomorphic.
– G(1k) = (p, q, g, α, β), where p is a k-bit prime, and q = p−1

2 is also a
prime, Gq is the subgroup of Z∗

p with order q, g is a generator of Gq, and
β = gα mod p for α ∈ Gq. Let PK = (p, q, g, β), SK = (p, q, g, α). All
relevant computations are under group Gq.

– E(m) = (gr, mβr), where m ∈ Gq, r ∈R Zq.
– D(c) = c2/cα

1 , where c = (c1, c2).

For E(m0) = (gr0 , m0β
r0) and E(m1) = (gr1 , m1β

r1), the operation E(m0) ×
E(m1) = (gr0 · gr1 , m0β

r0 ·m1β
r1) is multiplicatively homomorphic since

D(E(m0)× E(m1)) = D(gr0 · gr1 , m0β
r0 ·m1β

r1)
= D(gr0+r1 , m0m1β

r0+r1)
= D(E(m0 ·m1)).

We can compute E(mc) from E(m) via repeated multiplication for a constant c.



448 C.-K. Chu and W.-G. Tzeng

Additively homomorphic encryption scheme. An encryption scheme (G, E, D)
is additively homomorphic if for any m0 and m1, D(E(m0) ⊕ E(m1)) = D(E
(m0 + m1)), where ⊕ is an operation defined on the image of E.

The Paillier encryption scheme [17] as follows is additively homomorphic.

– G(1k) = (p, q, N, α, g), where N = pq is a k-bit number, p and q are two
large primes, g is an integer of order αN mod N2 for some integer α. Let
PK = (g, N), SK = λ(N) = lcm(p− 1, q − 1).

– E(m) = gmrN mod N2, where m ∈ ZN , r ∈R ZN .
– D(c) = L(cλ(N) mod N2,N)

L(gλ(N) mod N2,N)
mod N , where L(u, N) = u−1

N .

For E(m0) = gm0rN
0 mod N2, E(m1) = gm1rN

1 mod N2, the operation E(m0) ·
E(m1) = (gm0rN

0 ) · (gm1rN
1 ) is additively homomorphic since

D(E(m0) · E(m1)) = D((gm0rN
0 ) · (gm1rN

1 ))
= D((gm0+m1(r0r1)N ))
= D(E(m0 + m1)).

We can compute E(cm) from E(m) via repeated addition for a constant c.
Note that ElGamal and Paillier encryption schemes are proved semantically

secure if and only if the Decisional Diffie-Hellman and the Computational Com-
posite Residuosity assumptions hold, respectively [20, 17].

2.4 0-Encoding and 1-Encoding

In our COC scheme for “greater than” predicate, we use two types of encoding
to reduce the “greater than” problem to the set intersection problem [13]. Let
s = snsn−1 . . . s1 ∈ {0, 1}n be a binary string of length n. The 0-encoding of s is

Ŝ0
s = {snsn−1 . . . si+11|si = 0, 1 ≤ i ≤ n}.

and 1-coding of s is

Ŝ1
s = {snsn−1 . . . si|si = 1, 1 ≤ i ≤ n}.

For two binary strings x, y of the same length, we have that x > y if and only if
there is exact one common element in Ŝ1

x and Ŝ0
y .

If we compare strings in Ŝ1
x and Ŝ0

y one against one, it would be quite inefficient
since we need O(n2) comparisons. Because each element in Ŝ0

s (or Ŝ1
s ) has a

different length, we compare the elements of the same length in the two sets
only. We define the ordered sets for b ∈ {0, 1}, 1 ≤ i ≤ n:

Sb
s[i] =

{
zi if ∃zi ∈ Ŝb

s and |zi| = i;
rb
i otherwise,

where Sb
s[i] denotes the i-th element in Sb

s , and rb
i is an arbitrary binary string

with length i+1+b. Therefore, because of different lengths, rb
i must not be equal

to the string S1−b
s [i]. Thus we just need to test if S1

x[i] = S0
y [i] for each i ∈

{1, 2, . . . , n}.
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2.5 Setup and Notations

In the setup phase of our schemes for semi-honest adversary, A and B need
to agree on a public/secret key pair (PK, SK) of the homomorphic encryption
scheme privately. There are several ways to accomplish this work. For example, if
A and B have their own public/secret key pairs, one party generates (PK, SK)
first, and securely sends it to the other party. This common key pair allows S to
compute the predicate on their secrets by the homomorphic encryption scheme.
Also, S need choose a key pair (PKS, SKS) (for any semantically secure public
key encryption scheme) such that A and B can send their secrets to S privately
(against the other party).

Let Gq be the group of the multiplicatively homomorphic encryption scheme
and ZN be the group of the additively homomorphic encryption scheme. For
key pair (PK, SK), EPK and DSK represent encryption and decryption for the
underlying encryption scheme.

We use xi to denote the i-th bit of the value x = xnxn−1 · · ·x1. Let X [i] denote
the i-th element of the ordered set X . Let x ∈R X mean that x is chosen from
X uniformly and independently. Let |x| be the length (in bits) of x. To encrypt
a vector v = 〈v1, v2, . . . , vn〉, we write E(v) = 〈E(v1), E(v2), . . . , E(vn)〉.

In some schemes, A and B need to “identify” the correct message from a set
of decrypted ciphertexts. This can be achieved by some padding technique (e.g.
OAEP [2]) such that receivers can check the integrity of a message. If a decryp-
tion contains the valid padding, it is the correct message with overwhelming
probability.

3 Conditional Oblivious Cast

We provide COC schemes for three basic predicates: “equality”, “inequality”,
and “greater than”.

3.1 COC for “Equality” Predicate

To determine if x = y, we compute x/y via the multiplicatively homomorphic
encryption scheme. If x/y = 1, A and B get the message m; otherwise, they get
nothing. The scheme EQ-COC is described in Figure 1.

Theorem 1. The EQ-COC scheme has the correctness property, unconditional
sender’s security, and computational receiver’s security if the underlying homo-
morphic encryption scheme has semantic security.

Proof. For correctness, if x = y, A and B compute m by

DSK(e) = DSK(EPK(m)⊗ (EPK(x) ⊗ EPK(y)−1)r)
= DSK(EPK(m)⊗ (EPK(1)r))
= DSK(EPK(m))
= m.
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– System parameters: (p, q, g).
– Message sender S has a message m and a key pair (PKS, SKS).
– Receiver A has a secret x, and receiver B has a secret y, where x, y ∈ Gq .
– Receiver A and B have a common key pair (PK, SK)

1. A and B send EPKS (EPK(x)) and EPKS (EPK(y)) to S respectively.
2. S decrypts the received messages to get EPK(x) and EPK(y). S computes

e = EPK(m) ⊗ (EPK(x) ⊗ EPK(y)−1)r

and sends it to A and B, where r ∈R Zq .
3. A and B compute m̂ = DSK(e) and identify whether m̂ is valid.

Fig. 1. COC scheme for “Equality” predicate: EQ-COC

For sender’s security, we show that if x �= y, m is unconditionally secure to A
and B. Since e = EPK(m)⊗ (EPK(x)⊗ EPK(y)−1)r) = EPK(m · (x/y)r), r ∈R

Zq, for any possible m′, there is another r′ ∈ Zq such that e = EPK(m′ ·(x/y)r′
).

As long as x �= y, e can be decrypted to any possible message in Gq. This ensures
unconditional security of S’s message m.

For receiver’s security, it is easy to see that S gets no information about x
and y due to semantic security of the encryption scheme. Since A and B are
symmetric, we only prove the security of B against A. We construct a simulator
SA for A’s real view

VA(PK, SK, PKS, x) = (PK, SK, PKS, x, EPKS (EPK(x)), EPKS (EPK(y)), e).

The simulator SA on input (PK, SK, PKS, x, m̂) is as follows, where m̂ (may
be a valid message or a random value) is the output of a real execution:

1. Choose a random value y∗ ∈ Gq.
2. Compute e∗ = EPK(m̂).
3. Output (PK, SK, PKS, x, EPKS (EPK(x)), EPKS (EPK(y∗)), e∗).

By semantic security of the encryption scheme, A cannot distinguish the cipher-
texts EPKS (EPK(y∗)) and EPKS (EPK(y)). Furthermore, since e∗ is identically
distributed as e, the output of SA is indistinguishable from VA. Therefore, A
gets no information about y except those computed from x and m̂. �

In the scheme, we assume x, y ∈ Gq. If the length of x (or y) is longer than |p|,
A and B compare h(x) and h(y), where h is a collision-resistant hash function.
This technique is applied to later schemes whenever necessary.

3.2 COC for “Inequality” Predicate

COC for the “inequality” predicate is more complicated than that for the “equal-
ity” predicate. A and B need to send the ciphertexts of their secrets bit by bit.
We use additively homomorphic encryption schemes in this scheme, which is
depicted in Figure 2.
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– System parameters: n.
– Message sender S has a message m and a key pair (PKS, SKS).
– Receiver A has a secret x, and receiver B has a secret y, where |x| = |y| = n.
– Receiver A and B have a common key pair (PK, SK), where PK = (g, N).

1. A and B send EPKS (EPK(xi)) and EPKS (EPK(yi)) to S respectively, 1 ≤ i ≤ n.
2. For each i ∈ {1, 2, . . . , n}, S decrypts the received messages to get EPK(xi) and

EPK(yi), and computes the following values via homomorphic encryption:
(a) di = xi − yi, d′

i = xi + yi − 1.
(b) ei = 2ei+1 + di, where en+1 = 0.
(c) ci = m + ri(ei − di + d′

i), where ri ∈R ZN

3. S sends EPK(c) in a random order to A and B, where c = 〈c1, c2, . . . , cn〉.
4. A and B decrypt the received messages and identify the correct message if exis-

tent.

Fig. 2. COC scheme for “Inequality” predicate: INE-COC

In the scheme, di = xi − yi and d′i = xi − ȳi are 0, 1 or -1. If xi = yi, di = 0;
otherwise, d′i = 0. Let l be the leftmost different bit between x and y, i.e. the
largest i such that di �= 0. We have ei = 0 if i > l, ei �= 0 if i < l, and ei = di if
i = l.

If x �= y, the message m is embedded into the index i at which xi and yi

are distinct. However, we have to avoid leaking information of the number of
distinct bits. So S masks m with random values on all indices except the index l.
It leaves only one copy of m in ci’s:

– For i = l, since el = dl and d′l = xl − ȳl = 0, (el − dl + d′l) = 0. Therefore,
cl = m.

– For 1 ≤ i < l, ci would be a random value because ei−di+d′i = 2ei+1+d′i �= 0
and ri ∈R ZN .

– For l < i ≤ n, ci is also a random value because ei = di = 0, d′i �= 0 and
ri ∈R ZN .

Theorem 2. The INE-COC scheme has the correctness property, unconditional
sender’s security, and computational receiver’s security if the underlying homo-
morphic encryption scheme has semantic security.

Proof. (sketch) Let l be the index of the first different bit of x and y (from the
most significant bit). We see that dl = el = xl−yl = 1 or −1, and d′l = xj− ȳj =
0. Therefore, cl = m + rl(el − dl + d′l) = m + rl · 0 = m. Thus, A and B get m
from the permutation of the encryptions.

For sender’s security, we see that if x = y, all di’s and ei’s are 0, and all d′i’s are
not 0 (in fact, +1 or−1). Thus, for each index i, ci = m+ri(0±1) = m±ri. Since
for any possible m̃, there exists an r̃i such that ci = m̃+ r̃i, m is unconditionally
secure to A and B.

For receiver’s security, S gets no information about x and y by the semantic
security of the encryption scheme. As in the proof of EQ-COC, for each of A
and B, we can construct a simulator such that the adversary cannot distinguish
the real view and the simulated view. Therefore the receiver’s security holds. �
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– System parameters: (p, q, g).
– Message sender S has a message m and a key pair (PKS, SKS).
– Receiver A has a secret x, and receiver B has a secret y, where x, y ∈ Gq, |x| =

|y| = n.
– Receiver A and B have a common key pair (PK, SK)

1. A encodes x as S1
x, and sends EPKS (EPK(S1

x[i])) to S, 1 ≤ i ≤ n.
2. B encodes y as S0

y , and sends EPKS (EPK(S0
y [i])) to S, 1 ≤ i ≤ n.

3. S decrypts the received messages and computes

ei = EPK(m) ⊗ (EPK(S1
x[i]) ⊗ EPK(S0

y [i])−1)ri ,

where ri ∈R Gq, 1 ≤ i ≤ n. S sends ei’s to A and B in a random order.
4. A and B search m̂i = DSK(ei), 1 ≤ i ≤ n, to identify the correct m if existent.

Fig. 3. COC scheme for “Greater Than” predicate: GT-COC

3.3 COC for “Greater Than” Predicate

For the “greater than” predicate, we use the encoding methods mentioned in
Section 2.4. A encodes x via 1-encoding and B encodes y via 0-encoding. The
problem is then reduced to the “equality” problem immediately. When S receives
encrypted S1

x and S0
y , he checks equality for corresponding strings. The scheme

is presented in Figure 3. The security argument is the same as the proof of the
EQ-COC scheme. This method is more efficient than the GT-COC1

2 scheme (in
the next section, by setting m0 as a random number).

4 1-Out-of-2 Conditional Oblivious Cast

In this section, we present COC1
2 schemes for the “equality” (“inequality”) and

“greater than” predicates.

4.1 COC1
2 for “Equality” Predicate

Our COC1
2 scheme for the equality predicate is naturally extended from the EQ-

COC and INE-COC schemes. Intuitively, if x = y, A and B get m1 by the EQ-
COC scheme and, otherwise, they get m0 by the INE-COC scheme. For better
integration, we modify the EQ-COC scheme to use additively homomorphic
encryption schemes. The scheme is shown in Figure 4. It is almost the same as
the INE-COC scheme except that S sends an extra ciphertext ceq to A and B.

Theorem 3. The EQ-COC1
2 scheme has the correctness property, unconditional

sender’s security, and computational receiver’s security if the underlying homo-
morphic encryption scheme has semantic security.

Proof. (sketch) We see that if x = y, all di’s are equal to 0, and ceq is equal to
m1. The opposite case holds by the same arguments in the proof of Theorem 2.
This ensures the correctness property.
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– System parameters: n.
– Message sender S has messages: (m0, m1) and a key pair (PKS, SKS).
– Receiver A has a secret x, and receiver B has a secret y, where |x| = |y| = n.
– Receiver A and B have a common key pair (PK, SK), where PK = (g, N).

1. A and B send EPKS (EPK(xi)) and EPKS (EPK(yi)) to S respectively, 1 ≤ i ≤ n.
2. For each i ∈ {1, 2, . . . , n}, S decrypts the received messages to get EPK(xi) and

EPK(yi), and computes the following values via homomorphic encryption:
(a) di = xi − yi, d

′
i = xi + yi − 1.

(b) ei = 2ei+1 + di, where en+1 = 0.
(c) ceq = m1 +

�n
i=1 ridi, c′i = m0 + r′i(ei − di + d′

i), where ri, r
′
i ∈R ZN

3. S sends EPK(ceq), EPK(c′) to A and B in a random order, where c′ =
〈c′1, c′2, . . . , c′n〉.

4. A and B decrypt the received messages and identify the correct message

Fig. 4. 1-out-of-2 COC scheme for “Equality” predicate: EQ-COC1
2

For sender’s security, let r =
∑n

i=1 ridi. Since ri ∈R ZN , if x �= y, there is
a di �= 0 such that r is uniformly distributed, and thus m1 is unconditionally
secure to A and B. If x = y, by the proof of Theorem 2, m0 is unconditionally
secure to A and B.

For receiver’s security, S gets no information about x and y by the seman-
tic security of the encryption scheme. For each of A and B, we can construct
a simulator such that the adversary cannot distinguish the real view and the
simulated view. The receiver’s security holds. �

4.2 COC1
2 for “Greater Than” Predicate

It is obvious that we can apply the GT-COC scheme twice to achieve a GT-COC1
2

scheme. One invocation is for testing x > y and the other one is for testing x ≤ y.
But, this approach costs twice as much as the GT-COC scheme. Our scheme for
GT-COC1

2 in Figure 5 is more efficient. It costs an extra ciphertext (for the case
x = y) from S to A and B only.

Let l be the leftmost different bit between x and y. For i < l and i > l, ei and
e′i would be random values in ZN , respectively. When i = l, we have ei = di and
e′i = 0. Therefore, fi is a random value when i �= l and fl = dl. If x > y, fl = 1
and thus cl = m1; if x < y, fl = −1 and thus cl = m0. For the case x = y, we
use an extra value ceq to embed m0 like scheme EQ-COC1

2.

Theorem 4. The GT-COC1
2 scheme has the correctness property, unconditional

sender’s security, and computational receiver’s security if the underlying homo-
morphic encryption scheme has semantic security.

Proof. (sketch) For correctness, consider the following three cases:

– x > y: let l be the index of the first different bit of x and y (from the most
significant bit), we have el = dl = 1, e′l = d′l = 0, and thus fl = el + e′l = 1.
Therefore cl = m1−m0

2 · 1 + m1+m0
2 = m1.
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– System parameters: n.
– Message sender S has messages: (m0, m1) and a key pair (PKS, SKS).
– Receiver A has a secret x, and receiver B has a secret y, where |x| = |y| = n.
– Receiver A and B have a common key pair (PK, SK), where PK = (g, N).

1. A and B send EPKS (EPK(xi)) and EPKS (EPK(yi)) to S respectively, 1 ≤ i ≤ n.
2. For each i ∈ {1, 2, . . . , n}, S decrypts the received messages to get EPK(xi) and

EPK(yi), and computes the following values via homomorphic encryption:
(a) di = xi − yi, d′

i = xi + yi − 1
(b) ei = riei+1 + di, e′i = r′id

′
i, where en+1 = 0, ri, r

′
i ∈R ZN

(c) fi = ei + e′i
(d) ci = m1−m0

2
fi + m1+m0

2
, ceq = m0 +

�n
i=1 r′′i di, where r′′i ∈R ZN .

3. S sends EPK(c), EPK(ceq) in a random order to A and B, where c =
〈c1, c2, . . . , cn〉.

4. A and B decrypt the received messages and identify the correct message.

Fig. 5. 1-out-of-2 COC scheme for “Greater Than” predicate: GT-COC1
2

– x < y: similarly, since fl = el = dl = −1 in this case, we have cl = m1−m0
2 ·

(−1) + m1+m0
2 = m0.

– x = y: by the same argument in the proof of Theorem 3, A and B get m0

from ceq.

For sender’s security, we see that if x �= y, then for all i �= l, fi is uniformly
distributed in ZN . That is, all ci’s except cl are uniformly distributed in ZN .
For index l, according to the above argument, cl = m0 if x < y and cl = m1

if x > y. Moreover, by the proof of Theorem 3, ceq = m0 if x = y, and ceq is
uniformly distributed if x �= y. Therefore, m0 is unconditionally secure to A and
B if x > y, and m1 is unconditionally secure to A and B if x ≤ y.

For receiver’s security, S gets no information about x and y by the seman-
tic security of the encryption scheme. As in the previous proofs, for each of
A and B, we can construct a simulator such that the adversary cannot distin-
guish the real view and the simulated view. Therefore, the receiver’s security
holds. �

4.3 A General Transformation

We provide a general transformation from COC1
2 to the second case mentioned in

Section 1 for COC. We use the GT-COC1
2 scheme as an example. The alternative

model for COC is that when x > y, only A gets the message m and when
x ≤ y, only B gets the message. We modify our GT-COC1

2 scheme to meet
this requirement. In the beginning, A and B choose their own public/secret key
pairs, namely, (PKA, SKA) and (PKB, SKB). Then S lets m1 = EPKA(m) and
m0 = EPKB (m), and performs the scheme as usual. We see that if x > y, both
A and B get m1 = EPKA(m). But, only A can decrypt it to get the message m.
Similarly, if x ≤ y, only B gets the message.
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5 Extensions

In this section we introduce how to modify our COC schemes against malicious
parties and collusion. We also discuss the construction of other predicates. The
details of these modifications and extensions are left to the full version of this
paper.

5.1 Schemes Secure Against Malicious Parties and Collusion

We can make our COC schemes secure against malicious parties and their col-
lusion by using the threshold version of homomorphic cryptosystems. At the
initial stage, each party gets a secret key share (from a dealer or a distributed
key generation protocol). If the number of collusive parties does not exceed the
threshold, they get nothing about the message. Since all parties (including the
sender) exchange messages in encrypted form, all computation can be publicly
verified. After the final result in encrypted form is obtained, all parties perform
the threshold decryption for the result.

We need some non-interactive zero-knowledge proof systems for verification
in the corresponding schemes (assuming PK is the common public key):

– Proof of plaintext knowledge. The prover proves that he knows the plaintext
x for the encryption EPK(x) he created.

– Proof of one-bit plaintext. The prover proves that x is 0 or 1 for the encryption
EPK(x) he created.

– Proof of correct exponentiation. Given (multiplicatively homomorphic)
EPK(x), the prover outputs EPK(a) and EPK(xa), and proves that EPK(xa)
is indeed the encryption of xa.

– Proof of correct multiplication. Given (additively homomorphic) EPK(x), the
prover outputs EPK(a) and EPK(ax), and proves that EPK(ax) is indeed
the encryption of ax.

We can find such proof systems for the ElGamal and Paillier homomorphic
encryption schemes [7, 19, 6, 9]. For the schemes INE-COC, EQ-COC1

2 and GT-
COC1

2, the receivers need to prove that the encrypted messages they send are
indeed the encryptions of 0 or 1. Boneh et al. [4] provide a verification gadget
for this type of checking. Thus we can avoid using the proof system of one-bit
plaintext.

5.2 Other Predicates

In addition to the basic predicates, we can design COC (COC1
2) schemes for

many other interesting predicates. For these predicates, the sender may need per-
form multiplication on two messages encrypted by an additively homomorphic
encryption scheme. However, there is no known encryption scheme with both
additive and multiplicative homomorphism properties. Fortunately, Boneh et
al. [4] introduced an additively homomorphic encryption scheme which can per-
form multiplication on two ciphertexts one time. In the setting of using threshold
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cryptosystem, the sender can even perform multiplication on two ciphertexts ar-
bitrary times via some interactions [9].

In fact, our COC can be designed for any predicate based on the evaluation
of bivariable polynomial f(x, y). For example, to compute a public polynomial
f(x, y) = a2x

2y2 + a1x
2y + a0y, the receivers send the encryptions of x, x2 and

y, y2 to the sender respectively. The sender then computes the polynomial by
the following steps.

1. Perform the multiplication on the encrypted messages [4] such that z2 = x2y2

and z1 = x2y.
2. Perform the constant multiplication: a2z2, a1z1 and a0y.
3. Perform f(x, y) = a2z2 + a1z1 + a0y.

After computing f(x, y), the sender can embed messages into the result.
Alternatively, we can assume that one receiver holds the polynomial f and

the other holds the secret x, and the sender embeds messages into the result of
f(x). For example, for the “membership” predicate, one receiver first encodes
his set of secrets as a k-degree polynomial such that f(x) = 0 iff x belongs to the
set, and the other receiver computes x, x2, . . . , xk for his secret x. The sender
then sends the message to the receivers such that they get it iff f(x) = 0. This
“membership” predicate can be used in our oblivious authenticated information
retrieval application described in Section 1.

6 Conclusion

We introduce a new notion of conditional oblivious cast, which extends condi-
tional oblivious transfer to the three-party case. The definitions of this notion
are given. We also provide some implementations for some basic predicates such
as “equality”, “inequality”, and “greater than” predicates. We believe this new
notion will be an useful primitive of cryptographic protocols.
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