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Abstract

Rapid deployment of broadband services in the residential and small business
area has played an important role in the evolution of access networks. Currently,
Ethernet passive optical networks (EPON) are being considered as a promising
solution for the next generation access network, due to the convergence of low-cost
Ethernet equipment and low-cost of fiber infrastructure. In addition, the growing
demand of broadband services such as IP telephony, video on demand has urged the
network operator to accelerate the deployment of full-service access networks. So, we
proposed a delay-considered scheduling scheme for real-time services, i.e. voice and
video service, and two fairness-considered scheduling schemes, i.e. Hybrid LQF-QLP
scheme and Hybrid EQL-QLP scheme, to support non-real-time data service. The
goal of the scheduling algorithm is to meet the delay bound of voice service, and to
simultaneously maintain the fairness of both packet delay and packet blocking
probability for non-real-time data service. In addition, we also proposed a
prediction-based scheduling method, in which we adopt a Moving Average technique.
We find that by implementing a predictor, the maximum cycle time can be extended
and the system throughput can be improved. Simulation results show that the
proposed scenario can improve performance well.

In the meantime, we propose a QoS-promoted dynamic bandwidth allocation
(Q-DBA) method to support transmitting delay-constrained voice and video packets,
and starvation-considered data packets. The goal of the Q-DBA method is to meet
delay requirement of voice service when the voice dropping probability is set to zero,
to meet delay requirement, and to meet dropping probability of video probability.
Simultaneously the goal is also to maintain the delay of data packets. The data packets
should not endure a long delay time although they do not have strict delay
requirement. When the QoS requirement of real-time service can be satisfied, the
performance of non-real-time service should be improved.

The transmission capacity of an optical network largely increases because of the
development and application of wavelength division multiplexing (WDM)
technologies. However the required bandwidth of a traffic stream is also much smaller
than the bandwidth capacity of a wavelength. Thus, in order to efficiently utilize the
network resources, many lower-speed traffic streams can be multiplexed onto a
high-speed wavelength by traffic-grooming technique. We consider the traffic
grooming problem, which the property of the traffic is dynamic and nonuniform
traffic. Our objective is to effectively reduce the new call blocking rate and maximize
the utilization efficiency of the wavelengths which are used by the system. Integer

linear problem (ILP) methodology is applied to formulate for this problem. And, in
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order to solve the ILP, we first propose a simulated annealing-based traffic grooming
(STGA) algorithm to obtain the optimal solution. However, the STGA algorithm is
infeasible due to its computation complexity. Alternatively, we propose a heuristic
algorithm, called a heuristic-based traffic grooming (HTGA) algorithm. There are the
three main operations in HTGA algorithm: operation of traffic grooming, operation of
wavelength assignments, operation of traffic rearrangement. The main purpose of
these operations is to achieve the better system utilization without changing the
lightpath topology as could as possible.

Keywords :  Ethernet Passive Optical Networks (EPON), Dynamic Bandwidth
Allocation (DBA), Fairness, QoS, Traffic Grooming, Integer Linear Problem,
Annealing Method
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. Introduction and Motivation

In our proposal isuues, we consider the QoS-grauteed base mechanism in all
optical acess metro network. It is due to that for the excellent performance of silica
fiber, such as wide bandwidth, low transmission loss, lightweight, and immunity to
interference, it is broadly deployed in long haul trunk and is gradually migrated into
the access network to form the Fiber-In-The-Loop (FITL) architecture. Many efforts
have been made to overcome the economic barrier for the mass deployment of FITL
systems since it can improve the quality of the network and enhance the flexibility to
provide the new broadband services. The rapid spread of the World Wide Web and
increasing applications of digital contents have significantly increased the demand for
high-speed Internet access. The networking of company LANs for intranets and
extranets has also been increasing. They all need the broadband fiber access system
and optical network to provide such high bandwidth and services. Also, the
transmission capacity of an optical network largely increases because of the
development and application of wavelength division multiplexing (WDM)
technologies. However the required bandwidth of a traffic stream is also much smaller
than the bandwidth capacity of a wavelength. Thus, in order to efficiently utilize the
network resources, many lower-speed traffic streams can be multiplexed onto a
high-speed wavelength by traffic-grooming technique. Next, we will discuss theses

problem into three topics.

I.1. Fair Scheduling Schemes for Non-Real-Time Service in
EPON Access Network

A passive optical network (PON) is a point-to-multipoint optical network with no
active element along the path connecting sources and destinations. An Ethernet
passive optical network (EPON), which uses low-cost Ethernet equipment and fiber
infrastructure to carry Ethernet packets [1], is one of the candidates for the
next-generation access network. An EPON consists of one optical line terminal (OLT)
connecting with several optical network units (ONUs). The OLT resides in the central
office (CO) and is responsible for connecting EPON to a metropolitan area network
(MAN) or a wide-area network (WAN). The ONU locates at either the curb or the
end-user site for providing broadband services to end-users.

In EPON, user data is first encapsulated into Ethernet frames and then exchanged
between OLT and ONUs. In the downstream direction (i.e., from the OLT to ONUs),
OLT broadcasts Ethernet packets to all ONUs via a passive splitter. Each ONU can
easily receive its packets and ignore the others’ packets by filtering the MAC



addresses of incoming packets. In contrast, all ONUs have to share a common
resource to transmit packets to OLT in the upstream direction (i.e., from ONU to
OLT). Therefore, the network requires a multiple access scheme to prevent ONUs
from packet collisions. Several multiple access schemes have been proposed for the
upstream channel access in EPON, which include wavelength division multiple access
(WDMA)-based schemes [1], contention-based multiple access schemes [1], optical
code division multiple access (OCDMA)-based schemes [2], and time division
multiple access (TDMA)-based schemes [3]. Among them, the TDMA-based scheme
seems to be the most cost-effective solution for EPON because it requires only one
transceiver in the OLT and is easy to implement. Hence, the TDMA-based approach is
adopted herein.

Kramer, Mukherjee, and Pesavento [3] proposed a TDMA-based scheme that
allocates a fixed-duration timeslot to each ONU for its upstream packet transmission.
The authors further proposed an Interleaved Polling with Adaptive Cycle Time
(IPACT) scheme [4] to improve the bandwidth utilization of their TDMA-base
scheme. In IPACT, the timeslot is dynamically allocated to ONUs according to their
traffic loading. The authors investigated performance of IPACT with several
scheduling algorithms (e.g., fixed, limited, gated, constant credit, linear credit, and
elastic) and found that IPACT with limited scheduling exhibits the best performance.
In TPACT with limited scheduling, OLT allocates the time duration to each ONU
according to its requested data volume unless an upper bound is exceeded. This
approach is simple but lack of flexibility since an overloaded ONU cannot get extra
resource even if the network is under-utilized. Several scheduling schemes were
proposed to be used in conjunction with IPACT to support [P-based multimedia traffic
with diverse quality-of-service (QoS) requirements [5]. In [6], the authors adopted
IPACT with limited-service scheme to support different class of service in EPON. It
adopts the gated transmission mechanism provided by the multi-point control protocol
(MPCP) [7]. Other proposals [8-10] also employed a TDMA-based approach and
dynamically allocate bandwidth to end users according to their QoS requirements.

Most of the aforementioned schemes aim to guarantee the bandwidth or delay
requirements for real-time services. However, the performance of non-real-time
services is not addressed. Hence, it would be helpful to take the fairness of both
average packet delay and average packet blocking probability of non-real-time
services as another performance metric in EPON. Previous studies had demonstrated
that queue length proportional (QLP) scheme and longest queue first (LQF) scheme
favor the fairness in packet delay and blocking probability, respectively [11-12].



1.2. QoS-Promoted Dynamic Bandwidth Allocation (Q-DBA)
for Ethernet Passive Optical Networks

A high-speed broadband access network is required to support multimedia
services, such as high-definition television (HDTV), video on demand (VoD), Internet
telephone, and so on. Ethernet passive optical networks (EPONs), which is backward
compatible with existing IEEE 802.3, have emerged as one of the most promising
access network and are gaining high momentum due to the convergence of low-cost
Ethernet equipment, low-cost fiber infrastructure, and the large bandwidth of the
optical fiber link.

There is an upper bound of a wavelength’s bandwidth, the shared bandwidth for
serving upstream traffic is limited. Serval methods are proposed to efficiently use the
limited bandwidth and support different requirements on the bandwidth allocation for
the upstream transmission.

With the TDMA approach, the timeslot may be fixed or variable for transmitting
one or more packets depending on the OLT’s allocation algorithm. A fixed timeslot
assignment algorithm in EPON [13] was easy to implement but it did not meet ONUSs’
dynamic requirements, and resulted the bandwidth under utilization. The granted
bandwidth is either insufficient for a longer queue occupancy or too much for a
shorter one due to the different queue occupancies of all ONUs every cycle and the
bursty nature of network traffic. To overcome this problem, a polling based scheme,
interleaving polling with adaptive cycle time (IPACT) [14], was proposed. The next
ONU was polled before receiving packets from previous one, and the OLT
dynamically assigned bandwidth to all ONUs in accordance with ONUs’ demands.
The bandwidth was cable of being used more efficiently in [14]. However, if all
packets played the same status and served according to FCFS (first come, first serve),
all packets do attain the same average delay time no matter what they were delay
sensitive or not. In this way, it was not suitable for delay and jitter sensitive services.

As EPONs’ technology matures, related QoS issues are becoming a key concern.
The scheduling algorithms, relying on dynamic bandwidth allocation (DBA)
algorithms [15], [16], [17], were proposed to support a variety of network services.
Burst-polling based delta dynamic bandwidth allocation [15] and dynamic bandwidth
allocation with multiple services (DBAM) algorithm [16] used a class-based traffic
prediction to estimate queue’s traffic arriving for enhancing QoS metrics such as
average delay, but the introduced maximum window parameter of a specific class of
traffic decreased the performance due to the ONU did not ask and obtain bandwidth
more than the maximum window even if bandwidth was left. Traffic-class
burst-polling based delta DBA (TCBPDDBA) [17] proposed a traffic class based



message polling scheme. It not only reallocated surplus bandwidth to the heavily
loaded ONUs to improve the under utilized problems in [16] but also provided a QoS
guarantee to delay sensitive services. However, it did not individually allocate
bandwidth to each class, and resulted the longest delay to non-delay sensitive services
if the traffic load was heavy and the ONU did not arrange the transmission well.

To find another solution to make high bandwidth utilization after the QoS is
satisfied, some people proposed “threshold-based” mechanisms referring to queue
occupancy or number of packets in the ONU [18], [19], [20]. The authors ([18])
consider the tradeoff between the bandwidth efficiency and the delay characteristics to
make the bandwidth be fully utilized while the packet delay and delay variation
increased. The authors ([19]) take a completed packet and the threshold into account
and their method achieves a nearly optimal bandwidth utilization. However, the report
message was not large enough to contain all information about packets’ size, so the
improvement was still limited. Dynamic credit distributed (D-CRED) based
mechanism [20] proposed a dynamic queue management for the weighted fair
allocation to reach a higher efficiency, but the delay variation increases with the

increasing of traffic load, especially of the low priority traffic.

1.3. Computation-Efficient Algorithms for Dynamic Traffic
Grooming in Metro-Access Ring Network

In recent years, synchronous optical network (SONET) ring networks have been
widely deployed for the optical network infrastructure. The progresses of optical
networks evolve with time; meanwhile, the carried traffic streams surge. The
transmission capacity of an optical network largely increases because of the
development and application of wavelength division multiplexing (WDM)
technologies which allow multiple wavelengths to be delivered in a single fiber at the
same time [21].

A traffic stream i1s normally assigned in one wavelength. However, the required
bandwidth of a traffic stream, called lower-speed traffic stream, is much smaller than
the bandwidth capacity of a wavelength. If every lower-speed traffic stream occupies
an individual wavelength, bandwidth waste is an obvious and serious drawback. In
order to efficiently utilize the network resources, many lower-speed traffic streams
can be multiplexed onto a high-speed wavelength by traffic-grooming technique. An
overview of the traffic-grooming technique and survey of some typical works were
reported in [22].

In the design of traffic-grooming, three issues to be considered: network

configuration, traffic characteristics, and cost function. For the network configuration



issue, ring network architectures were mostly studied for grooming [23-30], which
may be long-haul backbone networks or metro networks. In addition, many researches
[31], [32] also focus on the mesh network, which their backbone is a long-haul
backbone network. In the early stage of optical network, the ring network is employed
in a long-haul backbone network. With the increasing of the traffic load, the mesh
network has been studied by many researches because the mesh network sustains
more traffic load than the ring network. However, for metro networks, ring network is
preferable because the mesh network is an over-provisioning and expensive solution.
Instead, many people study the ring network for the metro networks.

For the traffic characteristics, two properties are used to describe the behavior of
traffics in this paper. One is bandwidth request and the other one is connection pattern.
Traffics may be categorized into uniform or non-uniform ones according to their
required bandwidth. The bandwidth request is the same for all the users, called
uniform traffic; otherwise, it is non-uniform traffic. And, the traffics may also be
categorized into static or dynamic ones according to system connection including the
amount of connection, the occupied bandwidth of all connection. The system
connection does not change with time for static traffic while it does for dynamic
traffic. Notably, the required bandwidth of each call request does not change during its
transmission time in this paper.

Besides, many objectives were proposed for the definitions of cost functions and
may be categorized into five types. The first one is minimization of the required
number of Line Terminating Equipment (LTE) over all the network nodes. The second
one is minimization of the average hop counts. The third one is minimization the
maximum number of lightpaths originating/terminating at a network node. The fourth
one is maximization of traffic throughput of the optical network. The last one is
minimization of the blocking probability of the new call request in dynamic traffic.

In [31], the traffic-grooming problem was considered WDM mesh network with
static and uniform traffic. The new node architecture was proposed for a WDM mesh
network with traffic-grooming capacity and cost function was designed to maximize
the total successfully-routed lower speed traffic. A traffic-grooming problem in WDM
ring was studied in [23], where the traffic is static and non-uniform. The authors
presented a framework of bounds, both upper and lower bounds, on the optimal value
of the amount of traffic electrically routed. In [24], the authors considered a Min-Max
objective, which was desirable to minimize the cost at the node where the cost is
maximum. They presented a polynomial-time traffic grooming algorithm for
minimizing the maximum electronic port cost in both uni- and bi-directional ring.

The ring network was considered with static and non-uniform traffic [25]. The

simulated-annealing-based heuristic algorithm for the traffic grooming problem was



proposed for minimization of the total cost of electronic equipment. In [26], both nui-
and bi-directional ring were considered and two kinds of traffic are considered. One
was static and uniform traffic and the other was static and non-uniform traffic. For
minimizing number of wavelengths, the greedy heuristic algorithm was employed for
two kinds of traffic. The author also proposed another heuristic algorithm for static
and non-uniform traffic according to the same objective. In [26], the ring network was
considered with static and uniform traffic. The author proposed the heuristic
algorithm for minimizing number of wavelengths and also considered computational
complexity.

Although the ring network has been studied by many researchers, dynamic and
non-uniform traffic has not considered yet. Therefore, we are motivated to study the
traffic grooming problem in metro-access ring network with dynamic and
non-uniform traffic. In the paper, the metro-access ring network has nodes in
WDM-PON architecture connecting to end-users. We investigate the node
architecture from the current equipments and propose the node architecture which is
equipped in metro-access ring network and have the ability of traffic grooming. The
objective of this work is to effectively reduce the new call blocking rate and maximize

the utilization efficiency of the wavelength used.



1. Approach, Conclusion and Discussion

11.1. Fair Scheduling Schemes for Non-Real-Time Service in
EPON Access Network

i. System Model

» No-pridiction-based

As shown in Fig. 1, an EPON access network consisting of one OLT and N ONUs
is considered herein. The maximum distance between the OLT and ONUs is assumed
to be L km. Each ONU can support an aggregated data rate up to RU Mbit/s for all
connected users. The link rates between OLT and an ONU in upstream and
downstream directions are both assumed to be RN Mbit/s. In each ONU, three
independent priority queues are provided to accommodate the real-time voice service,
the real-time video service, and the non-real-time data service with priorities P;, P,
and P; (i.e., P; > P, >P;3), respectively. In OLT, there is a scheduler responsible for
scheduling the upstream packet transmissions of all ONUs. The scheduler utilizes the
REPORT and GATE messages defined by MPCP [7] to exchange control messages
with ONUs. Each ONU periodically reports its queue occupancy via sending a
REPORT message to the scheduler. Hence, the scheduler can allocate the granted data
volumes for each ONU based on the collected requested information. Finally, OLT
will announce the allocation through the GATE messages and thus, each ONU can

transmit data based on the allocation.

L km |

R, Mbps R, Mbps class 1 users
class 2 users

™ class 3 users

Queue
Manager
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Different Class ,
of Queues

class 1 users
class 2 users
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Fig. 1. EPON system architecture
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Fig. 2. IPACT-based polling procedure

The interaction between OLT and ONUs is similar to the polling mechanism
defined by IPACT. As in IPACT, there is no need to synchronize the ONUs to a
common reference clock. Every ONU executes the same procedure driven by the
GATE messages sent from OLT. Figure 2 illustrates an example of the polling
mechanism. In the example, OLT calculates the granted data volume G; (i=1,....N,
j=1,...,3) for the j-th queue of the i-th ONU and then generates the Grant Table at time
t;. Gy 1s determined based on the proposed scheduling algorithm. At time #;, the OLT
sends a GATE message to ONU 1 carrying G;;, G2, and G;3. The ONU 1 should
immediately transmit packets from the j-th queue up to G; after receiving the GATE
message, and piggybacks a REPORT message notifying OLT the remaining data
volume of each queue after transmission. In the meantime, OLT further sends a GATE
message to ONU 2 at time ¢, to schedule its transmission. Note that ¢, is properly
chosen to ensure that ONU 2’s packets will arrive at OLT right after receiving ONU
I’s packets (i.e., time #,) plus a predetermined guard time b (unit: second). As
illustrated in Fig. 2, the scheduler in OLT always schedule the packet transmissions of
ONUs at the beginning of the each transmission cycle (i.e., #;, t5) according to the
information carried by all REPORT messages collected during the previous
transmission cycle. The transmission cycle is the time interval between adjacent
GATE messages sent to ONU 1. The length of each transmission cycle is varied with

time since it depends on the granted data volumes for all N ONUs.

> Prediction-based

In the prediction-based system model, the EPON network still remain the same as
the one for the non-prediction-based EPON network model, but the scheduler is
replaced by the prediction-based scheduler, as shown in Figurel. There are still one
OLT and N ONUs supported in the prediction-based EPON architecture. Also, each



ONU can support three classes of services, denoted as F,P,, and P, by equipping
three priority queues.

The proposed prediction-based scheduler architecture is shown in Figure 3. We
can see that there exists a Predictor in our scheduler architecture. When a REPORT
message arrive at OLT, it would be divided into two part of information, i.e. requested
data volume of each class of service and the timestamp information of corresponding
ONU. The request information will pass into the predictor to estimate the data volume
of new coming packets which received by ONU after generating REPORT message.
In other words, the predictor tries to guess the queue occupancies of each queue in
corresponding ONU when this ONU receive the GATE message in the next cycle. The
principle of the predictor will be described in the later content. In the meantime, the
timestamp information also passes into 7Timing Function to calculate the latest
round-trip time (RTT). After the operation of timing function and predictor, the latest
RTT and predicted queue occupancies will be stored in RAM. During a cycle, OLT
will receive N REPORT messages from N ONUs, and they all will be stored until next

scheduling time.

Before the beginning of the next cycle, the Decision Maker will calculate the
timing and the granted data volume of each queue to be transmitted in the next cycle.
The input of the decision maker is all the information stored in RAM, such as the
latest RTT of each ONU and predicted queue occupancy of each queue in each ONU.
After scheduling, the Grant Table would be updated. Finally, based on the Grant Table,
the OLT can send GATE messages to ONUs so that ONUs know how much data

volume each service can transmit.

OLT

Prediction-based Scheduler Architechture

Timestamp | Timing RTT
Functior
T

Queue ! Predicted
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Queue 2 Predicted
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Queue 3 Predicted
request  \ J Occupancy 2

Figure 3: The prediction-based scheduler architecture



ii. Scheduling Algorithm

»  Hybrid EQL-QLP Scheme and Hybrid LQF-QLP Scheme

The proposed scheduling algorithm is a gated-based scheme, where the scheduler
only utilizes the information obtained before the scheduling time. The information
received after scheduling time will be used by the next scheduling operation. The goal
of the proposed scheduling algorithms is to meet the delay bound of voice service and,
in addition, to simultaneously maintain the fairness of both packet delay and packet
blocking probability for the non-real-time data service. The delay bound of voice
service is defined as

d<d__, (1)

where d and d_.. arethe average delay and the delay bound of voice service,
respectively. The overall fairness index, F for non-real-time data service is defined as

F=x-1,+(1-x)-1,, )

where x is a weighting factor ranging form 0 to 1; /,and /, are the fairness

indices for average packet delay and average packet blocking probability, respectively.
The I,and I, are defined as [13]

I, :{ﬁ:DIT/[in(Di)Z}, 3)

3] ]

where D, and P, are the average packet delay and the average packet

blocking probability of ONU £ respectively. Note that /), [,, and F are all in the

range from 0 to 1. The parameters used in the proposed scheduling algorithms are first
defined and are listed below.

Assume that the reported and the granted data volumes (in bytes) for the the j-th
queue of the i-th ONU are denoted as O, and G, respectively, where i=1,..., N, and

j=1,2,3. The resource is first allocated to real-time services to guarantee their delay
bound. The remaining resource is then fairly allocated to the non-real-time services in
each ONU. As in IPACT, the aggregated granted data volumes of real-time services
for each ONU may not exceed an upper bound L within which, the capacity is

max ?

first allocated to voice services. Hence, the granted data volumes for voice and
video services of ONU 7, denoted by G, andG,,, respectively, are given by

{Gil = min(Lmax’Qil)’ (5)

Gi2 = min(Lmax - Gil’ QiZ)’

10



where i=1,2,...,N. Given the granted data volumes of real-time services, the

residual available capacity that can be used by non-real-time data services, R, can be
obtained by

R= (T, ~N-b)xR, =3 (G, +Gyy). ©)

i=l1

The allocation of the residual available capacity depends on the chosen
scheduling algorithm. A hybrid equal queue length - queue length proportional (hybrid
EQL-QLP) scheme and a hybrid longest queue first - queue length proportional
(hybrid LQF-QLP) scheme are proposed to allocate the residual available capacity to
the non-real-time services of all ONUSs. That is, both schemes should decide the
granted data volumes of data services for ONU 1, denoted by G,,, according to their
requested data volumes O, and the residual available capacity R such that the

fairness index F is maximized. Details of the two schemes are given below.

A. Hybrid EQL-QLP Scheme
The first proposed scheduling scheme is the hybrid EQL-QLP scheme. This
scheme aims to balance the queue occupancies among ONUs such that users in

different ONUs will experience the similar packet delay and packet blocking
probability. In hybrid EQL-QLP scheme, G,, is given by

Oy 2.0,<R, (7)

G, = RXNQ—Ba ZQﬂ >R, max{0;;,0,;,..0y;} < 0,,  (8)
2,95 -

Jo(R, 015,003, Oy3)s ZQﬂ >R, max{Q;,0ss,..0y:1 >0, 9)

for i=1,2,...,N. The basic concept of hybrid EQL-QLP scheme is that all requested

data volumes are granted if their total requested data volume is less than the residual
available capacity R, as shown in Eq. (7). In case that the total requested data volume
is higher than R, either a QLP method or an EQL method will be adopted. The QLP
method is adopted if all of the requested volumes are smaller than a given queue
length threshold @, , as indicated in Eq. (8). Otherwise, EQL method is adopted as

given in Eq. (9). The hybrid EQL-QLP scheme is formulated as below. Define an
index set K ={k,k,,.....,k, }, where K €{l,2,....,N},
ka3 >avg, j=1,2,...,n, (10)

and
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Clvg=(iijq3—R]/1. (11)

Then the granted data volumes are given by

O,—avg, i€k,
Gi3 :fa(R’leaQB’-"aQNs) = 0, i K. (12)

Equation (12) indicates that OLT does not allocate resource to ONUs that have
queue lengths less than avg. The allocated resource to each of the remaining ONUs

is proportional to the difference between its queue length and avg.
B. Hybrid LQF-QLP Scheme

Although the EQL method is excellent in balancing the queue sizes of data
services, it may result in high blocking probabilities for ONUs with long queue
lengths. This problem could be alleviated by adopting a longest queue first (LQF)
method to replace EQL. Hence, a hybrid LQF-QLP scheme is further proposed. The
hybrid LQF-QLP scheme differs than hybrid EQL-QLP scheme when either one of
the requested volumes is greater than Q. Under this condition, the LQF method is
adopted and thus, G, are determined by

Oy D> 0, <R, (13)

G, = RxNQ—B, ZN:Q,3 >R, max{0,,0,,..00,} <0,,  (14)
>0,

(R, O3, Ons,--.Oh3), ZQ;s >R, max{Q;,0ss,...0y3} > Oy (15)

In the hybrid LQF-QLP scheme, Eq. (15) is used to replace Eq. (9) defined in the
hybrid EQL-QLP scheme when the total requested data volume is higher than R and
the requested data volume of at least one ONU is higher than Q,.

Define an integer permutation function 7z:[1,N]—[l,N], such that
Orys 2 Or23 2 -2 O,y - Note that 7 is an index set with descent order of queue

length which is mapped from the original index. Then the granted data volumes of
data service queues are defined by

G;r(i),s = fb(R’ lea---a QN3)

min[max(Qﬂ(i),3 —ch,O),R]JrR'-P”(i) , i=1, 16)

i—1
min[max(gﬂm—Q,h,o),R—ZGm3 +R-P ., i=2,..N,
j=1
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where

R'=maX[R—imaX(Qj3—ch,O),Oj, (17)

J=1

and

Q;r(i),3 —max (Q/r(i),3 =0y 0)
Rr(i) =N . (13)
o

z [Q;r(j),} —max (Qﬂ(j),3 —0Oy> O):|

J

An amount of capacity that equals to the difference between its requested data
volume and Q, is first allocated to ONU that has the longest queue among the
others, as shown in Eq. (16). It helps to reduce the packet blocking probabilities and is
beneficial for /,. The remaining capacity, denoted as R’, is the allocated to the
other ONUs based on their remaining queue occupancies. The hybrid LQF-QLP
scheme may prevent from over assigning resource to greedy ONUs, which is

beneficial for 7,,.

> Predictor

The concept of the prediction method is shown in Figure 3. We see that before the
beginning of Cycle (n+1), we must perform a scheduling operation so that the packets
transmitted by ONU i (we assume that ONU ;i is the first candidate to transmit
packets in a cycle) can be received in OLT just at the time that last candidate finished
its transition in Cycle (n).

Assume that OLT needs to do a scheduling operation at ¢,. During Cycle (n), the
OLT has received the user data whose volume is denoted as D, [n], and the
subsequent REPORT messages, in which the request data volume is denoted as
O, [n], where i =1, ..., Nandj = I, 2, 3. In addition, we denote ¥, [n] as the data
volume of arrival packets, wherei =/, ..., Nandj = [, 2, 3.

As the OLT receives a REPORT message, in which the request data volume
Q.[n] is included, the data volume of the arrival packets 7] [n] can be obtained by

V,[nl=D,[n]+Q,[n]-0,[n-1], (19)

where i is an integer and ranged from 1 to N, and j is also an integer and ranged
from 1 to 3. Now we define the prediction order K as the number of samples we want
to reference in the past history. Then prediction value of V, [n+1], denoted as

V'[n+1], can be obtained by

K;[n+1]=%KZiVU[n—m]. (20)

m=0

Finally, we define the predicted queue occupancy of class j service in ONU i
as O,,, and it can be derived by

O,[n+11=Q,[n]+V[n+1]. 1)
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When OLT receives a REPORT message, it will generate the predicted queue
occupancy for each class of service and store them in RAM. Then, at scheduling time
t9, the scheduler can use the predicted queue occupancies to fairly assign the resource.

iii. SIMULATION RESULTS
A. Simulation Environment

Simulations are conducted to verify the effectiveness of the proposed scheduling
mechanism. In the simulations, the traffic models presented in [6] are adopted. The
constant bit rate (CBR) traffic model is chosen to emulate a T1 link carrying voice
packets. Each voice packet is generated every 125 us and consists of 24 bytes of data,
8 bytes of UDP header, 20 bytes of IP header, and 18 bytes of Ethernet header, which
result in a row data rate of 4.48 Mbps. The self-similar traffic model [14] is used to
mimic the behavior of video and data services. The parameters used in the simulation
are summarized in Table 1.

Parameter Description Value
N Number of ONUs 16
n Number of queues in each ONU 3
R, Line rate of user-to-ONU link 100 Mbps
Ry Line rate between OLT and ONU 1000 Mbps
0 The buffer size reserved for each type of service 1 Mbytes
b M dat vl of e sk n XU 1
e Maximum slot size of real-time traffic 0.04 ms
b Guard time between adjacent slots S5us
Tonax Maximum cycle time 0.72 ms
A The delay bound of voice service 1.5 ms
X Waiting factor of overall fairness index 0.5

Table 1. System parameters used in the simulation

In the simulations, the 4, and T

max

are chosen according to the delay bound

of voice service specified by ITU G.114 as in [6]. Figure 4 demonstrates an example
illustrating the packet arrivals and departures in ONU i. The ONU i reports the
amount of data volumes accumulated during the first cycle to the OLT at the
beginning of the second cycle. Then, OLT sends a GATE message to the ONU i
indicating the granted data volume. Generally, the requested data volume of voice
service reported in second cycle can be completely allowed to transmit in third cycle.

Hence, the average packet delay of voice service, d , is given by
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d = E[packet delay in 1st Cycle]+ E[packet delay in 2nd Cycle]
= 0.5 cycle time +1 cycle time =1.5 cycle time,

where the voice packets arrive at ONU i in first cycle follows uniform distribution.
Thus, the average packet delay would be 0.5 cycle in first cycle. Also, Eq. (22) must
satisty the delay bound defined in Eq. (1), that is

(22)

d<1.5T <d_. (23)
In the simulations, 7, . was set to be 0.72 ms such that d,_, =1.02 ms could be

achieved. As in [6], the ONUs were divided into two groups where the loading of the
first group is fixed while the loading of the second group is dynamically changed. The
average loads of voice and video services are 4.48 Mbps and 15 Mbps for all ONUs,
respectively. For data service, the average load is fixed to 15 Mbps for 10 light-loaded
ONUs and the average load of the remaining 6 heavy-loaded ONUs are changed from
15 Mbps to 80 Mbps. As a result, the average system load varies form around 600
Mbps to 1000 Mbps.

I"New packets i
‘7 be granted }

ar I8 2@ 218

i New packets !
LPE requested |

I"New packets i

I be transmitted |
7

ONU i

| New packets arrival |

} 1st Cycle | 2nd Cycle } 3rd Cycle

.. Average Packet Delay of New Packets d = 1.5 Cycle
I |

Fig. 4. The average packet delay of voice service

B. Performance of Fairness

The queue length threshold O, used throughout the simulations is given by
ch =a- Qa (2 1)

where « 1is a constant ranging from 0 to 1, and @ 1is the buffer size reserved for

each type of service in an ONU. Figures 5(a) and 6(b) show the average packet delay
of voice service by adopting the two proposed scheduling algorithms. It can be
verified that the delay requirement of the voice services is always guaranteed
throughout the simulation for different « and system loads. In the following, the

fairness of packet delay and packet blocking probability for data services were
investigated.
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Fig. 5. Average packet delay of voice service.
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Fig. 7. Fairness index of of data service by adopting hybrid LQF-QLP scheme

Figures 6(a) and 6(b) show the fairness indices in packet blocking probability and
in packet delay for data service by adopting hybrid EQL-QLP scheme, respectively.
Note that =0 and a =1 are equivalent to EQL and QLP scheme, respectively. In
these two figures, we see the effect while adjusting the constant & from 0 to 1. It is
found in Fig. 5(a) that the fairness index of packet blocking probability in EQL
scheme is higher than that in QLP scheme. It is because EQL scheme allocates more
resource to heavy-loaded ONUs which results in similar packet blocking probabilities
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in all ONUs. The change of fairness in packet blocking probability is not obvious
when o moves from 0 to 1 because the resource assigned to each ONU is
independent to «, as show in Eq. (12). In contrast, as illustrated in Fig. 5(b), QLP
scheme provides a better fairness in packet delay because the resource is allocated
according to the proportion of data volumes requested by each ONU.

Figures 7(a) and 7(b) show the fairness index in packet blocking probability and
in packet delay for data service by adopting hybrid LQF-QLP scheme, respectively.
Similarly, ¢ =0 and a =1 are equivalent to LQF and QLP scheme, respectively.
The effect of adjusting « from 0 to 1 in Fig. 7 is similar to the one shown in Fig. 6.
However, there are differences between them. First, the fairness index in packet
blocking probability is more sensitive to the constant « by adopting hybrid
LQF-QLP scheme, due to the relationship between the resource assignment and queue
length threshold, as described in Eq. (16). Second, LQF scheme favors the fairness of
packet blocking probability but EQL scheme prefers the fairness of packet delay. It is
because that EQL scheme tries to balance the queue occupancies among all data
queues while LQF scheme always reserves resource to heavy-loaded ONUs.
Therefore, the light-loaded ONUs has more opportunities to get the resource if EQL
scheme is adopted. That is the reason why EQL scheme constitutes comparable packet
delays and LQF scheme provides a similar packet blocking probabilities.

Overall Fairness Index Overall Fairness Index
F=051p+0.51z F=051p+0.51p
System System
Load Hybrid Load Hybrid
QLP EQL-QLP EQL QLP LQF-QLP LQF
(a =09) (a =0.7)
0.99 0.99 0.99 0.99 0.99 0.99
LE0:7 0.81 0.99 0.99 o | 0.99 0.99
0.78 0.98 0.96 0.78 0.98 0.97
! \
0.75 0.92 0.90 0.75 0.97 0.95
0.71 0.88 0.86 0.71 0.94 0.91
I 0.69 0.85 0.82 | 0.69 0.92 0.89
0.68 0.80 0.78 0.68 0.89 0.87
0.68 0.76 0.75 0.68 0.86 0.85
| 0.68 0.75 0.75 | 0.68 0.83 0.82
0.68 0.74 0.74 0.68 0.81 0.80
) 0.68 0.73 0.73 ) 0.68 0.80 0.80
High High
0.68 0.72 0.72 0.68 0.80 0.80
(a) (b)
Table 2. The overall fairness index by adopting (a) hybrid EQL-QLP scheme (b) hybrid LQF-QLP
scheme
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Table 2 shows the overall fairness index of the two proposed hybrid schemes (i.e.,
which is defined in Eq. (2) with x=0.5). Table 2(a) shows the overall fairness index
of hybrid EQL-QLP scheme, which is compared with QLP (¢ =1) and EQL (o =0)
schemes. It is found that hybrid EQL-QLP with o =0.9 results in the best overall
fairness index. Table 2(b) shows the overall fairness index of hybrid LQF-QLP
scheme, in which « =0.7 provides the best overall fairness index.

In general, it can be found in Table 2 that the overall fairness index of the
proposed hybrid schemes is better than that of QLP, LQF, or EQL scheme. The reason
is that the proposed hybrid schemes simultaneously consider the packet delay and
packet blocking probability. It is also found in Table 2 that hybrid LQF-QLP scheme
performs slightly better than hybrid EQL-QLP scheme because the increment of
fairness in packet blocking probability is faster than the decrement of fairness in
packet delay if hybrid LQF-QLP scheme is adopted.

C. Performance of Fairness

In the simulation, the queue length threshold Oy, is chosen to be O, =0.7 for the
Hybrid PLQF-PQLP scheme and O, =0.9 for the Hybrid PEQL-PQLP scheme,
respectively, according to the best performance of each algorithm. First of all, we
want to see the effect of adding a predictor in our scheduler, compare with the case
that no predictor implemented in it. Figure 8 shows the system throughput of these
two proposed scheduling schemes. For each scheme, the prediction-based scheme is
compared with the non-prediction-based scheme. We can see that the system
throughput in prediction-based schemes is a little bit worse than the
non-prediction-based scheme. It is because that the prediction results in a prediction
error. In other words, the moving average prediction method can not perfectly match
the behavior (variance) of self-similar traffic.

The System Throughput (T = 0.66ms)
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Figure 8: The system throughput (7}, = 0.66ms)

And then, the difference of the average packet queueing delay of voice service
between the prediction-based scheme and the non-prediction-based scheme is shown

in Figure 9. The result shows that the average packet queueing delay in
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prediction-based scheme can be reduced more, because the average packet queueing
delay of the prediction-based scheme is half of the cycle, whereas the average packet

queueing delay is one and half of the cycle in non-prediction-based scheme.

Ayverage Packet Delay of Yoice Serice (Tmax = 0.BBms)

—&~ Hybrid LQF-OLP (alpha = 07)
~- Hybrid EQL-QLP (alpha = 0.9)
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Packet Delay (s)
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Figure 9: Average packet delay of Voice service (7, = 0.66ms)
In Figure 10, the result shows that the fairness of packet blocking probability can

be improved in prediction-based schemes. By considering additional arrival packets in
our schemes, the predicted queue occupancy may exceed the buffer size. Thus,
high-loading ONUs can request more resource than the schemes with no predictor. As
a result, the difference of packet blocking probability between high-loading ONUs
and low-loading ONUs will be decreased. In Figure 11, the results show that the
fairness of packet queueing delay is better in prediction-based schemes than in
non-prediction-based scheme in the beginning of the curve, because the more real
queue occupancies are taken into account. When the system load is high, the fairness
performance of the prediction-based scheme is decreased, even lower than the
schemes with no predictor. The reason is described as follows. The predicted queue
occupancy will exceed the buffer size under high-loading condition. However, the
arrival packets will be blocked when the buffer is overflowed. And the system ignores
the packet delay of blocked packet. Thus, the effect of ignoring the packet delay of
blocked packets results in a more unfair environment. If we combine two fairness
indexes by the definition of an overall fairness index, we can find that the fairness
performance is better in the prediction-based environment than in the

non-prediction-based environment.
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Packet Blocking Probability Fairness Index of Data Serice (T__ = 0.66ms)
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Figure 10: Packet blocking probability fairness index of data service (7}, = 0.66ms)
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Figure 11: Packet delay fairness index of data service (7, = 0.66ms)

According to the [IPACT, we know that if the overhead, such as control messages
and guard times, remain fixed during every cycle, the throughput will increase with
the maximum cycle time (7,,4,) under high-loading conditions. However, the queueing
delay for the voice service will also increase with 7,,,, in the meanwhile. As a result,
with the lower queueing delay as shown in Figure 9, the maximum cycle time can be
carefully extended to improve the performance of system throughput while the

increasing queueing delay for the voice service can still satisfy the delay criterion.

Now we extend the maximum cycle time 7, from 0.66ms to 2ms, and evaluate
the performance difference compared with the 7,,,, = 0.66ms. The simulation results
are illustrated in Figure 12 and Figure 13. In Figure 12, we can see that for both of the
proposed prediction-based scheduling algorithms, the average packet queueing delay
indeed increases with the 7, but still maintains lower than the specified delay
bound (1.5ms). Meanwhile, as the result shown in Figure 13 where the performance
of system throughput is observed, we can find that by adopting prediction-based
schemes, the throughput can be improved 7% more than non-prediction-based
schemes. The reason is that by using prediction-based schemes, the 7, can be
extended to a longer value than the non-prediction-based schemes and thus the
percentage of the overhead, such as control messages and guard, will be smaller.
Therefore, the data transmission throughput can be greatly improved under
high-loading conditions. Besides, we can see that the Hybrid (P)LQF-(P)QLP scheme
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has better performance in system throughput than Hybrid (P)EQL-(P)QLP scheme. It
is because the effect of packet truncation error is smaller in the (P)LQF-(P)QLP
scheme than in the (P)EQL-(P)QLP scheme. Furthermore, we also compare the
performance with limited service, which is proposed in [6]. In IPACT scheme, the
total data volume, including real-time service and non-real-time service, an ONU can
transmit during one cycle is constrained by L . Even high-loading-ONUs tend to
request resource exceeding L, the OLT still grant theses high-loading-ONUs to
transmit data volume to L __, Because OLT grants a part of ONUs to transmit data
volume L, but grants the others smaller than L, the average cycle time will be
smaller than 7, . As a result, the throughput would be lower than the proposed
prediction-based hybrid schemes.
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Figure 12: Average packet delay of voice service

The System Throughput

o
o
il

(=1
@

=1
o
@

o
@

o
oy
G

Mormalized Throughput

=
=

& Hybrid PLOF-POLF (Lrmax = 0 BBms) |
—= Hybrid PEQL-PQLP {Lmax = 0 6Ems)
—&- limite-service (Lmax = 2mg)

—&- Hybrid PLOF-PALP (Lmax = 2ms)
—— Hybrid PEQL-PQLP {Lmax = 2ms}

=1
m
@

n 1 . . 1 n n
06 0.65 07 075 08 0.85 09 085 1
Systemn Load

Figure 13: The System Throughput

21



11.2. QoS-Promoted Dynamic Bandwidth Allocation (Q-DBA)
for Ethernet Passive Optical Networks

I. System Model

A. System Architecture

An EPON architecture is shown in Fig. 14. It is a point-to-multipoint
configuration following the multi-point control protocol (MPCP). There are an (M )
OLT (ONUs) with line rate R, (R, ) (bps) between OLT (ONU) and each ONU (its
own end users) to serve downstream (upstream) traffic. The A splitter is used to
broadcast packets from OLT to all ONUs and each OUN takes its own packets. Each
OUN transmits packets to OLT bytes by bytes until the end of its timeslot. The guard
time is used to distinguish packets from the different ONUs. The total upstream
bandwidth is shared by all ONUs’ real-time and non-real-time packets. A Q-DBA
scheme processes ONUs’ demands and determines the timeslot as well as the volume
of bandwidth for ONUs to transmit packets.

Figure 14: The system architecture of EPON

In ONU,,1<i<M, three classes of queues, Q,,, O,;, and Q,, , are provided

to store real-time voice, real-time video, and non-real-time data packets and their

queue size are denoted as [Q;|, |0, |, and |Q,;|, respectively. The packets

controller puts them into the different queue depending on their types when packets
arrive at the ONU, and it drops some type of packets if their queue is full. Also, the
packets controller drops real-time packets as well if their delay criteria is violated.
The queue manager takes charge of generating the report message and the

transmission between OLT and the ONUs, transmits packets to the OLT at its granted
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timeslot, and receives its packets.

The report and gate messages are exchanged between OLT and ONUs. The report
message can transmit eight different queue conditions of ONU,,1<i<M, to OLT,
and the gate message can provide four different granted results to the
ONU,_,1<i<M . The queue manager in ONU,1<i<M, generates the report
message based on the conditions of their queues which are required for bandwidth
allocation and presented in the form of the total amount of packets’ size in bytes. The
OLT receives all report messages, and they are processed by the Q-DBA scheme. The
Q-DBA scheme, according report message and bandwidth allocation mechanism,
determines the bandwidth allocation, and then, the gate message generator issues gate
messages to all ONUs. When ONUs receive gate messages, they transmit packets at
their assigned timeslot.

B. Source Model

Three kinds of packets: real-time voice, real-time video, and non-real-time data,
are considered. Voice (data) packets are classified as the highest (lowest) priority. The
two-level Markov modulated deterministic process (MMDP) is generally used to
formulate ON-OFF voice traffic stream. To emulate a T, connection, the generation
rate of a voice packet is constant bit rate (CBR) and the packet size is 24 bytes in
T,. By adding the overhead such Ethernet, UDP and IP headers in a packet, the packet
results in a 70-byte frame. Video and data traffic are to emulate variable bit rate (VBR)
that exhibit properties of self-similarity and long-rang-dependence (LRD) [33, 34].
The packet size is in uniform distribution and ranges from 64 to 1518 bytes. R (bps)
is the arrival rate of video packets to ONUs, and R, (bps) is the arrival rate of data
packets.
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ii. Q-DBAMETHOD

Notation | Definition

Qn.i The hth type queue in the ith ONU, 0 < h <2and 1 <i< M.
Ly i The occupancy of queues Qi 0 <h<2and 1 <i <M.
Lap,i The total amount of video packets which will be dropped at the next cycle end if they are not

transmitted (due to violating Ty;).

Lq,i The amount of video packets which should be transmitted at the next timeslot in order to sustain P;.
Lu,i the amount of data packets which is with a waiting time larger than T’;,.

Ty The video's delay constraint.

P The requirement of video packet dropping probability.

T A waiting bound.

Teyete The cycle time of EPONs.

Tin The delay time of the nth packet.

Su.h The number of bytes of the nth packet’s size in Qp;, 0 <h<2and 1 <i < M.

Pui The dropping probability of video packets at ¢)y,; measured by ONU;, 1 <i < M.

Gh.i The granted bandwidth for Q0 ; of ONU;, 0 < h<2and 1 <i < M.

(;;,J- The allocated bandwidth to voice packets in o, 1 <i < M.

G’.IE The allocated bandwidth to video packets with the second and third priorities in @14, 1 <i < M.
G-;,,- The allocated bandwidth to data packets with the fourth priority in Q. 1 <i < M.

G’.’.,- The allocated bandwidth to video packets with the fifth priority in Q1,4, 1 <i < M.

G;; The allocated bandwidth to data packets with the sixth priority in Q2,, 1 <i < M.

G;.g The proportional allocated bandwidth to voice packets in Qg ; with G’.’j,- at the same time under the

six priorities have been allocated, 1 < i < M.

1i The proportional allocated bandwidth to video packets in @1 ; with G ; at the same time under the

six priorities have been allocated, 1 <1 < M.

G;:; The proportional allocated bandwidth to video packets in Q2,; under G{J]’.,- and G’.’f{- are allocated,
1<i< M.
B The total bandwidth of the fiber link.

Table 3. THE NOTATIONS OF Q-DBA METHOD

Table 3 defines the notations of QoS-guaranteed dynamic bandwidth allocation
(Q-DBA) method in this paper. The Q-DBA assumes that ONU,,1<i< M , sends the

L

2,02

L

report message including six kinds of information of queues, L;;,, L i

1,i°

L,,,and L, where L, and L,, , and L, are used to ensure the QoS
guarantee, just like p, [35]and 6 [36] are used according to the conception of the

"earliest deadline first" (EDF). For video packets in Q,,,1<i<M, at the present
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time, the n=1 means the first packet in Q,;, and the packet will be transmitted

firstly according the FCFS service principle. Denote x to be the xth packet with
the least delay time which will violate the delay criterion at the next cycle end. It can

be calculated as follows and any video packet queued before it will be dropped at the

next cycle end. Then the L, ; can be obtained as follows.

x=argmin{7, +T
n ’

cycle

Vn,and T, +T,

cycle

>T;},andL,, =Y S, . (22)
n=1

A moving time window of observation, introduced to calculate the dropping
probability, contains the latest N output video packets which have been dropped
and transmitted, or are going to be dropped or transmitted at the next cycle in ONU,.

Among the N video packets, assume there are N, video packets which have been

dropped so far, and there are x video packets which are waiting in the queue, O,

and will be dropped if they are not transmitted at the next timeslot. A number of

packets among the x packets, denoted it by y, must be transmitted otherwise P,

will be violated. The y and L, can be obtained as follows.

y=(N,+x=| NxP]|)",andL,, = Zy: S, (23)

n=l1
where (a)" =a if 20, (a)'=0 if a<0;and [b] denotes the smallest integer
greater than b. The L, is used to tell OLT how much bandwidth is required for
data packets in Q,,. A number of packets with a waiting time larger than T,

denoted by & ,had better be served, and it is given and the L,; can be obtained as

follows

k
k=argmin{7, -7, ,Vn,and T, -7, >0},andL , = z S, (24)
" ’ ’ S

The OLT determines the bandwidth allocation when receiving all report messages.
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The allocated bandwidths are individually sent to each ONU by the gate message

which includes G,;, G

1i>

and G,,. The gate message tells ONU, the amount

bandwidth which it can transmit. As soon as ONUs receive their gate message, they
prepare to transmit the packets in themselves time slot.

The Q-DBA method allocates bandwidth in unit of bytes to all ONUs from the
service of the highest priority to that of the lowest one successively until all the
bandwidths are used up. In order to guarantee QoS requirements (the Q-DBA
classifies the packets of all services into six priorities, voice packets, video packets
with problem of delay constraint, video packets with problem of dropping probability

constraint, data packets considering waiting bound, video packets, and data packets

from the highest to the lowest in order) and they are defined as L,,, L, ,,

L,;,, L

w,i 2

L;,and L,, in order. The voice packets are first allocated the bandwidth and the

1,i°

video packets which will be dropped if they are not transmitted at the next timeslot
are secondly allocated. Next, the Q-DBA continues to allocate the bandwidth to the
data packets whose waiting times exceed the waiting bound. Data packets do not be
dropped but the starvation, means the data packets wait for a long time in the queue,
may occur. To avoid the starvation, the Q-DBA raises the priority of data packets
(whose waiting bound are violated) higher than the video packets with a non-violating
delay time. It is due to the video packets which will be dropped have already been
processed, and the QoS requirement of residual video packets is satisfied. Also, the
Q-DBA allocates the bandwidth to the unallocated video and data packets in order.
Finally, the voice and video packets proportionally share the residual bandwidth based
on their queue occupancy to use up the bandwidth and guarantee QoS in further.

The Q-DBA method is described in detail as follows:

Step 1: [Bandwidth Allocation to Voice]
The allocated bandwidth to voice, GO'J. , 1s given by

M
Ly, if Y L, <B,
i=1
G,. = L. 25
> Bx— 0L elsewhere. 23)
2L,
i=1

Step 2 : [Bandwidth Allocation to Voice Packets with the second and the third
priorities|
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After GO:I. allocation, the allocated bandwidth to video packets with the second
and the third priorities, Gl:l., is given by

Ly if B— ZGO, >S L.
i=1 i=1
' < ' Ld i_Ldi
G, =9Ly; +(B_Z[Go,[+Ld,i])+ XM;L—’a if ZL <B- ZG <2Ldp,a (26)
- Z(Ldp,i _Ld,i) !
i=1
M , L. M ' M
(B=Y.Gy) x5, if B-Y.G,, <> L,
i=1 L . i=1 i=1
; d.i

Step 3: [Bandwidth Allocation to Data Packets with the fourth priority|
Next, the allocated bandwidth to data packets considering waiting bound, Gz’,,- , 18

given by
M
L., if B- Z[G +G,1>> L,

i=1
G, = Moo L, 27
* (B D 1Gy, + G D) x5, elsewhere. @7

= ZLWI
=1

Step 4 : [Bandwidth Allocation to video packets with the fifth priority]
Based on the amount of unallocated video packets, L,,—L, ;, and the residual

dp,i °
bandwidth of the fiber link, the G];. is given by
M M
l1,1' _q,n if B_Z[(;O,i +q,i +G2,i] >Zl1,i _(;l,ﬁ
i=l i=l
G = G (28)
B disevhere
2(11 -G,)

Step 5:[Bandwidth Allocation to Data Packets with the sixth priority]
Considering the amount of unallocated data packets, L,,—L,;, and the residual

w,i 2

bandwidth, the szl. is given by

LG, i B-Y1G, 4G 4G, +G)> DL, -G

i= =

R T RO e >

" Elzz—@)

=l
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Step 6 : [Residual Bandwidth Allocation]
Finally, according to L,,, L,;, and the residual bandwidth, the Gofi and G1,:

are given by

" < ' ' v ' "Nt LO,[
GO,i - (B - z [GO,i + Gl,i + Gl,i + G2,i + GZ,i]) X7 >
i=1

2 (Lo, + L)
i=1
(30)
" Moo, : . , . L,
G, =(B _Z (G, +G + G, + G, +G, ) x5——.
. 2 Ly, + L)
i=1
Step 7 :[Gate Message Generation|
The granted bandwidths ,G,;, G,;,and G, are given by
G, = GO;i + Goti’
G, = Gl,,i + Gl,’;‘ + Gl,:’ (31)

G2,i = G2,i + G2,i + GZ,i'

The G,,, G

1,i°

and G,, are included in the gate message which is sent by the

OLT to the ONUs. When the ONUs receive the gate message, they transmit packets
combining OLT’s grants and queue conditions at that time. If there is some bandwidth
left at some queues, the left can be reallocated to other queues in the same ONU. It
not only decreases delay and dropping probability but also uses bandwidth more
efficiently.

iii. Simulation Results and Discussions

A. Simulation Environment

An event-driven packet-based simulation is developed the performance of the
proposed Q-DBA and the DBAM [16]. We consider an EPON architecture with 32
OUNSs connected in a tree topology. The length of the fiber between the OLT (each
ONU) and the splitter is 20 (5) km, and the line rate is 1 Gbps (100 Mbps). The cycle
time is set to 0.72 ms. Each ONU supports three priority queues with the same
buffering space of size 1 Mbytes. The guard time separating two consecutive
transmission windows is setto 1y s.

Three kinds of traffic, voice, video, and data, are considered in the system. The
voice traffic is transmitted with the highest priority, and is generated by a two-level
MMDP. To emulate T, connection, in a ONU, there are 24 channels in a T, link.

The ONU aggregates the traffic of each channel. During ON state, the generate rate is
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decided by the number of channels which are at ON state. The mean durations of talk
spurts and silence periods are assumed to be exponentially distributed with 1/ =1
sec. and 1/ =1.35 sec., respectively. The packet size is fixed to 70 bytes, and the
generation rate is constant bit rate (CBR), during ON state (talk spurts). On the other
hand, the video and data packets are modeled by ON/OFF Parato-distributed model,
to generate the highly bursty video and data packets, and packet sizes are uniformly
distributed between 64 and 1518 bytes. The voice delay bound is 1.5 ms as one way
propagation delay based on the specification. International Telecommunication
Standardization Sector (ITU-T) Recommendation G.114. The video delay bound is
defined 10 according to the ITU-TS [37]. The requirement (delay bound) of video
dropping probability (data packets) is defined 1% (500 ms).

B. Fairness Index

The fairness index is used to see the fairness of average delay, blocking
probability, and dropping probability within all ONUs. If the fairness index equals to
1, it means all ONUs have almost the same simulation results of data packets; if the

fairness index equals to 0, it means the difference among all ONUs is too large. The
overall fairness index, F, (F,) for video (data) packets is defined the same as in

[38].

C. Simulation Results

We show the performance of Q-DBA method. The traffic arrival rates are set as

follows:
Type Case one Case two
Voice service | 4.48Mbps x 32(iid) 4.48Mbps x 32(iid)
Video service | 0.55Mbps x 32(iid) ~ 15.75Mbps = 32 (iid) | 0.55Mbps > 20 (iid) +0.41Mbps > 12 (iid) ~
15.75Mbps 3 20 (iid) + 11.31Mbps > 12 (iid)
Data service 0.28Mbps > 32 (iid) ~ 7.27Mbps x 32 (iid) | 0.28Mbps x 20 (iid) +0.41Mbps x 12 (iid) ~
T.8TMbps x 20 (iid) + 11.31Mbps x 12 (iid)

Fig. 15 illustrates the average video dropping probability versus system load in
EPON. The dropping probability in Q-DBA is zero due to the video packets with the
problem of delay requirement are served earlier by raising their priorities when the
system load is less than 0.8, but, the dropping probability exceeds the video dropping
probability requirement due to the limited capacity of fiber link when the system load
is larger than 0.8. Unfortunately, it also can be found that the dropping probability in
DBAM cannot be guaranteed due to the maximum window which is used to allocate
the bandwidth of video packets cannot totally support the burst arrival. Besides, when

the system load is 0.6, both in case one and case two, the performances in Q-DBA are
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improved 100%.
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Figure 15. Average video dropping probability versus system load in EPON

Fig. 16 illustrates the blocking probability of data packets versus system load in
EPON. The blocking probabilities both in Q-DBA and DBAM are zero when the
traffic load is less than 0.8. However, when the system load is larger than 0.8, the
blocking probability in DBAM increases greatly than that in Q-DBA. It is due to that
the data burst arrival cannot be served within a short time in DBAM and the allocated
bandwidth is not limited and the data packets which reach the waiting bound would be
sent early in Q-DBA. It is shown that when the system load is 0.8, the blocking
probability in Q-DBA is improved 100% whether in case one or case two.

Fig. 17 illustrates the starvation ratio of data packets versus traffic load in EPON.
It is shown that when the system load is less than 0.7, the starvation in both Q-DBA
and DBAM do not occur, but, when the system load is larger than 0.9, the starvation
occurs due to that the burst arrival of data packets may not be instantly supported as
both video and data packets arrival rate increases. However, the starvation ratio is still
60% improved by Q-DBA in case one, and it also 60% improved by Q-DBA in case
two due to raising the priority of data packets which will reach their waiting bound in
Q-DBA. Therefore, the starvation in DBAM happens earlier than that in Q-DBA.

Fig. 18 shows the average voice delay time versus system load in EPON. It can be
seen that the average voice delay in DBAM increases with the increasing of system
load and one in Q-DBA does not increase obviously. It is due to the Q-DBA allocates
total bandwidth to all ONUs by the step of residual bandwidth allocation, and the
voice packets have sufficient bandwidth to transmit the reported voice packets and
new arrival voice packets. However, when system load is larger than 0.8, the average
voice delay in DBAM is less than that in Q-DBA. Since the report message in DBAM
includes prediction, the requirement can be satisfied as much as possible. Under this
circumstances, the voice delay in Q-DBA is large than DBAM, but the voice delay

requirement and the dropping probability are still satisfied.
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Figure 16. Average data data blocking probability versus system load in EPON
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Figure 17. Average data starvation ratio versus system load in EPON

Fig. 19 shows the average video delay time versus system load in EPON. The
average video delay in Q-DBA is far from the video delay requirement when the
system load is below 0.8, whereas, one is close to the video delay requirement when
the system load exceeds 0.8. However, the average video delay in DBAM increases
almost smoothly with the increasing of system load due to the maximum window and
the prediction. Furthermore, the average video delay is in the case one (two) of
Q-DBA is improved 78% (77%) due to the video packets with a higher priority than
data packets. Besides, the video packet with the problem of delay requirement could
be transmitted with a higher priority. Thus, the delay can be decreased and the

dropping probability can be also satisfied even if the burst arrival occurs.
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Figure 18 Average voice delay time versus system load in EPON
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Figure 19 Average video delay time versus system load in EPON
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Figure 20 Average data delay time versus system load in EPON

Fig. 20 shows the average packet delay time versus system load in EPON. The
average data delay in case one is less than that in case two due to the less data arrival
rate. Since the Q-DBA allocates bandwidth based on the requirement of queue

occupancy and the burst arrival can be transmitted more easily, and thus the delay of
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data packets can be small. Besides, due to the Q-DBA considers the condition of
waiting bound, the data packets dose not violate the delay bound in Q-DBA as early
as that in DBAM does. Also, Q-DBA improves the average data delay of the case one
(two) by 98% (99%)when the system load is 0.6.
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Figure 21 Fairness index of average data delay versus system load in EPON
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Fig. 21 illustrates the fairness index of average data delay versus system load in
EPON. It can be found that the fairness index of average data delay in Q-DBA and
DBAM is bear to 1. It is due to the Q-DBA consider all ONUSs’ condition to allocated
bandwidth. Furthermore, in DBAM, all ONUs have their maximum window to
transmit packets according to the SLA. In this way, the fairness index of average data
delay whether in Q-DBA or in DBAM is close to zero. It also can be found that the
fairness index of average data delay in case two of DBAM varies greatly because the
packet arrival rates are not the same, and the maximum window cannot suitably
support the different traffic load.

Fig. 22 illustrates the overall fairness index of data packets versus system load in
EPON. The fairness index of data packets in both Q-DBA and DBAM is close to 1.
due to the DBAM uses a maximum window to allocate packets according to the SLA,
and the Q-DBA allocates packets based on the requirement of all ONU. The overall
fairness index of data packets in Q-DBA decreases with the increasing of traffic load
when the traffic load is larger than 0.7. Since the data packets in Q-DBA are allocated
in two different priority, the overall fairness is little small than 1 when the traffic load
is high. In DBAM, the overall fairness index in case one is independent of different
system loads. Although the DBAM in case one has a maximum window to allocate
packets, the burst in high priority cannot be always processed quickly to result
packets’ blocking and long delay time.

Fig. 23 shows the system utilization versus system load in EPON. It can be found
that the bandwidth utilization in Q-DBA is better than that in DBAM. It is because the
bandwidth in Q-DBA is allocated step by step to difference class rather than set a
maximum window to each class in advance. In addition, because the dropping
probability of video packets is high, and the maximum window does not always meet
the actual traffic condition, the bandwidth utilization in DBAM is limited. It also can
be found that when system load is in 0.6, the case one of Q-DBA improves the system

utilization 4.4%, and the case two improves 7.3%.

11.3. Computation-Efficient Algorithms for Dynamic Traffic
Grooming in Metro-Access Ring Network

I. SYSTEM MODEL

A. Network Architecture

The network topology is a WDM metro access ring architecture consisting of of N
nodes, labeled as 1, 2, ..., N counterclockwise. Each node provides several PONs with
tree topology to building users (BUs). Only one fiber exists between node i and node
i+1 and is labeled as i, 1 <i < N-1, and the fiber between node N and node 1 is labeled
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as N. Each fiber contains I wavelengths, carrying traffic streams in counterclockwise
directions. The capacity C of a wavelength is optical-carrier (OC) 192.

B. Node Function

Each node is equipped with an optical add-drop multiplexer (OADM), an optical
line terminal (OLT), m tunable transmitter/receiver pairs, and a fixed transmitter/
receiver pair, shown in Fig. 24. A tunable transmitter (receiver) possesses the
capability of transmitting (receiving) any of W wavelengths, and a fixed transmitter
(receiver) possesses the capability of transmitting (receiving) a fixed wavelength.
Multiplexer aggregates the wavelengths into a single fiber while demultiplexer
dispatches wavelengths from the fiber, and a wavelength whose traffic streams are
required being dropped out of the node would be disaggregated by the demultiplexer.

An OADM provides three functions. First, it can optically bypass some
wavelengths from the incoming link directly to its corresponding outgoing link if
traffic streams are not necessary to be dropped in this node. Second, it can optically
drop some wavelengths from the incoming link to tunable receivers which convert the
traffic streams into electronic form. Finally, it multiplexes some wavelengths to the
outgoing link. An OLT performs three electrical operates. First, it multiplexes
low-speed streams from the BUs to a high-speed one which is sent to a tunable
transmitter. Second, it extracts low-speed streams out of a high-speed stream. At last,
it transmits the low-speed streams to the BUs by a fixed transmitter and receives the
streams from the BUs by a fixed receiver.

S e e Fiber link: —_

| ! A Wavelength ———

Electric signal

Demultiplexer:

"Wy fat | Multiplexer:

Tunable transmitter
or receiver

v '
Drop to Add from
down-stream BU up-stream BU

Fixed transmitter
or receiver

=

Figure 24. Node Architecture

35



C. Source Model

The traffic source model is a dynamic and non-uniform. The capacity of a
wavelength is OC-192. The bandwidth request of a new call, R, is categorized into
four types: OC-1 (type-1), OC-3 (type-2), OC-12 (type-3), and OC-48 (type-4). The
probability of the type of the new call request is pk and i p, =1. Arrival process of

k=1

the new call requests from each node is Poisson with mean arrival rate A (1/sec). The
traffic model is traffic streams from any source and destination (s, d) arrive and leave
according to Poisson process. The service time is exponentially distributed with mean
service time 1/pk (sec) for type k traffic. The destination of a traffic stream uniformly
locates among all the nodes. As a result, the traffic streams will arrive one by one and

the arrival time of next new call request is not known in advance.
ii. PROBLEM FORMULATION

A. Notations
Table 4 (5) (6) defines the notations (the sets used to define the problem) (the

variables of the problem formulation).

Notation Definition

Gk A lightpath which traverses from node i to node j through wavelength & without optical-electric
conversion. i, j € {1,2..,N}, [ # j and 1<k<W.

(s, d) The node pair represents source node s and destination node d for an end-to-end traffic which
traverses through a single or multiple lightpaths. s,d € {1,2...,N} and s#d.

[ The fiber link between node /andnode /+1. [ € {1,2,..., N} .I=N, ifnode N tonode /.

Table 4: The notations of mathematical formulation

Set Definition

B()) B(l)={(, j, k)| lightpath (i, j, k) passes through fiber link /, Vi, j.}

L'(s, d) L'(s, d)=1{(, j, k)| lightpath (7, j, k) forms a complete path s to d, where i = s is for
the first lightpath, j = d is the last one, and k could be different for various one.}

Table 5: The sets of mathematical formulation
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Variable

Definition

ik (s, d)

The total traffic load in unit of OC-1 from (s, d) carried by the lightpath (i, j, k) :
t(i,j,k)(sa d)E{O, 1’ 29"'9 C}a v (Sa d)7 (i’ja k) .

i

The total traffic load carried by the lightpaths belonging to L(7 j) before the acceptance of a new call

request or the release of an on-going call : ¢, ; = Z 2 L, j (s, d).
(s, d) (i, j, K)eL'(s, d)

i

The total traffic load carried by the lightpaths belonging to L(j ;) after the acceptance of a new call
request or the release of an on-going call.

i) Ifanew call with required traffic load R is accepted,

t'l-,j:tl-,j+R.

i) Ifan on-going call with required traffic load R releases,
t =t ,—R.

i j, k)

. o 1 alightpath (i, j, k) is actively used,
The lightpath (i, /, k) indicator : ¢(; ; 1) = 0 ofherwise

The number of wavelengths in L(Z, j) before the acceptance of a new call request or the release of an

on-goingcall, b, ; €10, 1,---, m}.

The number of wavelengths in L(Z, ;) after the accpetance of a new call request or the release of an

on-going call and the relationship between number of wavelengths and lightpath indicator can be

w
described by the equation. ¢, ; ) =b
k=1

'i,j’ v(l’ J) ,Where b‘i,j 6{09 1""’ m} .

[xij]

The Nby N matrixes of which the (i, j)th element is x;, and x is the general expression
X €t ot s U s by )

L,j> ", j>

Table 6: The variables used in mathematical formulation
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B. Generalized Problem Formulation
The dynamic traffic grooming is formulated as an integer linear programming problem

(ILP), where the goal is to maximize the utilization efficiency of the wavelength used. This ILP

problem is expressed as
N t' ;
Maximize Y —21— 32
,;:1 C*b 'i,j .
i#j
subject to three constraints :
t',,<b', *C for V(,)j), (33)
D> b <W for VI, (34)
(i./)eB(1)
D> i <1, for YLk, (35)
(i./)eB(1)
Zb'w. <m,for Vi, (36)
J
Db, <m, for Vj, 37)

Eq. (33) is the traffic constraint and indicates that the total traffic load from (i, ;)
must be less than the total capacity. Eq. (34) and Eq. (35) are the wavelength
constraints. Eq. (34) the former expresses the bound imposed by the number of
wavelengths available while Eq. (35) ensures that no wavelength clash is allowed. Eq.
(36) and (37) are the transceiver constraints and they ensure that the number of
lightpaths from node i to node j is less than or equal to the number of transmitters and
receivers, respectively.

Since the ILP problem is NP-complete [23] and some time-consuming
optimization algorithms are not feasible to deal with dynamic traffic model, we
propose a SA-based method for optimal solution and a heuristic-based method for

suboptimal solution to solve this problem.
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iii. COMPUTATIONAL-EFFICIENT ALGORITHM FOR DYNAMIC
TRAFFIC GROOMING

A. Simulated Annealing-based Traffic Grooming Algorithm (STGA)
SA algorithm [22] is applied to obtain the optimal solution of the dynamic traffic

grooming problem. A state of the Markov chain is defined as the matrix [b;,j] which

is the distribution of the lightapths in the network for adapting SA algorithm, and its

goal is to find an optimal matrix [bl." ;] having the maximum value of the object

function. According to SA algorithm, we propose simulated annealing-based traffic
grooming algorithm (STGA). Fig. 25 shows the flowchart of STGA, which consists of
three main processes: initialization, selection and comparison, and annealing.

*  Initialization

First of all, initial temperature, 7, final temperature, 7,;,, decrement rate of
temperature, 7, the maximum number of iteration at a temperature level, L.,

should be set to appropriate values. Second, the initial matrix [bl." 1o 1s selected
randomly and it must satisfy the constraints. Besides, the STGA is insensitive to the
initial state, so choosing a reasonable [b;,_;]o in this case is enough for guaranteeing
convergence of the STGA.

*  Selection and Comparison

If [b;, i1 z[bi', 7)o, p denotes the present state, the next state [bl.',j]q will be

generated from the neighborhood of [, 1o - If the next state [b, ], 18 unreasonable,

then it will be put in the taboo list to prevent to be chosen again in following iterations,

and this makes the STGA more efficient. If the next state [bl.', ], 1s reasonable, the SA
algorithm will determine whether it accepts [b,", ], ornot according to the acceptance

function as below. The [blf’ 1, will be absolutely accepted if U, is larger than U, or it

will be accepted by probability. The acceptance function is

exp(Uq_ Ly ifU -U, <0
frU,-U,))= T cor
1 ifU,~U,>0
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where

U, = =/ b' isanentry of [b',«,‘,]k, k=porg.

*  Annealing
If the number of iteration at a temperature level reaches L, then the
temperature will decrease by the decrement rate 7 until the temperature reaches the

final temperature 7.

Initialization

Set SA parameters
(o> T 75 L)

‘ Generate a matrix as the initial state [b'; ],

[b'1,=ble
Selection and Comparison
A

Generate ( [h'i_i]p), L=[+1

Figure 25. Flowchart of the Simulated Annealing-based Traffic Grooming algorithm

B. Heuristic-based Traffic Grooming Algorithm (HTGA)

The STGA describes the dynamic model as a static model to obtain optimal
solution according to the snapshot approach. However, the computational complexity
remains unsolved. Thus, we proposed a heuristic algorithm, called a heuristic-based
traffic grooming algorithm (HTGA), to reduce the complexity. The heuristic ideas of
HTGA states are described that traffic grooming or wavelength assigned into a new
lightpath is performed for new call requests, and traffic grooming and re-arrangement
are performed when some lightpaths are under-utilized. Therefore the HTGA will

solve the ILP problem by solving the three subproblems : (a) traffic grooming
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subproblem, (b) wavelength assignments subproblem, (c) traffic rearrangement
subproblem. As shown in Fig. 4, the HTGA consists of three block diagram, traffic

grooming (TG) block, wavelength assignment (WA) block, and traffic rearrangement

(TR) block to solve the (a), (b), (c) subproblems, respectively. The three subproblems

and their solution are described in the following.

(@)

(b)

©

Traffic grooming subproblem

Since the utilization efficiency of the used wavelength increases as long as a
traffic can be groomed into the lightpaths suitably, we use TG block to looks
for a path from the present lightpaths, and considers the lowest residual
capacity first.

Wavelength assignment subproblem

This subproblem is considered how to assign a wavelength to a lightpath
suitably. Many wavelength-assignment approaches were discussed in [25] and
were found to perform similarly. Therefore, according to the results in [25],
one simple approach, first-fit (FF) [26], is selected to solve wavelength
assignment subproblem. And, the FF is used in the WA block.

Traffic rearrangement subproblem

This subproblem is considered how to rearrange a portion of lightpaths
topology suitably. In order to increase the performance of the network, we still
consider whether the present wavelengths are able to carry the traffic which is
carried by a lower utilized wavelength. The TR block is used to find the path

and to groom the traffic in it.

The flowchart of the HTGA is shown in Fig. 26. There are two trigger events in
HTGA; event 1 indicates new call arrival, and includes TG block and WA block of

block diagram, event 2 means type-4 call departure and includes TR block. Because

capacity of type-4 call is larger than the other types, the wavelength utilization may

decrease largely when type-4 calls leave.

When event 1 occurs, the HTGA will work as follows.
« Step 1.1: Check (i, j,k) of the current lightpaths.

If (i, j,k) of a lightpath which satisfies (s, d) of new call request exists and has

enough capacity, the HTGA grooms the new call into this lightpath, which is called direct
lightpath and with the largest utilization of lightpath, and go to Step 1.4. Otherwise, go to
Step 1.2.

« Step 1.2: Check complete paths.

The HTGA finds whether the complete path exists and also has enough

capacity. If it exists, the HTGA grooms the new call to this path and go to Step 1.4.

Otherwise, go to Step 1.3.
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+ Step 1.3: Check free wavelengths
If there are unused wavelengths from (s, d), the HTGA will establish the new

lightpath for the new call and go to Step 1.4. Otherwise, the new call is blocked and the
algorithm ends.

+  Step 1.4: Sort the utilization
The algorithm will decreasingly sort the utilization efficiency of the current

lightpaths according to the value of utilization of lightpaths, and then ends.

When event 2 occurs, the HTGA will work as follows.
+ Step 2.1: Check the lightpath of released call
If utilization efficiency of the lightpaths of departure call is small than 0, the
HTGA will reroute lightpaths and groom traffic onto the other ~ lightpath.  Otherwise, the
algorithm ends.

Event 2 Event 1

type-4 call new call arrival
release (s.d)
TR block |
TG block
Set the lightpaths used by released call into the table : Y e direct
MR v Wity lightpath for (s,d)
Clwami exists?
—»{ T=T+1, Select T's lightpath from the table ‘ Comnl
| | ;n;fpfete Y The complete
Tatlic th for (s,d) exist
Grooming
N
Establish the | /A4 block
he direct new lightpath Y ny free wavelengft
lightpath of the other Direct traffic and assign for (s,d) exists?
wavelength for T's grooming traffic
ightpath exists? ] N
Call block
The complete Complete
path for T's lightpath traffic
oxi roomin,
Xists? 2 2 R Sorl_
Function
N Update the
T=NUM? matrixes
! !

end

Figure 26. Flowchart of the HTGA algorithm

iv. SIMULATION RESULTS
Simulation parameters are introduced first. Then, we evaluate the performance of
HTGA and STGA in a fixed network configuration. In order to reveal the performance
of the algorithms with respects to various parameters, three kinds of scenario cases
were simulated; Scenario 1 is that the number of nodes N is varied, but the other

parameters are the same, Scenario 2 is that the mean service time 1/ is varied, but
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the other parameters are always the same, Scenario 3 is that the ratio of the
probability among difference type py is varied, but the other parameters are always the

same.

1) Simulation Parameters

The value of the parameters are listed in Table 7, respectively. In table 8, the parameters of
the STGA are computed according to [27].

Parameter Values
N 16,2432

w 20

m 10

1/ (sec) 60, 180

(PLP2P3.P4) (04,03,0.2,0.1),(0.1,0.2,0.3,0.4).

0 0.5

Table 7: The value of the parameters used in the simulation

Different simulation environment defined by The corresponding STGA parameters for difference environments
N, W, m) (Tonas Tonin Lincs;Y)
(16,20, 10) (700,10,16000,0.9)
(24,20, 10) (1000,10,24000,0.9)
(32,20, 10) (1400,10,32000,0.9)

Table 8: The value of the parameters used in STGA

2) Performance Evaluation in Fixed Network Configuration

Fig. 27 shows the utilization efficiency of the used wavelengths of the two
algorithms. The utilization efficiency of the used wavelengths in the HTGA is only
slightly less 10% than the STGA. The STGA has better performance over the HTGA
because it always finds the optimal allocation for every arrival call. Conversely, the
HTGA just arranges every arrival call from the less residual capacity without
changing the present lightpaths as could as possible, and it only rearranges traffic
when the calls with large bandwidth request leaves the network.
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Figure 27. The utilization efficiency of the used wavelengths in two algorithms
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Figure 28. Number of rearranged lightpaths per call in two algorithms

Fig. 28 illustrates two curves of the number of rearranged lightpaths for the two
algorithms. As shown in the figure, the number of rearranged lightpaths in the STGA
is larger than that in the HTGA. The reason is that, when a call is allowed to enter the
network or departures from the network, the STGA rearranges all serving calls
whereas the HTGA just rearranges parts of serving calls. However, the network has to
take more time to establish the varied lightpaths if lightpaths are rearranged frequently.
Lower number of rearranged lightpaths is preferable from the system’s point of view.
In this aspect, the HTGA is more practical than the STGA obviously.

The overall computation complexity of STGA is O(In(N*W)* y* N’ *W) and
the complexity of the HTGA is O(N”*W), where y is the number of current served
call. The STGA requires very large computation power although it can attain optimal
solution. However, the HTGA can attain acceptable system utilization close to the
STGA while its computation complexity is extremely low. Moreover, the HTGA only
has to change a small portion of lightpaths, compared to the STGA. Thus, the HTGA

effectively reduces the computation complexity without severely suffering the system
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utilization, making it more practical and implementation-feasible for the current

optical equipments.
3) Performance Evaluation in Various Network Configurations

Fig. 29 shows the results of the utilization efficiency of the used wavelengths for
Scenario 1. When number of nodes increases, the HTGA can still attain high system
utilization. In addition, the utilization curves of two algorithms reach the saturation
state at lower arrival rate as number of nodes increases. The reason is that the optical
network accommodates more service calls at the saturation state when the network

size enlarges.

0.9
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0.7

0.6

0.5

Utilization

0.4 / —6— STGA (16, 20, 10)
4/ ~ @ —HTGA (16, 20, 10)
—B— STGA (24, 20, 10)
~ M~ HTGA (24, 20, 10)
—0— STGA (32, 20, 10)
0 ~ 4 —HTGA (32, 20, 10)
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Q 20 40 60 80 100 120 140
Arrival Rate (call/sec)

Figure 29. The utilization efficiency of the used wavelengths in Scenario 1

The result of the Scenario 2 is shown in Fig. 30. As mean service time increased, the curve
of utilization efficiency reaches the saturation state at a lower arrival rate. Moreover, as mean
service time becomes larger, the utilization gap between the two algorithms widens. The reason
is that the number of serving call in the network becomes large with the same arrival rate and
also the chances of rearranged traffic decrease due to the lower trigger probability of event 2.

Fig. 31 shows the utilization efficiency of the used wavelengths of two algorithms. The
arrival rate to reach saturation in the small-call case is higher than that in the large-call case;
moreover, the utilization gap between the two algorithms in the large-call case is smaller than
that in the small-call case. The large-call case accommodates more type-4 calls so that it has a
larger total traffic load and higher chances to trig the rearrangement event. As a result, the

system performance in the large-call case is better.
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Figure 30. The utilization efficiency of the used wavelengths in Scenario 2
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Figure 31. The utilization efficiency of the used wavelengths in Scenario 3
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1IV. Comment

& Fair Scheduling Schemes for Non-Real-Time Service in EPON
Access Network

We first proposed a scheduling method that is suitable for EPON access network,
and three classes of service are considered, i.e. real-time voice, real-time video, and
non-real-time data service. For real-time service, the delay-considered scheduling is
introduced, the average delay of voice packets and is considered. And then, for
non-real-time service, the fairness-considered scheduling method is discussed. We
proposed two scheduling algorithms, Hybrid EQL-QLP and Hybrid LQF-QLP
schemes, to obtain the overall fairness which combines the fairness of packet delay
with fairness of packet blocking probability. Each scheme is combined by two basic
sub-schemes. We use a queue length threshold to be an adjusting parameter. The basic
requirement of our scheme is to maintain the delay bound of voice service and to
improve the fairness of packet delay and fairness packet blocking probability for
non-real-time data service.

Simulation results show that, by adopting proposed scheme, the average packet
delay of voice service can guaranteed and the overall fairness of data service can be
improved compare with traditional scheduling schemes, such as QLP, LQF. It also
shows that the Hybrid LQF-QLP scheme has better performance than Hybrid
EQL-QLP scheme. We conclude that the proposed scheme can not only maintain the
QoS criterion of voice service, but also support the good fairness for non-real-time
service in terms of packet delay and packet blocking probability.

We also proposed a prediction-based scheduler architecture. A moving average
method is chosen to estimate the number of arrived packets during a cycle. The results
show that the prediction error results in a slightly decreased throughput, but will
decrease the average packet delay especially in voice service. With the decreased
delay, the maximum cycle time can be extended to improve the performance of
system throughput.

In the simulation, we can see that the moving average method can not perfectly
estimate the behavior of self-similar traffic. Because the variation of self-similar
traffic is large, the predictor will over estimate frequently. However, the prediction of
real-time traffic results in an extended cycle time. When the cycle time is extended,
the system throughput can be improved more, compare with non-prediction-based
scheme. Thus, we believe the moving average is a cost-effective solution to improve

the system throughput in EPON environment.
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€ QoS-Promoted Dynamic Bandwidth Allocation (Q-DBA) for
Ethernet Passive Optical Networks

In this field, we proposed a Q-DBA method to allocate bandwidth with three
classes of packets, voice, video, and data based on the priorities from the highest to
the lowest step by step. Thus, Q-DBA sets the voice packets to be the first priority,
and the video packets’ priority is changed from the fifth priority into the third priority
when the video packets’ delay criterion will be violated at the end of next cycle. To
sustain the video dropping probability, the priority of video packets can be raised to
the second priority in further. Although data packets do not have any delay constraint,
they still should not be sacrificed. The Q-DBA also raises the priority of data packets,
which is from the sixth priority to the fourth priority when the waiting time of data
packet exceeds the waiting bound. It can avoid the data packets from being in the
starvation condition. Furthermore, the bandwidth of the fiber link is totally allocated
to make the system fully utilized.

The simulation results show that the Q-DBA has a better performance than
DBAM and the QoS of voice packets are also fully guaranteed. The delay time of
video packets is almost below the video delay criterion and the dropping probability
of video packets is also guaranteed. Besides, the data packets are transmitted without
being in the starvation condition. Above that, the Q-DBA can support most of the
system load without violating the QoS requirements. In addition, with the
development of WDM, the proposed Q-DBA method may be adapted to manage the

resource in the EPONSs, and customers can get the most benefits.

¢ Computation-Efficient  Algorithms for Dynamic Traffic
Grooming in Metro-Access Ring Network

In this field, we want to solve the problem of dynamic traffic grooming and
wavelength assignment in metro-access ring network. The goal is to effectively
maximize the utilization efficiency of the wavelength used and reduce the new call
blocking rate. We present the ILP formulation for the problem. In order to solve this
problem, we propose STGA algorithm to obtain the optimal solution. However, the
STGA algorithm is infeasible due to its computation complexity. Alternatively, we
propose a heuristic algorithm-based HTGA algorithm. Although the HTGA algorithm
is a suboptimal solution, the computation complexity of the HTGA is much lower
than that of the STGA.

From the simulation comparisons between the two algorithms in the same
environment, we can summarize the pros and cons of the STGA and HTGA algorithm.

For STGA algorithm, the advantage is that it can attain an optimal solution while the
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disadvantage is that the computation complexity and the number of rearranged
lightpaths are large. On the other hand, for HTGA algorithm, the advantage is that the
computation complexity and the number of rearranged lightpaths are small while the
disadvantage is that it just can obtain sub-optimal solution. However, the disadvantage
of the HTGA algorithm is accepted because the gap of the throughput utilization is
just less than 10%. Therefore, the HTGA algorithm is a feasible and attractive
algorithm.

Besides, another advantage of the HTGA can be observed in various
environments. Simulation results show that the throughput gap between the two
algorithms is no more than 10% in all the three Scenarios. Thus, we can conclude that
the performance of the HTGA algorithm does not deteriorate substantially in various
network configurations, including different network size, mean service time, and
probability of new call request type. Therefore, the results demonstrate once again the
superiority of the HTGA algorithm.

According to the research results during latest three years, we believe that there is
close relationship between the research issues and the original projects. The research
results have carried out the project taget we expected. In the field of the design of
dynamic bandwidth allocation on EPON, we proposed two schemes, Hybrid
EQL-QLP and Hybrid LQF-QLP schemes, and a predictor to improve the fairness of
non-real time traffic. From the simulation result, we can find that our algorithm is
better. Also, we design a QoS-Promoted dymanic bandwidth allocation (Q-DBA) to
guarantee the requiredment of the different traffic classes. Also, simulation results
prove our method is better than DBAM. Therefor, we can provide an over all solution
to deal with the problem of the dymanic bandwidth allocation on EPON with
considering the fairness of non-real time traffic and guaranteeing the QoS.

In this field of traffic grooming, we discuss the dymanic traffic grooming under
the nonuniform traffic. This problem has not discussed before. Integer linear problem
(ILP) methodology is applied to formulate for this problem. Also, we modified a
smart method, annealing method, to solve ILP, annealing-based traffic grooming.
However, the complexity is very much. We also design another method,
heuristic-based traffic grooming. The scheme provides the better performance than the
front scheme. For the access-metro ring network, if you want to achieve the highest
bandwidth ultilization, you can use the annealing-based traffic grooming scheme.
However, if you want to reduce the dropping and also improve the bandwidth
ultilization, you should use heuristic-based traffic grooming scheme. Therefor, we
provide two schemes to solve the problem of the dymanic traffic grooming under the

nonuniform traffic. Also, you can use one of them under the different requirements.
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