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PREC R

We propose to study three topics that are closely related to the quantum
information research and nanostructure physics. It is well known that the generation
of pure and maximum entangled states is the most fundamental basis in quantum
information researches. In the research of the transport of quantum information, the
handling of quantum information is one of the important works. In such work, the
maximum entangled state is required to transport between quantum channels. There
are many ways to generate the entangled states, e.g. a double-quantum-dot system
embedded inside a microcavity can be one of the favorable choices. Besides, a
gate-controlled double-quantum-dots can produce remote spin entangled states via
Kondo effect (RKKY interaction). To manifest this variety of entanglement
generation, we thus propose different topics that can study how to generate and
observe the entangled states. Actually, three topics will be simultaneously stuied in
three years:

(1). The superadiance phenomena of the excitons in CdSe/ZnS quantum dot
and the generation and purification mechanisms of entanglement. In this topic, we
will develop a simpler technique to form a few CdSe/ZnS quantum system. The
quantum dots are fabricated by chemical method in some chemical solution. We
proposed to employ the optical tweezers to pick up the quantum dots and locate
them on some desired sites so that we may form a very few quantum dot system to
observe the superradiance effect. Using this technique one might observe the
inter-dot distance dependence of the decay rates and the frequency shift. Besides, a
time evolution operation will be constructed and a Zeno-like measurement will be
performed to establish a pure and maximum entanglement state in a double
quantum-dot-like quantum well system.

(2). The orientation states of two coupled polar molecules controlled by laser
pulses will be studied theoretically. The period of a series of periodically applied

laser pulse will be applied. Schmidt decomposition will be used to measure the



degree of the entanglement. We will also study how to enhance the entanglement.
(3). The spin flip transport based on the Anderson model in non-equilibrium

situation will be studied. The effect of the spin flip on the conductance will be

studied. The feasibility of read-out the qubit formed by nuclear spin via the electric

measurement of Kondo effect will be also studied.

Our original proposal has been finished. The results have been published.
The total publications during 2005-2006 includes 5 papers in Phys. Rev.B, and
many articals published in other journals such as : Solid state comm.. J. of Applied
physics, New Journal of Physics, Phys. Lett. Appl. Surf. Science and J. of Phys.B
and J.of phys. D and nanotechnology,.. etc. Some experimental results have been
reported in the conferences inside or outside the country and are submitting for

publishing or are under reviewing now.

Keyword: Cavity Quantum electrodynamics, superradiance, quantum dot, quantum
ring, quantum transport, spin current, spin-orbit interaction, nanomechanical
Oscillation, guantum entanglement, teleportation, reservoir induced entanglement,

shot noise, Zeno effect.
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Anderson model with spin-flip-associated tunneling

Kao-Chin Lin and Der-San Chuu
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(Received 3 March 2005; revised manuscript received 11 July 2005; published 9 September 2005)

The spin-flip-associated transport through a quantum dot based on the Anderson model in equilibrium and
nonequilibrium situations is studied. It is found that electrons are scattered due to the spin-flip effect via the
normal and the Kondo channels. Our results show that the conductance is suppressed due to the spin-flip effect,
and the suppression due to the spin-flip scattering via the Kondo channel is stronger for temperatures below the

Kondo temperature.

DOI: 10.1103/PhysRevB.72.125314

I. INTRODUCTION

Recently, much theoretical and experimental research re-
lated to electron spin has been done. Owing to the progress
in nanofabrication and microelectronic techniques, devices
based on the electron spin, such as spin memory,' spin
transistor,> and electron-spin-based quantum computers,>*
may be realized very soon. These devices are related to the
spin-polarization orientation or spin-flip effect. Usually, the
spin-flip effect occurs in scattering processes. The scattering
processes may be caused by magnetic impurities, magnons,
or domain walls at the interface or electrode,’ or may be due
to interactions with phonons® or the photon field.” In addition
to scattering processes, spin flip may occur when the electron
is transported between different spin-state regions. One of
the instances is that the electron is transported between the
Rashba quantum dot and the ferromagnetic lead. The Rashba
effect can be observed in InAs semiconductors. The eigen-
state of the Rashba Hamiltonian is a superposition of the spin
states |1} and |]), i.e., |£)=(1/12)(e?|1)£e™02| | )4 It is
known that the off-diagonal terms of the tunneling amplitude
matrix and coupling constant are nonzero and spin-flip-
associated tunneling appears in the system.® A sketch of the
spin-flip-associated tunneling through a quantum system is
shown in Fig. 1.

The spin-flip-associated tunneling effect might cause
some special behaviors in the electric properties of the ma-
terial. The intradot spin-flip effect was found to shift the
resonant energy €, of the quantum dot to €,+R, where R is
the spin-flip scattering amplitude.® Sergueev et al.® studied
the spin-flip-associated tunneling through a quantum dot and
described the spin-valve effect. The spin-valve effect caused
by the transport between different spin states shows that the
resistance depends on the direction (parallel or antiparallel)
of the magnetization of two ferromagnetic metals.®”'?> Zhu
and Balatsky studied the spin-flip-associated tunneling
through a local nuclear spin precessing in a magnetic field to
simulate the conductance oscillation observed in STM
experiments.'3 They included the off-diagonal process and
concluded that the conductance of the system can be obvi-
ously modified. Guinea pointed out that elastic spin-flip ef-
fects give rise to a temperature-independent reduction of the
magnetoresistance while inelastic spin-flip processes give
rise to temperature-dependent non-Ohmic effects and varia-
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tion of the conductance.’ As mentioned above, the spin-flip
effect is important in the study of spin electronic devices and
thus is worth exploring.

In spin-based devices such as a spin-based quantum com-
puter, which may be operated at low temperature, the corre-
lation between the electron in the quantum dot and the con-
duction electrons in the reservoir is important because the
correlation will cause a peak of the density of states in the
vicinity of the Fermi level for temperature 7< Ty, where Ty
is the Kondo temperature. The Anderson impurity model,
which describes the correlation due to on-site Coulomb in-
teraction and the direct tunneling between the conduction
band and the local spin state in the magnetic impurity, is also
employed to describe the quantum dot (QD) system.!'* The
correlation interaction causes a sharp peak in the vicinity of
the Fermi level for temperatures below Tk. The electron in
the impurity may tunnel out of the impurity site to occupy a
“virtual state,” and then be replaced by an electron from the
metal.'>!¢ This process can effectively “flip” the spin of the
impurity. Schrieffer and Wolff have shown that, in the limit
of strong on-site Coulomb interaction, the Anderson impurity
model is equivalent to the s-d model when the impurity level
€ is well below the Fermi level and the Kondo effect is
obtained in this limit.'” In the original Anderson impurity
model, the electron spin does not flip during the process of
tunneling between the impurity and the electron reservoir. In
this work, we consider that the electron spin flips during the
tunneling process, i.e., the spin-flip-associated coupling con-
stant T97=27%, ; oc1 2V, 5.52Vk 5,00 @ €qg) Where of(s) is
the spin state of the electron in the QD (lead) and o # o is
included in our study. The effects on the density of states and
the conductance of the quantum dot system versus the
strength of the spin-flip coupling will be discussed. Com-
pared to the original Anderson model, the spin-flip-
associated tunneling effect is expected to contribute addi-
tional self-energy which may modify the local density of
state (LDOS), or the diagonal part of the spectral function
-2 Im G/ . The conductance depends strongly on the profile
of the diagonal part of the spectral function -2 Im G/ and
the off-diagonal part of the spectral function —21Im G% ,
which may change sign in the vicinity of the peak position of
the LDOS. Therefore, the off-diagonal spectral function is
expected to modify the conductance. In other words, the con-
ductance may be modified by spin-flip-associated tunneling.

©2005 The American Physical Society
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FIG. 1. The schematic plot of the system considered in this
work. The spin-flip-associated tunneling is (a) originated by the
impurity scattering and (b) due to the tunneling between the differ-
ent spin states.

Instead of studying the mechanism of the spin-flip effect, we
will study the spin-flip effect in a phenomenological way.
The tunneling coupling constant will be assumed the same as
that proposed in Ref. 13.

II. MODEL AND FORMALISM

The Hamiltonian of the system considered in this work
can be written as

Hd = E Eod:rrd(r + Un(rnﬁ'»

(o8

Gao‘ Gtﬂ? _ _G?ro' 0 + Gg'o'
Gow Goz] | 0 Go] | 0 Gy

é?ﬁz E'U'GO'O'

where the self-energy 3, is caused by tunneling without an
associated spin flip and the self-energy X, is caused by
spin-flip-associated tunneling. X, flips spin o to spin & dur-
ing the electron transport between the lead and the dot. G
is the free-particle Green’s function and é?mz(w—eo
-3,,)"! is the Green’s function of the electron in the QD
with the spin state o perturbed by the tunneling effect. The
detailed derivation of Eq. (2) is shown in Appendix A.

If the intradot Coulomb interaction is included, the Kondo
effect occurs when T<Ty. There are many approaches to
solve the problem, such as the noncrossing-approximation

[ [(Gg'o' - Etm'_ 20’6'6;

PHYSICAL REVIEW B 72, 125314 (2005)

— T
HC - E ekasckasckas,
koS
ael,R

Hi= S Vg, Visocl do ()

kos.o

where dj;(dg) is the creation (annihilation) operator of the
electron with spin state o in the dot, and ¢} J(cr 5) is the
creation (annihilation) operator of an electron ‘With momen-
tum k and spin state s in the a lead (where a € L,R). Note
that the spin states s and o are not necessary in the same
eigenstate, for example, the spin state o in the QD may be
the eigenstate of the Rashba state and the spin state s in the
lead may be the pure spin-up or spin-down state. The energy
€ s is the single-particle energy of the conduction electron in
the « lead. U is the intradot Coulomb interaction. The elec-
tron tunneling between the lead and dot can be described by
the tunneling matrix Vi 5.0 As shown in Ref. 13, the cou-
pling constant between the QD and the lead can be expressed
by F‘Z”z2772,%0[EL’RVZQS,ﬁVkax,(,ﬁ(w—ekm). The spin-flip
coupling constant is set to be symmetric for the state o(&)
flipped into the state (o), i.e., [77=I7"=T*. And the nor-
mal coupling constant I'07=272; .. L!RVZas’(,Vk SO
— €44s) 1s assumed to be spin independent, i.e., ['77=I"7°
=I". In this paper, we use the notation & to stand for the spin
being not equal to o while ¢’ is equal or not equal to o.

The Green’s function G corresponding to the spin-flip-
associated tunneling effect of the noninteracting system can
be written as

20'0' 20'5' Go’o’ GO'E'
350 257 || Gaw Gas

626'0' -

é?raz (IE'G oo

o ~ ) ()
[(GE&) - 26’6'_ 26‘0'G0'020'6'] !

approach,'®!! the equation of motion (EOM) method,'°-2>10
or the renormalization group method.'>?%23 The equation of
motion method will be used to solve the Green’s function of
the interaction system in this work. In the processes of the
EOM, the two-particle correlation function (or Green’s func-
tion) arises from the two-particle on-site Coulomb interac-
tion and needs to be decoupled. The accuracy of the EOM
method depends on the decoupling scheme. One of the com-
pact ways to decouple the two-particle correlation function
to the single-particle correlation function is the decoupling
scheme introduced by Lacroix for high temperature
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(i.e., T=Tg). The high-temperature Lacroix decoupling ap-
proximation at low temperatures (7T<<T¥) gives only a quali-
tative solution and is quantitatively correct at high tempera-
tures (7= T).>*° The EOM and Lacroix’s high-temperature
decoupling scheme are popularly adopted by many authors.
In this work, we will use the high-temperature Lacroix de-

oo )|

where GWrE(—i)<T{dmd;}> and G,

corresponding to particle-particle interaction (Coulomb interactio
we obtain

I

2
2

(a) - E(T)Gg'g' (w - Eo—)Goﬁ'

(0-€5)G55 (0-€5)G55

10
01

(0-€&-U)GY) (0-€-U)Gy _[<n5> 0 1 s
(0-e- UG (0-e-062 | 7L 0wyl 2

+2
k.S

R

a

In general there are four one-particle Green’s functions (G,

Gy G, and G55) and four two-particle Green’s functions

G2, 6%, G?, and G(_ZZ) in our system. In contrast with Eq.
oo oo oo oo

(3), the equation of the Green’s function G@ can be assumed

as

(0= €,~ U)G2) (0-€,~U)Goy

[ Viasol= (T o di})
o | Veas o= D(T{c}, dod i)
[V o= Tl i)
| Vis.ol= Tcy dids.dl})
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coupling approximation to decouple the two-particle Green’s
function.

Consider the spin-flip-associated tunneling effect where
the intradot particle-particle interaction is assumed to be the
Coulomb interaction. By using the method of the equation of
motion in the Green’s function G, one obtains

ez &) &]

Tn Ts
oo 2 oo

Ts Tn
ago 2 a0

G(Z)

oo

G2

oo

G(z)
(2)
Gﬁa'

Ga’a’ GU&

3
Gsr Gas )

(—i)(T{don&,dZ,}). The Green’s function Gf()r, is the two-particle Green’s function

n) and is related to the Kondo effect. Using the EOM in G,

|

(4)

Viaso= {T{e, dididl}y Vi, o(— )T, didy.d)
Veans= ITlew didpdl}) Vig o= iXTley did,dld)
Viasol = INTLe] dodndl}) |
Vias o= IXT{c] dadyd}) |
Vi o= Ty ydbd dl}) |
Vias.ol— Ty odiddl}) |

In order to simplify the problem, we consider the infinite-U
limit. Under the infinite-U limit, the off-diagonal term of Y@
can be ignored (the detailed derivation will be given in Ap-
pendix B). Equation (5) can be rewritten as

G ]

oo

()
Gz

0(2)
8oo (N3 0
[(w—ea—U)Gf—,Z(i (w—ea—U)Ggri:| = { WO v 0(2)< )
n
(nz) 0 X2 X2 Goy Gos 02)(x(2) o ?2) 02)(y(2) )
= v + 7T i 77 77 g(ra' (Xo'a'G0'0'+ X()-E-GE'O') go’a’ (XU'E'G5'6'+X0'0'GO'6')
0 (ny) X5 Xok || Gar Gos 0042 @) 02)( 5@ @)
o o 855 (X517G00'+X(7(7G5'0) 855 (X&(7G05'+X5-&G5'5')
Y(Z) Y\ G(z) G )
+ |: 272(; :Tzl; 272(; Z)T ) (5)  where g?,((f)E (w—€,~Y,,—U)"! and gg(&z)z(w—e&— Y55
Yo Y55 1| Goo GOis —U)~!. Substituting G into G, one obtains
|
(0= €,)Gyy (0= €)Gos | | 1+Ughdng) 0 S+ UgPX? 31+ Ugs?X0 [ Gy Gos
= +
((x) - EE)G(T'O' ((1) - E&)Gl}(} 0 1+ Ug(()—r((—z)<n(,> zg(r+ Ug(;,((—]z_)Xg())_ §l7.+ Ug%((—f)ng, G(T'U’ G(}E’
| 1+ U 0 | [GW Gm—,]
0 I+ Ug(é(;)(na) S 3 | Gae Gos |

Under the infinite-U limit, Ug’® ~—1 and 3/'=37-X®. Comparing to Eq. (2) (after some algebra), one obtains
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{Go(r GO’U‘:| (1 - <n(7>)[(6?)'0')_1 - 2:{;62’_ g')([)' - 62’ Z{%’Gﬁ'&

Gzr Gs5 =0 s tot
oo oo G(?ﬁzﬁ'oGO'O'

In Eq. (6) 53(;5(“’_ €,—2"")7! and 5g&E(w—65—Eg-,)_l.
Comparing é?m with Eq. (3) in Ref. 20,
1 —(nz

Gyp= , 7
w_err_EO(r_zl(r ( )

which is the Green’s function corresponding to the original

Anderson model. Now set X®@=-3,, _ GV is the same as the
Green’s function corresponding to the original Anderson
Hamiltonian except for the factor (1—(n5)). G° can be re-
garded as the Green’s function of the quasiparticle of the
Anderson Hamiltonian without the spin-flip effect. Now, the
remaining problem is to obtain X® and Y®. The detailed
derivation and results are presented in Appendix B.

The form of our result [Eq. (6)] is the same as Eq. (2)
except for the self-energy X® which is related to the Kondo
effect. The physical picture of the Green’s function [Eq. (6)]

can be interpreted as follows. G is the Green’s function
corresponding to the Anderson Hamiltonian without the spin-
flip effect, i.e., it is the form of the Green’s function as
shown in Eq. (3) of Ref. 20. G, in Eq. (6), for example,
represents the corresponding o-state quasiparticle of the
Anderson Hamiltonian, which is scattered between the o and

n 0505250 39 contains
two terms: the self-energy 27 corresponding to the scatter-

7 states and causes the self-energy St GO s ot

ing via the normal channel and the self-energy Xf_rz; corre-
sponding to the scattering via the Kondo channel. The
normal-channel scattering is energy and temperature inde-
pendent. Since the Kondo effect is strongly dependent on the
temperature and causes a Kondo resonant peak in the vicinity
of the Fermi level of the lead, the Kondo-channel scattering
is strongly dependent on the temperature and dominates the
scattering with energy in the vicinity of the Fermi energy of
the lead.

Since the transport problem in a quantum dot system may
be a nonequilibrium problem, we will employ the nonequi-
librium Green’s function method and the transport equation
developed by Wingreen et al. to calculate the particle number
and conductance.”> To evaluate Eq. (6) numerically, one
must determine the particle number (n,) and the expectation
value <d2d{;) by a self-consistent method. In order to calcu-
late the expectation values (n,) and {(d'd), the correspond-
ing lesser Green’s functions G, and G, must be
solved first, (npy=—i[(de/2m)G;, and (d d;)
=—i[(de/2m)G>,. In this work, we use the method proposed
by Sun and Guo which is able to solve the lesser Green’s
function, of the interacting system exactly for the steady-
state problem.?* The detailed derivation processes are shown
in Appendix C.

1.e.,

PHYSICAL REVIEW B 72, 125314 (2005)

— NQ_ -1 _ t_0l~0 tot -1 (6)
(1= N(Gop) ™ = 250G g 2ir]

III. RESULTS AND DISCUSSION

In the following discussion, all energy scales are normal-
ized to the normal-tunneling coupling constant I =1. The
resonant energy of the quantum dot is set as €y=—5. The
Fermi level of the lead Ej is set to be zero for the equilib-
rium situation. The temperature is normalized to the Kondo
temperature Ty, which is calculated by the exact expression
obtained by Haldane, Ty~ (DT)"?exp[m(ey—Ef)/(2I)]
~0.004,% with the half-width D=100 and T'=T"} +T'}.

Since the high temperature Lacroix decoupling approxi-
mation at low temperatures (7T<<Tx) gives only a qualitative
solution and is quantitatively correct at high temperatures
(T>Tg), we consider the situation with the temperature near
the Kondo temperature, i.e., T=10Ty, 1Tk, and 0.1Ty, and
the normal limit 7=100T%, for which the Kondo effect can
be ignored for comparison.?’” The spectral function A, (w)
=-21Im G;,g (or local density of states when ¢’ =0) in the
equilibrium situation is calculated in terms of the strength of
spin-flip-associated tunneling, which is described by the
spin-flip coupling constant I'*. As in the previous discussion,
the quasiparticle of the Anderson Hamiltonian is scattered by
the normal and the Kondo channels. The self-energy %7 due
to normal-channel scattering is independent of the energy
and the temperature; thus the electron can be scattered by the
normal channel at arbitrary energy and temperature. In con-
trast to the normal channel, the Kondo-effect channel is en-
ergy dependent and the strength increases logarithmically in
the vicinity of the Fermi level when 7T< Ty. Thus, the self-
energy corresponding to the Kondo channel X is sensitive
to temperature and energy. It can be expected that the Kondo
channel dominates the scattering due to spin-flip-associated
tunneling in the vicinity of the Fermi level when 7'<T. The
normal-channel scattering dominates the spin-flip effect for
electrons with energies far away from the Fermi level or T
>Tg. As shown in Fig. 2, the LDOS in the region far away
from the Fermi level is temperature independent. It implies
that an electron with energy far away from the Fermi level is
mainly scattered by the normal channel. Figure 3 shows a
detailed plot of the LDOS with energy in the vicinity of the
Fermi level. The spectral functions for T=100TY, i.e., the
normal case, are shown in Figs. 3(a) and 3(b) (dashed lines).
The spin-flip scattering via the normal channel affects the
diagonal part of the spectrum function A, (or LDOS) very
slightly for the case of T=100Tk (normal limit). But the
dependence of the off-diagonal spectrum function A;, on
spin-flip scattering via the classical channel is stronger than
for A,,. When the temperature is decreased to the order of
the Kondo temperature (T=10Tk and 1T in our case), the
Kondo effect becomes obvious and the Kondo resonance
peak grows logarithmically. As Figs. 3(a) and 3(b) (solid
line) and Figs. 3(c) and 3(d) show, it is obvious that the
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FIG. 2. (Color) The plot of spectral function as a function of w with temperature T=10T, 1Tk, and T=0.1T.

LDOS with energy near the Fermi level is strongly depen-
dent on temperature when the temperature is close to the
Kondo temperature. Therefore, it implies that the scattering
in the region near the Fermi level is dominated by the Kondo
channel. When the temperature is below the Kondo tempera-
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ture (T=0.1Tk in our case), the scattering via the Kondo
channel is prominent. As shown in Figs. 3(e) and 3(f), there
are two major effects due to the spin-flip-associated tunnel-
ing via the Kondo channel. The amplitude of the Kondo
resonance peak is increased as I is increased, i.e., the
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FIG. 3. (Color) The detailed plot of the spectral function in the vicinity of the Fermi level as a function of w. T=(a)1007Tk and 107,

(b) 1Tk, and (c) 0.1Tk

with various I' /T,
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Kondo resonance peak is enhanced by the spin-flip-
associated tunneling effect. In addition to the increasing of
the peak height, the spin-flip tunneling also causes a blue-
shift of the Kondo resonance. These effects become stronger
as the temperature is decreased. Note that the enhancement

and shift of the Kondo resonance peak due to spin-flip-
associated tunneling will affect the conductance. Since the
off-diagonal Green’s function is Gz,= GSVE;;GW, the pro-
file of the off-diagonal spectral function A, is similar to that
of the diagonal spectral function A, but with opposite sign.
It is worth noting that for the case of T= Ty, the decrease (to
more negative values) of A, is faster than the increase of
A, This phenomenon is the main reason for suppression of
the conductance for 7= Tk.

The conductance g for the equilibrium case is calculated
by Eq. (3) of Ref. 13. For the equilibrium situation, the cur-
rent is contributed by the electrons with energy near the
Fermi level of the leads. Thus, the equilibrium conductance
reflects the properties of the Kondo resonance peak with en-
ergy in the vicinity of the Fermi level of the leads. Figure 4
shows the equilibrium conductance versus the spin-flip cou-
pling constant I'*. One can find that for I'*=0, the total con-
ductance gy, is increased as the temperature is decreased,
since the Kondo resonance peak is enhanced as the tempera-
ture is decreased. For the case of 7=100TY, the Kondo effect
can be ignored and the scattering is dominated by the normal
channel. As in previous discussion, the decrease of A, is
faster than the increase of A, as [¥ is increased; hence the
total conductance g;, is dominated by the off-diagonal part
conductance g¢ - and decreased as I'"* is increased. For the
cases of T=10Tk and 1.0T the Kondo effect appears; how-
ever, it is not obvious. One can find that g  is increased
slightly as I' is increased for I >0.31""(0.11""). This phe-
nomenon reflects the enhancement of the Kondo resonance
peak due to the spin-flip effect via the Kondo channel as
discussed previously. Similar to the case of T=100T, the
total conductance is dominated by the off-diagonal conduc-
tance and decreased as I is increased. For the case of T
=0.1Tk, the effect due to spin-flip scattering via the Kondo

channel becomes more prominent. The diagonal part g
contains peak-enhancement and peak-shift effects due to
spin-flip via the Kondo channel. For I*<0.48, the peak-
enhancement effect is dominant and g  increases as I is
increased. For I'*>0.48, the peak-shift effect is dominant
and thus the peak height is shifted out of the vicinity of the
Fermi level of the leads, and thus there are fewer electrons
contributing to the conductance; hence g¢  is decreased. The
profile of the off-diagonal spectral function Az, is similar to
that of A, except with the opposite sign; thus the behavior
of the off-diagonal part of the conductance is similar to the
diagonal part except for the sign. For 7=0.1T the total con-
ductance is dominated by g¢ . In the region dominated by
the peak-enhancement effect, i.e., I'*<<0.48, the total con-
ductance is slightly increased as I' is increased. In the region
dominated by the peak-shift effect, the total conductance de-
creases as I'* is increased. Note that the conductance is sup-
pressed rapidly for the case of T=0.1Tx when I*>0.48. The
rapid decrease of conductance is caused by the peak-shift
effect due to spin-flip scattering.

For the nonequilibrium case, a quantum dot connected to
two leads with different Fermi levels is studied. The Fermi
levels of leads are set to be zero when the bias voltage is
zero. When the bias voltage V,,,, is applied, the Fermi levels
of the leads are E’;:—mes/ 2 and Eé:meS/ 2. The nonequi-
librium differential conductance is defined as g°=AJ/AV,,,,
where the current J is calculated by the method of Ref. 25.
The nonequilibrium differential conductance is shown in Fig.
5. Since the applied bias is symmetry, the conductance is
symmetry for Vy,;,,>0 and V,;,,<0, as shown in Figs. 5(a)
and 5(b). Following the same reasoning, the nonequilibrium
differential conductance is decreased as I, is increased for
the cases of T=Ty. In the region |V,;,|>0.25 the conduc-
tance is temperature insensitive. It implies that the nonequi-
librium differential conductance for |V,;,|>0.25 is domi-
nated by the scattering via the normal channel, the behavior
of the differential conductance is similar to the equilibrium
case for T> Ty. Hence, for |V,,;,| >0.25, the differential con-
ductance is decreased as I is increased. In the region with
energy near the Fermi level, i.e., |V, <0.25, the Kondo
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FIG. 5. (Color) (a) The differential conductance versus bias
voltage with various I}, /I"" for different temperature. (b) A detailed
plot of (a) with energy almost equal to zero bias voltage.

effect is more important when 7<<T,. This is because the
Kondo effect influences the LDOS only when the electron
energy is near the Fermi level. The nonequilibrium differen-
tial conductance is influenced strongly by the Kondo effect
when the bias voltage |V,;,|~0 for T<T,. Figure 5(b)
shows a detailed plot of the nonequilibrium differential con-
ductance with bias voltage |V, <0.05. The variation of the
conductance for |V;,|~0 is similar to the case of |Vl
>0 when T> T}, (the dotted line in Fig. 5) and the scattering
is via the normal channel. As the temperature is decreased to
T~ T, the influence due to the Kondo effect becomes im-
portant and the Kondo resonance peak is prominent. Hence,
the conductance is larger than the one for 7> T,. For T=T;
(the dashed line in Fig. 5), the quantity of conductance sup-
pression due to the spin-flip-associated tunneling is similar to
that in the large-bias-voltage region. The suppression of con-
ductance is due to the decrease of g¢ _ as I' is increased. The
prominence of the conductance reflects the prominent Kondo
resonance peak of the LDOS. When T<T; (the solid line in
Fig. 5), the influence of the peak shift of the Kondo reso-
nance becomes important. As in the case of equilibrium, the
g5 s strongly suppressed by the shift of the Kondo reso-
nance peak when I’ is large. As a result, the total conduc-
tance is suppressed rapidly when I'*> 0.4 and causes a valley
when ¥=0.6. Figures 6(a) and 6(b) show the spectral func-
tion for T=0.1Tx and V,;,,=1073. One can find that the
LDOS within the Fermi level of the leads is increased as I'
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FIG. 6. (Color) (a) The nonequilibrium diagonal and (b) off-
diagonal spectral functions for the case of V=107 and T
=0.1Tk with various I" /T".

is increased when I'* <0.6. This explains why the differential
conductance is increased as I is increased when 1 <<0.6
and T=0.1Tk in the vicinity of V,;,=0. For I'*=0.6, the
peak-shift effect shifts the peak height out of the region be-
tween the Fermi level of the leads and the total LDOS within
the Fermi level of the leads is smaller than the LDOS for
I*<0.6. Hence, the differential conductance appears slightly
when V,,;,,~0 for T=0.1Tk and I*=0.6. This tip of the con-
ductance occurs when 7T<T, in the vicinity of the Fermi
level of the leads, therefore, this phenomenon mainly origi-
nates from the scattering via the Kondo channel.

IV. SUMMARY

In summary, we study the spin-flip-associated tunneling in
the Anderson model. The total effect can be interpreted as
follows. As Eq. (6) shows, the quasiparticle described by the
Anderson Hamiltonian is scattered via the normal and the
Kondo channels. The normal channel dominates the scatter-
ing of the electrons with energy far away from the Fermi
level of the lead. The electrons with energy near the Fermi
level of the leads are mainly scattered by the Kondo channel
when T<T). Note that only the infinite-U limit approxima-
tion is used in Eq. (6), i.e., Eq. (6) is a general form for the
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Anderson model with spin-flip-associated tunneling in the
infinite-U limit and does not relate to the decoupling method.
The spin-flip-associated tunneling via the Kondo channel
causes two main effects. One is the enhancement of the
Kondo resonance peak; the other is the blueshift of the
Kondo resonance peak. When the temperature 7=107y and
1.0T%, the Kondo resonance peak is obviously enhanced by
spin-flip-associated tunneling effect, but the blueshift of the
Kondo resonance peak is not obvious. This effect is reflected
in the conductance. The enhancement of the Kondo resonant
peak causes an increase of the diagonal part of the conduc-
tance g, and decreases the off-diagonal part of the conduc-
tance gz, (to more negative values). Since the decrease of
the off-diagonal part of the conductance is stronger than the
increase of the diagonal part of the conductance; as a result
the total conductance is suppressed by spin-flip-associated
tunneling. The conductance due to off-diagonal processes is
negative and cannot be neglected. As the temperature gets
lower, the blueshift of the Kondo resonance peak becomes
important. When 7'< T} and the spin-flip-associated coupling
constant I'; is large enough, the blueshift of the Kondo reso-
nance peak will cause a strong suppression of the diagonal
part of the conductance and the total conductance is sup-
pressed rapidly. The conductance suppression due to the shift
of the Kondo resonance peak is ascribed to the Kondo chan-
nel mainly, since the effect occurs as T<<Tk. The high-

G(m’ GU(T’ Gg'a 0 Gg'o 0
= +
Gso Gsz 0 G2 0 G2

{G((;'(TEO'(TG +G00'20'0' oo
+
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temperature Lacroix decoupling approximation is used to de-
couple the two-particle correlation function (or Green’s
function). Our result is quantitatively correct when 7> Tk.
The Kondo resonance peak is slightly enhanced and blue-
shifted as 7= Tx. On the contrary, the Kondo resonance peak
is enhanced prominently and blueshifted obviously in the
case of T=0.1T,. Although the decoupling approximation
only gives a qualitative result for 7<<Tk, the conductance
can be suppressed strongly by the spin-flip-associated tunnel-
ing effect for T<<Tk.
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APPENDIX A

First, we derive the general form of the Green’s function
for the spin-flip system. Assume that the lowest-order self-
energies corresponding to the non-spin-flip transition pro-
cesses o— o and ¢— & (the diagonal terms) are 2, and
3. oo And the lowest-order self-energies corresponding to the
spin-flip transition processes ¢— o and o— & (the diagonal
terms) are 3,5 and 3;,. The typical Dyson equation can be
expressed as

2'(m’ Elr(_f Ga’(r G(T(7' GS’O’ 0
S50 235 Gow Goz] | 0 Ggs

(0)'(TZU'(TG +G0(720'0' 0'0']

Al
G3250Gos+ G37250Gss Gor2ieGort Gorde5Gan (A1
The off-diagonal terms can be rewritten as Goz3=G%, > ,5Goy and Gg,= 63_02&0@,0 where G =[(G%,)'-3,,]" and égv
= [(GS_U)‘I—EW]‘I. Substitute these expressions for G,z and G, into the diagonal term, Eq. (8) becomes
|:G0'a- Go‘o:| [(G?nr)_l_ 2 Gogzzm' - __GOOEO'O' oo ( )
_ . A2
G&{r Gﬁ-& GgﬁzﬁaG(ra [(G?—ﬁ)_l - 265- - EEUG?razoﬁ' -l
|
Equation (9) is the same as Egs. (5a) and (5b) in Ref. 13 <T{c}£ (e ,(;)dU(;),dj'r(;')D
exactly. L
= 5ka,kB5€,s’f(6kax)<T{do-(t)adZ(t,)}>a
APPENDIX B
In order to solve Eq. (4), one has to decouple the two 4 .
correlation functions (T{c; dids,di by, (T{c] sd(,d(,,df}> and <T{C"a5(t)ckﬁs'(t)d”(t)’d‘f(t )
(T{cy Xd dg,d b, etc. The decoupling scheme proposed by :(T{ckas(t)ckﬁs,,(t)d}(t),dj}(t’)})=0 (B1)

Lacroix in the high-temperature limit
(T{ci, (e o (0d5(0).di(1")})
= 5ka,k35s,s’f(ekas)<T{d6'(t)»dj;-(t’)}>,

is used. For example, consider the term <ckdydj;d(,,dj,> of Eq.
(4). Using the EOM method, and Lacroix’s high-temperature
decoupling approximation, one obtains
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((1) — €qs— €t E&)<T{Ckasdj7dm djr}>
=V, o\ Tid,d}d,. d;}> + Vi o o Tidydld . d})

E qa,s 0'<T{Ck s d df}>

== <d5-d(r>vk s,a'(i)Ga'o'+ Vk S,E'(i)(Gov - Ggg')

2 a,s zr<cka,s 4,5 >(1)G0'0'5ka,sq 75 (Bz)
qa

thus

- E Vias.o= Dier dyddl)

*
kas o’ kas,o

- <dgda>2 —G(TO'

— €kas — €t €5

+ E |Vkax,6|2

(2
(GO'(T_ Go’o)
ks W= €~ €5t €5

|Vkas,5'|2
+ E [1 _fa(€ka5)]G0'(T' (B3)
ks W= €~ €5t €5

In the same way, the (T{ckaxd;d(,,dg}) term of Eq. (4) is

E Vkas a

<T{Cka,sdgdm dT }>

Vias.ol VeasoVi
=E s.0l G(z)_< (,.> as,o "’ kas,o

oo

koS W = €qg ~ €kas
]’( kas,o
= fa(ekas) Ga’o’ (B4)
W = €jqs
and the (T{c] d,dz,d'}) term is
2 Vige o= XTHe] doddl})
ks
_ | Vkas,0'|2 G(z)
- - oo
koS w+6kas_60'_66'_U
| Vkas,o’| : G(z)
- oo
W+ € — €E,— €5— U
|Vk *
+ E e Uf (Ekas) GO'(T
kys w+ €ras — —€5—
Vkm (rVka? o
+ €10s)G B5
O+ €y — — € Uf ( kas) ago* ( )

Under the infinite-U limit, the Eq. (14) 1s zero Compare to

Eq. (5), The self-energy Y ~ transfers G to Gg, we can
recognize that YE,-,),_Ek . |Vkm o (0+ ekm —€e;—U) and
can be ignored under the infinite-U limit. Hence the Green’s

function Gg is found as
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(- €,— U)G2(w)

Vaso
2| kmo’| G(z < > kaso— k G

oo

~ €kas ~ €kas
%
kas,o kas,o
fa(ekas)GE'O' + <dg-da>
W = €qy
Ed
Vkas,ﬁvkas,a | Vkas,6'| )
2 oot (Gmr
kasw_ekm"_e(r'l'eﬁ' W= €~ €5t €5
|Vkas (7|
> — yv(2)~(2
- G(ro’) + [1 _fa( ekas)]GmT YET(Z'Gﬁf(g'
W= €y~ €51 €5

2 2

+ XST(;'GO'()' + XST;GJ'U (B6)
where
2 Vias sl
2) |Vk R | | kas,o
YEJ.()T = 2 as,o + i
ks W= €y O €y~ €p+ €

e

V, _
+ kas,o ¥ kas,
X§352<dj7d0> as,o” kas,d
koS W= €y~ €5t €5
|Vkas,6'|2
- fa(ekas)’

W — €5 — €T €5

Vkm O'Vk as,o

f a( Ekas)

ES
\% Vias.s
) _ kas,o ¥ kas,o
Xa-a = 2 - <n6> +
ks W = €gps

a

W = €Eqs

(B7)

APPENDIX C

In this appendix, we will show the detailed derivation of
the expressions for (n,) and (nz,). We follow the derivation
proposed by Sun and Guo. Since the system considered in
this paper is in steady state, the first derivation of the expec-
tation values of (dj;dg) and (djird,,) over time is zero, i.e.,
(i(al r?t)[dj;dg])=0. Using the equation of motion method,
one can find the time evolution of particle number (df,_d(, as

Hence,

& + *
<i5[dzdo]> = E ~ Vias.o\Chasdo? + Vkas’g(djrckaS) =0
kas

(C1
where  (c],d,y==i[(de/2m)G (e)  and  (d)cia)
=—i [ (del 27T)G,m o€). The lesser Green’s functions

o km(s) and ka »(&) can be easily calculated by the Dyson
expansion and Langreth theorem. In order to calculate the
lesser Green’s function, the contour-ordered Green’s function
must be found first. The contour Green’s function
Gras.o(t,1') is
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Gras,o(t:1") = = iT(cpo (D))
= (=T f AT Vi of Cras Do (DN (1)
+ Vias, #{Chas(D s (DN dad (1))
=T f ATV a5.08kas(t: VG (7.1

+ Vkas,(?gkax(t’ T)Gﬁ'(r(T»l,)]' (CZ)

Then, using the Fourier transformation and Langreth theo-
rem, the lesser Green’s function G,fwﬂ is obtained:

< r < < a r <
Gkozx,a = Vkas U'(gkasG(ra' + gka.vGO'a') + Vkas,a'(gkasG(?(r

+ gka (C3)

U'(T)

In the same way, the lesser Green’s function G, . is

o.kas
G(r kas — Vkav U'(GU'O'ng(Y + G(r(rgkar) + Vkas (r(G(m'gkaY
+ Go’a'gkm) (C4)

Substituting Egs. (C3) and (C4) into Eq. (C1), one can obtain
de . - ;
2 _Vk o5 (rVk S, O'[Gg'o'gk v(e) + G(m(f)gka;(f)]

+ Vk o5 a'Vk S. U[Go'o(e)gkds + Go’o’(E)gka)]

- E Vk o5 ‘Tka‘ a'(gk 5G00'+ 8k SG(aTO')
+ Vkas,z?vkas,o'(glz SG§(T + glijGt(;'O') . (CS)
Using the relations X, YV,{ sV, Bri=2,7i(l'e/2),

zk o8 kwyo'vk sa’gk 3_2 +1(F /2) 2:ka,yvk 5nga,s o’gka/;(e)
=i dnfale), and 2 st sk ngm(e)—zE I'¢f,(e), and
after some simple algebra, one finds

-1 [ L6500
1S - [ 2o m Gt
_ifgf zd—efa(e)[2 Im Gfm(e)]>
a
_FS(E _lrffszifa(E)[z Im G;’O’(E)]

- ZFSJ ;i_;_fa(e)[z Im G(rrr(e)]> (C6)

where I',=2 'Y and ;=% _I'¢. In Eq. (C6), we have used
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the relation G2 ~(€)=G"%~(e) since the spin states are de-

oo

generate in the QD. In the same way for treating (i(d/dr)
X[d}d,])=0, with the condition (i(a/ &t)[djdeU])=0, one ob-
tains the relation

T2-T?) f —Gz, (e
. de
=rn<2 —lr;'J S Sa(O[21m Gy (e)]
-l f j—;fa(e)n Im G%U(e)])
—FX(E —il'] f j—;me)[z Im G/, (€)]

- il";"J j—;fa(e)[Z ImG;U(e)]> . (C7)

Since the retarded (advanced) Green’s functions have
been solved, the equations for [(de/2m)G; (€) and
I (de/277)G§U(e) can be solved also. The results can be
checked by taking the equilibrium limit, i.e., fr(e)=f;(€)
=f(e),

<n(r>=_ifEG:a(E)szfa(E)[_zlm Gyole)]
2 20

(C8)
and
d d
(didyy =i f SCACE f S Sl =2 1m G (@),
(C9)

Equations (C8) and (C9) show that Egs. (C6) and (C7) obey
the fluctuation-dissipation theorem at the equilibrium limit:

FfG(s)Ff—G

=2 —Ffff—fa(e)[G’ (€) = Goole)]

- Iy f Z—Efa(e)[G%g(é) -G (@], (C10)
an
de _ de _
FSIEGUU(€)+F,1 ;GU&(G)
—E f £ (AGL (€ - Go(O)]
de »
1z [ L senc0-G@l
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Spin relaxation in a GaAs quantum dot embedded inside a suspended phonon cavity
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The phonon-induced spin relaxation in a two-dimensional quantum dot embedded inside a semiconductor
slab is investigated theoretically. An enhanced relaxation rate is found due to the phonon van Hove singulari-
ties. Oppositely, a vanishing deformation potential may also result in a suppression of the spin relaxation rate.
For larger quantum dots, the interplay between the spin orbit interaction and Zeeman levels causes the sup-
pression of the relaxation at several points. Furthermore, a crossover from confined to bulklike systems is

obtained by varying the width of the slab.

DOI: 10.1103/PhysRevB.73.085310

Spin properties in nanostructures have become a field of
intense research ranging from spin field-effect transistor,'
spin-polarized p-n junctions,? up to quantum spin compu-
ters.> The quantum dot (QD) may be a good choice for quan-
tum electronics due to its zero dimensionality, quantized en-
ergy levels, and long coherence times of spin states.®’ For
example, the spin of an electron confined to a QD can form
a qubit.*> However, some scattering processes will cause the
change of the spin states. One important process is related to
the phonon-induced spin-flip resulting from the spin-orbit
interaction. This affects the time of spin purity in the QD. In
order to keep the information unchanged, a long relaxation
time is required.

In general, the spin-orbit (SO) coupling, which is one of
the main causes of spin relaxation, is a relevant intrinsic
interaction in nonmagnetic semiconductors. It is known that
there are two different types of spin-orbit coupling as QDs
are fabricated within semiconductors of a zinc-blende struc-
ture. The first one is the Dresselhaus interaction, which is
due to the bulk inversion asymmetry of the lattice.®~'" The
second is the Rashba interaction caused by the structure in-
version asymmetry.'! The spin-orbit couplings mix the spin
states with different orientations in the Zeeman sublevels!>~!3
and therefore make spin relaxation possible in the presence
of the electron-phonon interaction.

Relaxation times of electron spins in a QD have been
measured by electrical pump-probe experiments.'® The trip-
let-to-singlet transition with emission of phonons was found
with corresponding spin relaxation times of about 200 us.
Recently, the spin relaxation time in a one-electron GaAs QD
was measured by a similar electrical pump-probe tech-
nique.'”!® As the magnetic field was applied parallel to the
two-dimensional electron gas, the Zeeman splitting of QD
was observed in dc transport spectroscopy. By monitoring
the relaxation of the spin, the relaxation time was found to
have a lower bound of 50 us at an in-plane field of 7.5 T.!”

On the theoretical side, spin relaxation between two spin-
mixed states in semiconductor QDs has been studied re-
cently. However, to the best of our knowledge, all previous
studies of spin relaxation have concentrated on QDs embed-
ded in the bulk material,'®* whereas studies of spin relax-
ation induced by confined phonons are still lacking. In this
work, we therefore consider a single QD embedded into a

1098-0121/2006/73(8)/085310(5)/$23.00
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free-standing structure (semiconductor slab), where the rel-
evant characteristic is the two-dimensional phonon wave
vector for the acoustic-phonon spectrum as shown in Fig.
1.2-2% Since the reduced dimension will enhance the defor-
mation potential, we will mainly focus on the spin relaxation
rate induced by the deformation potential.>>~2” In this paper
we describe the model with spin-orbit coupling. Energy
spectra of the QD can be solved by using an exact diagonal-
ization method. We then apply the Fermi golden rule to cal-
culate spin relaxation rates for typical parameters. We dis-
cuss the dependence of the spin relaxation rates on the size
of the QD, the phonon bath temperature, and the width of the
slab.

We consider an isotropic QD with an in-plane parabolic
lateral confinement potential. An external magnetic field B is
applied perpendicularly to the surface of the QD as shown in
Fig. 1(a). The electronic Hamiltonian of this system can be
written as

H6=H0+HSO' (1)

The first term describes the electron Hamiltonian without the
spin-orbit coupling

FIG. 1. (Color online) (a) Schematic view of single QD embed-
ded in the semiconductor slab with a width of a. (b) The side view
shows a QD is located at z=0.

©2006 The American Physical Society
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P21, ., 1,
H0=m+5m wyr +5g upBo, (2)

where P=-ifiV +(e/c)A is the kinetic momentum with vec-
tor potential A=(B/2)(-y,x,0) confined to the 2D plane.
Here m" is the effective electron mass, e is the electron
charge, c¢ is the velocity of light, w, is the characteristic
confined frequency, g is the bulk g factor, up is the Bohr
magneton, and o, is a Pauli matrix.

The Rashba and Dresselhaus interactions (Hgo=Hpg
+H)p) are given by

N
HR = zR(O-xPy - O-ny)’ (3)
Ap
Hp= ?(— 0P+ 0,P,). 4)

The coupling constants Ap and N\ determine the spin-orbit
strengths, which depend on the band-structure parameters of
the material. In addition, the Rashba and Dresselhaus terms
are also associated to the perpendicular confinement field
and the confinement width in the z direction, respectively.

For the electron Hamiltonian H,, the well-known Fock-
Darwin states W, , , can be easily obtained. The correspond-
ing electron energy levels are E,;,=fQ(2n+|l|+1)
+hwgl/2+0Eg,  where n(=0,1,2,...) and [(=0,=1,
+2,...) are the quantum numbers. The renormalized fre-
quency is Q=\/w(2)+w123, with the cyclotron frequency wg
=eB/m" and the characteristic confinement frequency
limited by the effective QD lateral length lo=\A/m" .
Here, Egz=gupB/2 is the Zeeman splitting energy, and o
==+1 refers to the electron-spin polarization along the z axis.
To solve the Schrodinger equation with (H,=Hy+Hgg), the
(spin mixing) wave function is expressed in terms of a series
of eigenfunctions W/(r, 0)=2c,; ;¥ , for each state [. After
exactly diagonalizing the electron Hamiltonian, the corre-
sponding eigenvalues E; and the coefficient ¢, , can be ob-
tained numerically.

Before calculating the spin relaxation rate, the confined
phonon in the free-standing structure must be introduced
here. Following Ref. 25, we consider an infinite film with
width a (Fig. 1). For the effect of the contact with the semi-
conductor substrate, we neglect the distortion of the acoustic
vibrations. Under this consideration, one can ensure that the
in-plane wavelength can be shorter than the characteristic
in-plane size of the solid slab. For simplicity, the elastic
properties of the slab are isotropic. Small elastic vibrations
of a solid slab can then be defined by a vector of relative
displacement u(r,7). Under the isotropic elastic continuum
approximation, the displacement field u obeys the equation

Fu

PP Vu+(c;-cHV(V-u), (5)
where ¢; and ¢, are the velocities of longitudinal and trans-
verse bulk acoustic waves. To define a system of confined
modes, Eq. (5) should be complemented by the boundary
conditions at the slab surface z=+*a/2. Because of the con-
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finement, phonons will be quantized in subbands. For each
in-plane component ¢ of the in-plane wave vector there are
infinitely many subbands. Since two types of velocities of
sound exist in the elastic medium, there are also two trans-
versal wavevectors ¢g; and ¢,. In the following, we consider
the deformation potential only. This means there are two
confined acoustic modes: dilatational waves and flexural
waves contribute, but shear waves are neglected because of
their vanishing interaction with the electrons for spin relax-
ation.

For dilatational waves, the parameters ¢, , and ¢,, can be
determined from the Rayleigh-Lamb equation

tan(qt,nalz) - 4qul,nqt,n (6)
tan(q, ,a/2) (qﬁ - 4112,11)2 ’
with the dispersion relation
g = CINGL + 41, =g} + 4, (7
where Wy g, is the frequency of the dilatational wave in mode

(n,qy). For the antisymmetric flexual waves, the solutions
q;, and g, , also can be determined by solving the equation

tan(ql,nalz) __ 46]\\ql,n‘Z1,n
tan(q,,al2) (g7 —q;,)*

together with the dispersion relation (7).

The electron-phonon interaction through the deformation
is given by H,,=E,divu, where E, is the deformation-
potential coupling constant. The Hamiltonian can be written
as

(8)

H,,= > Mx((lu’n,z)(a;”+aqH)eXP(i(Iu'ru)’ ©)
an
A=d.f

where 1| is the coordinate vector in the x-y plane and the
functions M; and M describe the intensity of the electron
interactions with the dilatational and flexural waves, and are
given by

| hE?
M,(q,n,z)=Fgq, W{(Qin -a) (], +ap)
4

X sin(%)cos(qunz)] , (10)

hE, 2 22 2

M(qn,2) = Fy,\/ YV Apa:,qu {(qt,n = a)(q, + qy)
X cos(%)sin(q,,nz)], (11)

where A is the area of the slab, p is the mass density, and
F4,(Fr,) is the normalization constants of the nth eigen-
mode for the dilatational (flexural) waves. Although the fluc-
tuation of the dot (due to strain, etc.) may affect the spin-
orbit and electron-phonon coupling, we, for simplicity,
neglect the effect on the scattering rate in this work.

We calculate the spin relaxation rates between the two
lowest (spin mixing) states from the Fermi golden rule*®
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FIG. 2. (a) Spin relaxation rate as a function of magnetic field
for the lateral length /j=30 nm, the width a=130 nm, and tempera-
ture 7=100 mK. The SO couplings Ay and Aj are set equal to 5
X 10713 and 16X 107!2 eV m, respectively. The insets further show
the enlarged regions of arrow 1 (upper inset) and arrow 2 (lower
inset). (b) Three phonon group velocities vs the magnetic field. (c)
The values ¢ and g, vs the magnetic field.

2 .
I= 777 S |M)\|2|Q‘|e‘q”'r”|i>|2(NqH +1)SAE-fhw,,),

qp.n
A=d.f

(12)

where the energy AE(=E;~E/) is the energy difference be-
tween the first excited |i) and ground |f) states. N, represents
the Bose distribution of the phonon at temperature 7. For the
sake of simplicity, we consider the QD to be located at z
=0 so that the function M for flexural waves plays no role.

Let us first focus on the dependence of the relaxation rates
on the magnetic field B for lateral length /=30 nm. Unlike
the situation in bulk system, an enhanced spin relaxation rate
occurs as shown in Fig. 2(a) (arrow 1 in the upper inset).
This phenomenon originates from the van Hove singularity
that corresponds to a minimum in the dispersion relation
Wy g, for finite g;. We further plot the phonon group velocity
(8wn’qH/ dqy) as a function of ¢, around the van Hove singu-
larity as shown in Fig. 2(b). There are three modes contrib-
uting to the relaxation rate. In particular, a crossover from
positive to negative group velocity is observed for one mode.
Because of the zero phonon group velocity, the rate behaves
sharply at that magnetic field. However in a real system the
van Hove singularity would be cut off or broadened because
of the finite phonon lifetime. Contrary to the enhanced rate,
we find a suppression of the spin relaxation rate (arrow 2) at
small magnetic field (also seen in the lower inset). This
comes from a vanishing divergence of the displacement field
u. As can be seen from Eq. (10) in detail, the deformation
potential disappears at the condition of ¢,=¢, [Fig. 2(c)],
which causes a zero spin relaxation rate. Note that our results
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FIG. 3. Spin relaxation rate for the lateral length /=60 nm,
width a=130 nm, and temperature 7=100 mK. The SO couplings
Az and \, are set equal to 5X 107!3 and 16X 107!2 eV m, respec-
tively. Two enhanced and suppressed rates (arrow) occur. The inset
shows the energy spacing AE vs the magnetic field B for different
lateral lengths: /;=30 nm (dashed line) and /,=60 nm (solid line).
Two horizontal lines in the inset indicate the corresponding energies
for the van Hove singularity (dotted line) and the suppression of the
rate (dashed-dotted line).

for the van Hove singularity and the disappearance of the
deformation potential are consistent with what was found in
Ref. 27. Although the phonon model in our work is the same,
the dot part is different.

The relaxation rate for larger QDs exhibits a qualitatively
different behavior. As shown in Fig. 3, two van Hove singu-
larities appear when varying the magnetic field. In addition,
one also finds two suppressions of the relaxation rate (arrow)
near the singularities. We have analyzed the energy spacing
between the two lowest states in the inset of Fig. 3. For small
lateral size, the gap increases monotonically (dashed line).
On the contrary, energy spacing for larger QDs shows a quite
different feature. The value initially increases as B increases.
However, after it reaches a maximum point, the energy spac-
ing decreases with the increasing of the magnetic field B:
although the Zeeman splitting increases with increasing mag-
netic field, the spin-orbit interaction, on the contrary, tends to
reduce the energy spacing between the two lowest levels.
When the magnetic field is large enough, the spin-orbit effect
overwhelms the Zeeman term and results in a decreasing
tendency. Therefore, if the magnetic field is increased high
enough, the dashed line (small QD) also shows similar be-
havior. This agrees well with the findings in Ref. 14. From
the inset, one recognizes that if the energy spacing exactly
matches the specific phonon energy (dotted line), the van
Hove singularity will appear. For the case of a large lateral
length, there are two van Hove singularities and two suppres-
sions of the relaxation rate (dashed-dotted line).

Figure 4 shows the specific energy spacings where rates
are enhanced and suppressed as a function of the width. For
the case of small widths, the enhanced rates (black mark) and
suppressed rates (red mark) can be clearly distinguished, and
their corresponding energy spacings are relative large. With
the increasing of the width, the energy spacing between the
enhanced and suppressed rates decrease monotonically. One
can expect that if the width increases further, the system will
approach the bulk system. This means that the van Hove
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FIG. 4. (Color online) Dependence of the specific energy spac-
ings AFE for the enhanced (black squares) and suppressed (red tri-
angles) rates on the width a. The lateral length of the QD is 30 nm.
The Rashba constant is Azg=5X10"'2 eV m and the Dresselhaus
constant is Ap=16X 10712 eV m.

singularity and the suppressed rate will be inhibited and
eventually disappear.

If one varies the vertical position of the dot, the rate will
change due to different contributions from the dilatational
and flexural waves. Accordingly, the van Hove singularities
resulting from flexural waves will also be altered. For ex-
ample, the ratio of dilatational to flexural wave’s contribution
is about 2.8:1 under the condition of B=1 T and vertical
position z=25 nm. However, if AE also changes, the contri-
butions from two waves will also change. This is because the
parameters (gy,q;,.4;,) of dilatational and flexural waves
independently satisfy the dispersion relations. On the other

PHYSICAL REVIEW B 73, 085310 (2006)

hand, comparing the bulk phonons with the confined ones,
the phonon-induced rates are roughly similar when varying
the magnetic field. However, there are two peculiar charac-
teristics for the confined phonons. One feature is the van
Hove singularity which results from a zero group velocity
such that an enhanced spin relaxation rate can occur. The
second feature is a vanishing divergence of the displacement
field. This will cause a suppression of spin relaxation rate,
which is an advantage if considering the QD spin as a pos-
sible quantum bit candidate.

We have studied the spin relaxation rate in a GaAs quan-
tum dot embedded in a semiconductor slab, where an en-
hanced rate was found due to the phonon van Hove singu-
larity. We found that at certain magnetic fields one enters a
regime with quite the opposite characteristics, where a van-
ishing divergence of the displacement causes a suppression
of spin relaxation rates. For larger dots there are multiple
singularities and suppressions in the electron-phonon rates
due to the interplay between spin-orbit coupling and Zeeman
interaction. We believe our results to be useful for the under-
standing of spin relaxation in suspended quantum dot nano-
structures. Our findings also point at novel effects to be ex-
pected from future nanoscale systems where spin and
mechanical degrees of freedom are combined.

This work was partially supported by the National Sci-
ence Council, Taiwan under Grant Nos. NSC 94-2112-M-
009-019, NSC 94-2120-M-009-002, and NSC 94-2112-M-
009-024.
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Orientation of adsorbed dipolar molecules: A conical well model

Y. Y. Liao, Y. N. Chen, W. C. Chou, and D. S. Chuu*
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Orientation of single and two coupled polar molecules irradiated by a single laser pulse under a conical-well
model is investigated theoretically. The orientation of a single hindered rotor shows a periodic behavior. In
particular, the amplitude of the oscillation is sensitive to the degree of alternation of the laser field. Crossover
from field-free to hindered rotation is observed by varying the hindering angle for different heights of conical
wells. For a small hindering potential and angle, time-averaged orientation differs greatly from that for an
infinite one. The orientation at a large hindering angle shows irregularlike behavior under strong dipole-dipole
interaction. Entanglement induced by the dipole-dipole interaction is also calculated for the coupled-rotor
system, in which the time-averaged entropy increases monotonically as the hindering angle is increased. The
competition between the confinement effect and dipole interaction is found to dominate the behavior of the

coupled-rotor system.

DOI: 10.1103/PhysRevB.73.115421

Controlling the orientation of molecules has wide appli-
cations from stereodynamics to surface catalysis, molecular
focusing, and nanoscale design.! The molecular alignment is
responsible for the anisotropic polarizability induced by the
nonresonant laser pulses. For adiabatic regime, the crucial
characteristic is that the duration of the laser pulse is longer
than the rotational period. The pendular states can be created
adiabatically, and the molecular axis is aligned parallel to the
direction of the field polarization. As the laser pulse is
switched off, the molecule will go back to its initial condi-
tion and no longer be observed again.>? If the duration of the
laser pulse is shorter than the rotational period, the alignment
occurs periodically in time, i.e., the nonadiabatic regime.*>
On the other hand, a field-free orientation can be generated
by a femtosecond laser pulse.’ The dipole molecule will
tend to orient by applying a highly asymmetrical pulse. It is
found that a pronounced orientation can still persist after
switching off of the pulse.

In addition to the rotation of a free rotor, the rotational
motion of molecules adsorbed on a solid surface has at-
tracted increasing interest. To understand the rotational be-
havior of adsorbed molecules, one can apply the UV laser
beam along the surface direction to desorb the molecules.
The rotational states can be determined by the quadrupole,
which is a measure of the rotational alignment.®-' On the
theoretical side, an infinite-conical-well model has been pro-
posed. It was found that the adsorbed molecule is only al-
lowed to rotate within the well region.!! In our earlier works,
we have generalized the infinite-well model to a more real-
istic case of finite-conical well.'>!? It was found that there
exists the avoided crossing between two adjacent rotational
energies when varying the strength of the external field. Our
theoretical calculation of the quadrupole moment based on
the finite-conical-well model is in agreement with the experi-
mental data.'*

Recently, great attention has been focused on the coupled-
rotor system since peculiar behaviors may occur in the pres-
ence of dipole-dipole interaction.”>~'7 For example, recent
neutron scattering experiments on certain Hofmann clath-
rates have reported the temperature-dependent behavior of
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the linewidths.'® A line broadening mechanism based on
rotor-rotor coupling was proposed for the explanation of the
widths.!® With the advances of nanotechnology, one can now
investigate the quantum rotors which are mounted on the
surfaces.’>?! From the laser spectroscopy, two individual
fluorescent molecules separated by several nanometers can
be resolved on the surface.”? The coherent interactions be-
tween the dipole moments associated with their optical tran-
sitions are found in the quantum optical measurements. The
strong dipole-dipole coupling produces entangled subradiant
and superradiant states in the two-molecule-system under la-
ser radiation.

Even though the orientation of the free molecule is well
studied, investigations on the rotation of the adsorbed mol-
ecule confined the surface potential are still lacking.?® In the
complex surface system, the adsorbed molecules are no
longer isolated. Several studies have shown that interesting
phenomena can occur due to the existence of dipole-dipole
interaction. Besides, although the entangled behavior of two
coupled rotors was also investigated recently, these works
are limited in the model of kicked tops.?*?> However, the
dynamical entanglement via the rotations of the adsorbed
molecules remains mostly unexplored. In particular, a mo-
lecular system evolves from a nonentangled case to an en-
tangled one. According to our previous study,'” it is found
that the orientations of the coupled rotors relate closely to the
entropy. This means that the orientations of the coupled ro-
tors somehow reflect the entropy of the system and thus re-
lates to the measurement of the entanglement. Since the mea-
surement of the entanglement is one of the fundamental
important issues in quantum information research, therefore,
the study of the entanglement and its measurement is one of
the interested problems. Moreover, from the experimental
point of view, it is not clear how to keep two free rotors with
a fixed distance. Therefore, this makes it more interesting to
consider a more realistic system and discuss the correspond-
ing entanglement dynamics.

In this paper, we first investigate the rotational motions of
a polar diatomic molecule confined by a hindering conical
well. After applying a single strong laser pulse, the hindered

©2006 The American Physical Society
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FIG. 1. (a) Schematic view of a single hindered rotor adsorbed
on the surface. (b) The corresponding infinite-conical-well model.

rotor shows a periodic behavior. Different signatures be-
tween the finite-conical-well and infinite-conical-well model
on orientations are pointed out. Besides, the amplitudes of
the oscillations are varied by applying different widths of the
pulse. Furthermore, we also consider two coupled identical
polar molecules adsorbed on the surface with the dipole-
dipole interaction and a simultaneously ultrashort laser pulse
shined upon them. It is found that both the entanglement (the
von Neumann entropy) and orientation show interesting be-
haviors.

Consider now a dipolar molecule (e.g., Nal) adsorbed on
the surface. The rotation of the molecule is confined by the
surface potential as shown in Fig. 1. An off-resonant laser
field polarized in the z direction interacts with the hindered
rotor. Because the laser frequency is much lower than the
frequencies of the lowest vibrational and electronic transi-
tion, only the rotational excitations can occur in our model.
The excitations can be viewed as two photon transitions be-
tween two different rotational states through a high interme-
diate virtual state.’ The Hamiltonian without the field-
molecule interaction can be written as

HO:BJ2+Vhin(0’¢)’ (1)

where B and J? are the rotational constant and angular mo-
mentum. V,;, denotes the surface potential and confines the
rotation of adsorbed molecule. For simplicity, the infinite-
conical-well model V,,;,(6, ¢) is considered here. According
to the previous studies, its dependence on ¢ is weaker than
that on 6.2°-28 We reasonably assume that the surface poten-
tial is independent of ¢. Therefore, in the vertical adsorbed
configuration, the surface potential can be written as'!

0, 0sfb=sa

o, a<f<m’

)

Viin(0) = { (2)

where « is the hindering angle of the conical well.
The Hamiltonian concerning the field-molecule interac-
tion can be written as

H,;=— uE(r)cos 6, (3)

1
Hiyg=- EEz(t)[(aH —a )cos’ O+ a,]. (4)

The first term H,; describes a permanent dipole moment
m coupling with an external field, and 6 is the angle
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between the molecular axis and the field. In this work
we choose a Gaussian pulse for our calculation, i.e., E(r)

=Eye ~1o)%0” cos(2vr), where E is the field strength and v
is the laser frequency. The pulse is centered at the time ),
and o is the pulse duration. The second term H,,; is a higher
order interaction, in which the external field couples with the
induced molecular polarization. The component of the polar-
izability ay(a,) is parallel (perpendicular) to the molecular
axis. According to our parameters, the field-dipole-moment
interaction H, is much greater than that of the field-induced-
dipole-moment interaction H;,; in our model. This is because
the strength of electric field used here is unsufficient to en-
hance the higher order term. Actually the interaction H,,; can
play an important role in the case of high strength of electric
field.> Therefore, the term (H,,,;) can be neglected reasonably
based on our parameters.

Before solving the time-dependent Schrodinger
equation (Hy+H,), the eigenfunctions of the system
[Hy=BJ?+V);,(#)] must be introduced first. Following Ref.
11, the eigenfunctions can be written as

0<fl=sa

AlmPIm‘ (cos 6) 5)

exp(ime)
Ym0, ) = ha

0, a< =1

where A, is the normalization constant and PL’”‘ is the asso-
ciated Legendre function of arbitrary order with the corre-
sponding quantum number (/,m). In the above equations, the
molecular rotational energy can be expressed as

€1 = Vip(Vyy + 1)B. (6)

In order to determine v, one has to match the boundary
condition

P‘Z’r‘n(cos @) =0. (7)

To solve the time-dependent Schrodinger equation, the
wave function is expressed in terms of a series of eigenfunc-
tions

V(1) = > () (6, h). (8)
1

where ¢,,,(¢) is the time-dependent coefficient. The coeffi-
cient ¢, (¢) can be obtained from the different equations

iﬁélm(t) = Clm(t) €im T 2 Cl’z;z(t)<l//lm|Hd| ¢Z’m>' (9)

4

After determining the coefficients c;,(7), the orientation
(cos 6) can be carried out immediately. We choose Nal as our
model molecule, whose dipole moment ©=9.2 D and rota-
tional constant B=0.12cm™'. For simplicity (zero-
temperature case), the rotor is assumed in the ground state
initially, i.e., cyo(t=0)=1. The field strength is 3 X 10" V/m
and the laser frequency is about 9 X 10" s!. The duration
and center of the pulse are set equal to 279 and 1200 fs. The
main feature is that the ratio in magnitude of the positive and
negative peak value of this pulse is 5:1. Unless specified, the
parameters of laser field are fixed throughout the paper.
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FIG. 2. (Color online) The orientation {cos ) as a function of
time for different hindering angle « and pulse duration o’. The
insets show the corresponding populations of the states (/,m=0) for
(a) @=60° and (b) a=120°, respectively. The corresponding laser
fields are shown in the upper inset.

Figure 2 illustrates the orientation {cos ) as a function of
time for different hindering angles and pulse durations. In
both cases, the orientations display periodiclike behavior. For
the pulse duration (¢’ =), the orientation of small hindering
angle (@=60°) shows a relative large value but with small
oscillatory amplitude, while for a=120° a large oscillatory
amplitude with multifrequency (insets of Fig. 2) is obtained.
Obviously, such a difference comes from the quantum con-
finement effect. We further apply the laser pulses with dif-
ferent widths by tuning the duration and center. If the pulse
duration increases, the amplitudes of the oscillations de-
crease and the orientations approach the initial value as
shown in the insets. The reason is that the mean orientation is
suppressed by the alternations of the electromagnetic field,
i.e., the cancellation of negative and positive orientations.

To see more clearly the effect of the hindering potential,
let us now consider the finite potential model

0, 0sf=a

) (10)

V3in(60) =
hm() Vo, a<O0<m

where V; is the height of well. Following Refs. 12—14, the
rotational energy and eigenfunctions can be determined by
matching appropriate boundary condition. Figure 3 shows
the time-averaged orientation as a function of time for dif-
ferent hindering potentials. For infinite potential (V,=2°), the
time-averaged orientation decreases monotonically from 1 to
0 as the hindering angle is increased. However, if the well is
finite, the time-averaged orientation has a maximum point at
certain angle. This means if the open angle a decreases fur-
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FIG. 3. (Color online) The mean orientation {cos )., as a
function of hindering angle for fixed pulse duration (o’=0) and
different conical-well potentials V;=10,30,100. The inset shows
the mean orientation (cos #).,, in the case of Vy=10 and « by
applying a pulse of ¢’=50. The potential V{, is in units of the
rotational constant B.

ther, the contribution from the penetrated wave function
overwhelms the impenetrable one, rendering the decreasing
of the time-averaged orientation. We also compare the case
of ¢’ =0 with that of ¢’ =50 (inset of Fig. 3). It is found that,
for larger duration o'=50, although the oscillatory ampli-
tude is smaller (Fig. 2), the value of time-averaged orienta-
tion is larger comparing to the case of o' =0.

As we mentioned above, the spatial resolution of two in-
dividual molecules hindered on a surface in tens of nanom-
eters is now possible.”’-?> We further consider that two iden-
tical dipolar molecules (separated by a distance of R, R is in
an order of magnitude of 10~® m) confined by the hindering
wells. The molecules are assumed to interact with each other
via dipole-dipole interaction only. A polarized laser pulse is
applied to interact with both molecules. The Hamiltonian of
the coupled system can be written as

H.= X Hy;+Ugy,+Hy, (11)
j=12

where H, ; is the Hamiltonian of single hindered rotor with-
out the laser-dipole interaction. The dipole interaction be-
tween two dipole moments wu; and u, is

Ugip =1 - o = 3(fhy - ég)(fhy - ER) VR
= ,U«],UQ(SiI’l 01 COS d)] sin 02 Ccos ¢2 + COS 01 COS 02

— 2 sin 6, sin ¢, sin 6, sin ¢,)/R>, (12)

where éx (=R/R) is assumed to be in the y direction, and
(6,,¢,) and (0,, ¢p,) are the coordinates of first and second
molecule, respectively. For simplicity, we assume the dipole
moments of two molecules are identical, i.e., u;=u,=u.
One might argue that the higher order terms may also con-
tribute to the results. According to previous study,'” the next
higher order term is about the order of r*/R* with bond
length r. If one compares the dipole-dipole interaction,
[O(r?/R%)], with the next higher order effect [the bond length
r=2.7 A (Ref. 29) and separation R=15 nm], it is found that
the contribution from the next higher-order term is only 2%
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of the dipole-dipole interaction. Therefore, it is reasonable to
include only the dipole interaction in our model. The field-
molecule coupling H; can then be expressed as

H;=— uE(t)cos 6; cos(wr) — wE(t)cos 0, cos(wt),
(13)

where 6, and 6, are the angles between dipole moments and
laser field. In the above equations, the time-dependent
Schrodinger equation can be solved by expanding the wave
function in terms of a series of eigenfunctions

\Pcz 2 Cllmllzmz(t)wllml(el’¢l)¢lzm2(02’ ¢2)v (14)

Lymylymy

where (6,,¢,) and (6,, ¢,) are the coordinates for two mol-
ecules. Cllmllzmz(t) are the time-dependent coefficients corre-
sponding to the quantum numbers (;,m;;l,,m,), and can be
determined by solving Schrodinger equations numerically.
The initial state is set as othoo [copno(t=0)=1].

In addition to the orientation, one can also analyze the
entanglement induced by the dipole interaction. The wave
function of the coupled molecules can be expressed as
a pure bipartite system [a compact form of Eq. (14)]:
|\PL‘>=Ellm112mzcllm1[2m2(t)|¢11m1>|¢/12m2>' The reduced density
operator for the first molecule is defined as

Pmol 1 = TTimol 2|\IIC><\ITC| (15)

To obtain the entanglement of entropy, the bases of molecule
1 is transformed to make the reduced density matrix pp, | to
be diagonal. The entangled state can be represented by a
biorthogonal expression with positive real coefficients A,
The degree of entanglement for the coupled molecules can
be measured by von Neumann entropy>%3!

Entropy = = 2 Ny, logy Ay, (16)
Im

Figure 4 shows the entropy and orientation evolves
with time for fixed angle «@=120° and interdistance
R=1.5X1078 m. Because of the presence of the laser pulse,
contributions to the energy exchange between two molecules
come from many excited states, resulting in an irregularlike
behavior of the entropy shown in Fig. 4(a). Further analysis
of the dynamics gives the fact that the entropy grows mono-
tonically from zero to a certain finite value. This is because
the laser pulse dominates at the initial stage. The strength of
the laser pulse is much larger than that of the dipole-dipole
interaction. In addition, the duration is much shorter than the
characteristic time of the dipole interaction. After the laser
pulse, populations to the (rotational) excited states are
formed (inset). The nonlinear dipole interaction then initiates
the exchange process between the states until certain “dy-
namical equilibrium” is reached. One can conclude that the
nonlinear variations of populations confirm the feature
shown in the inset. Moreover, the orientations of the coupled
molecules are also displayed in Fig. 4(b). Compared to the
single molecule case, the irregular behavior is certainly from
the nonlinear dipole interaction.

Figure 5 shows the time-averaged entropy for different
hindering angles. As the hindering angle increases, the time-
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FIG. 4. (Color online) The entropy (a) and orientations

(cos 6;)({cos #,)) (b) in an infinite conical well for a fixed angle
a=120° and interdistance R=1.5X10"% m. The inset shows the
populations (|c;,, lzmz(t)\z) irregularly oscillate with time, corre-
sponding to the quantum number (I;,m;;l,,m,)=(1,0;0,0) (black
solid curve), (1,1;0,0) (red dashed curve), and (1,0;1,0) (green dot-
ted curve), respectively. Although we only focus on several excited
states here, the populations of most states similarly remain irregular
behavior.

averaged entropy increases monotonically. This is because
for larger angles more excited states can be obtained under
the same strength of the laser pulse, resulting in larger en-
tropy. Note that the magnitude of orientation is high as the
hindering angle is set equal to 30° (inset of Fig. 5). This
again verifies that the narrow potential restricts the motion of
the hindered rotor. In this case, the dipole interaction is sup-
pressed, causing the regularlike behavior of the orientation.
On the contrary, more excitations are populated such that the
orientation oscillates with irregularity at a=150°.

A few remarks about the experimental verifications of our
model should be addressed here. According to our previous
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FIG. 5. The time-averaged entropy as a function of the hindered
angle in the infinite conical well. The insets show the orientations of
two molecules for hindered angles a=30° and a=150°, respec-
tively. The intermolecule separation is R=1.5X 1078 m.
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study!” and this work, it is found that the orientations of the
coupled rotors relate closely to the entropy. This indicates
that the orientations of the coupled rotors somehow reflect
the entropy of the system. For the measurement of orienta-
tion many experiments have been performed. For example,
the Coulomb explosion of the molecules using intense fem-
tosecond probe laser pulses and a time-of-flight mass
spectrometer.’?-3* The degree of orientation is determined by
the measurement of fragment ions. Under proper arrange-
ments, the orientation of hindered rotors can also be mea-
sured by similar technologies. This may provide some indi-
cation of the entanglement.

In summary, we have studied the dynamics of the ad-
sorbed polar molecules under the irradiation of a single laser
pulse. It is found that the orientation of a single hindered

PHYSICAL REVIEW B 73, 115421 (2006)

rotor shows a periodic behavior. In particular, the amplitude
of oscillation is sensitive to the degree of alternation of the
laser field. On the other hand, the orientation of the coupled
rotors shows irregular behavior because of the dipole-dipole
interaction. Comparisons between the infinite-well and
finite-well models are made, and the differences are both
shown explicitly in the orientations and entanglement of en-
tropy. These findings contribute to the essential physics of
coupled rotors and may be useful in the field of surface sci-
ence.
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Current noise of a quantum dot p—i—n junction in a photonic crystal
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The shot-noise spectrum of a quantum dot p—i—n junction embedded inside a three-dimensional photonic
crystal is investigated. Radiative decay properties of quantum dot excitons can be obtained from the observa-
tion of the current noise. The characteristic of the photonic band gap is revealed in the current noise with
discontinuous behavior. Applications of such a device in entanglement generation and emission of single

photons are pointed out, and may be achieved with current technologies.

DOI: 10.1103/PhysRevB.72.153312

Since Yablonovitch proposed the idea of photonic crystals
(PCs),! optical properties in periodic dielectric structures
have been investigated intensively.” Great attention has been
focused on these materials not only because of their potential
applications in optical devices, but also because of their abil-
ity to drastically alter the nature of the propagation of light
from a fundamental perspective.> Among these, modification
of spontaneous emission is of particular interest. Historically,
the idea of controlling the spontaneous emission rate was
proposed by Purcell,* and enhanced and inhibited spontane-
ous emission rates for atomic systems were intensively in-
vestigated in the 1980s (Ref. 5) by using atoms passed
through a cavity. In semiconductor systems, the electron-hole
pair is naturally a candidate to examine spontaneous emis-
sion, where modifications of the spontaneous emission rates
of quantum dot (QD) (Ref. 6) or quantum wire (QW) (Ref.
7) excitons inside the microcavities have been observed ex-
perimentally.

Recently, the interest in measurements of shot noise in
quantum transport has risen owing to the possibility of ex-
tracting valuable information not available in conventional
dc transport experiments.® With the advances of fabrication
technologies, it is now possible to embed QDs inside a p—i—n
structure,’ such that the electron and hole can be injected
separately from opposite sides. This allows one to examine
the exciton dynamics in a QD via electrical currents.'® On
the other hand, it is also possible to embed semiconductor
QDs in PCs,'! where modified spontaneous emission of QD
excitons is observed over large frequency bandwidths.

In this work, we present nonequilibrium calculations for
the quantum noise properties of quantum dot excitons inside
photonic crystals. We obtain the current noise of QD exci-
tons via the MacDonald formula,'? and find that it reveals
many of the characteristics of the photonic band gap (PBG).
Possible applications of such a device to the generation of
entangled states and the emission of single photons are also
pointed out.

Model. We assume that a QD p—i—n junction is embedded
in a three-dimensional PC. A possible structure is shown in
Fig. 1. Both the hole and electron reservoirs are assumed to
be in thermal equilibrium. For the physical phenomena we
are interested in, the Fermi level of the p(n)-side hole (elec-
tron) is slightly lower (higher) than the hole (electron) sub-

1098-0121/2005/72(15)/153312(4)/$23.00

153312-1

PACS number(s): 73.63.—b, 73.50.Td, 71.35.—y, 42.70.Qs

band in the dot. After a hole is injected into the hole subband
in the QD, the n-side electron can tunnel into the exciton
level because of the Coulomb interaction between the elec-
tron and hole. Thus, we may introduce the three dot states:
|0)=|0,h), |T)=|e,h), and ||)=]0,0), where |0,h) means
there is one hole in the QD, |e,h) is the exciton state, and
|0,0) represents the ground state with no hole and electron in
the QD. One might argue that one cannot neglect the state
e,0) for real devices since the tunable variable is the applied
voltage. This can be resolved by fabricating a thicker barrier
on the electron side so that there is little chance for an elec-
tron to tunnel in advance.!> Moreover, the charged exciton
and biexcitons states are also neglected in our calculations,
which means a low injection limit is required.'*

Derivation of Master equation. We define the dot-

=L p=11XL s =]0XT

operators r/z\TEH)(T , ;1

metal contact

*

n-GaAs

' InAs QD

FIG. 1. Mlustration of a QD inside a p—i—n junction surrounded
by a three-dimensional PC.

©2005 The American Physical Society
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=|0)(]|. The total Hamiltonian H of the system consists of
three parts: H [dot, photon bath H,,, and the electron (hole)
reservoirs H,.], Hy (dot-photon coupling), and the dot-
reservoir coupling Hy

H=H0+HT+Hv,
H0=sTr’z\T+slr/lz +Hp+Hres,

Hy= 2, Diblp+ Dby’ = pX +p'X',
k
H,= > wbiby
k

H\/—E( ST+

sl +c.c.),

Hres=28 cq+28lcfr (1)
q

In the above equation, Dy=ifie- pu+wy /(265 V) is the dipole
coupling strength with € and p being the polarization vector
of the photon and the dipole moment of the exciton, respec-
tively. b, is the photon operator, X =EkabZ, and cq and d
denote the electron operators in the left and right reservoirs,
respectively.

The couplings to the electron and hole reservoirs are
given by the standard tunnel Hamiltonian Hy, where V, and
W, couple the channels q of the electron and hole reservoirs.
If the couplings to the electron and the hole reservoirs are
weak, it is reasonable to assume that the standard Born-
Markov approximation with respect to these couplings is
valid. In this case, one can derive a master equation from the
exact time evolution of the system. The equations of motion
can be expressed as (cf. Ref. 15)

§t<n?>,=— f d'[C(t=1") + C (e =) ](ny),

+ 1,01 = (n), = (n )], )

= f dr'[Cle=1)+ C'(t=1")Knp)y =Ty,

Lipn=—s | arice-0+ ke, ),
where I';=27> Vzé(sT sT) Fp=2m% W26(sl € ), and &
=hwy=g,—¢, is the energy gap of the QD ex01t0n Here,
Clt-1")=(XX z/>0 is the photon correlation function, and de-
pends on the time interval only. We can now define the
Laplace transformation for real z

Cs(z)Ef dte™e''C(t)

0
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ny(z) Ef die™ny), etc., z>0 (3)

0

and transform the whole equations of motion into z space

ny(z) == [Celz) + C:(z)]nT(z)/z + &[I/Z -ny(2) —n ()],
z
* FR
n(z) =[Cy(z) + Co(2) I (2)/z - 7711(2),

PO =-35ICO+COPOE- 0. @
Z

These equations can then be solved algebraically, and the
tunnel current from the hole- or electron-side barrier

L=—el[1=()=()]  (5)

can in principle be obtained by performing the inverse
Laplace transformation on Egs. (4). Depending on the com-
plexity of the correlation function C(r—¢") in the time do-
main, this can be a formidable task which can however be
avoided if one directly seeks the quantum noise:

Shot noise spectrum. In a quantum conductor in nonequi-
librium, electronic current noise originates from the dynami-
cal fluctuations of the current around its average. To study
correlations between carriers, we relate the exciton dynamics
with the hole reservoir operators by introducing the degree of
freedom 7 as the number of holes that have tunneled through
the hole-side barrier'® and write

g (1) = =Ty (6) + Ten (1),

I;: —el'g(n)),,

(1) + 1" (1) = (T, - TInd"(1). (6)

Equations (6) allow us to calculate the particle current and
the noise spectrum from P,,(t):nf)”)(t)+n(T")(t)+n(l")(t) which
gives the total probability of finding n electrons in the col-
lector by time 7. In particular, the noise spectrum S 1, can be
calculated via the MacDonald formula'?!7

S; (w) = Zwezfc dt sin(wt)i[<n2(t)) - (KDY,  (7)
R 0 dt

where (d/dt){n*(1))=2,nP,(t). Solving Egs. (4) and (6), we
obtain

S,R(w)=2e1{l + gl (z==iw)+7 (z=iw)]}.  (8)

In the zero-frequency limit, Eq. (6) reduces to

SIR((U = 0) = 261{ 1+ ZFRi[Zﬁl(Z)]ZZO} . (9)

As can be seen, there is no need to evaluate the correlation
function C(z—¢") in the time domain such that all one has to
do is to solve Eq. (4) in z space.

Results and discussions. The above derivation shows that
the noise spectrum of the QD excitons depends strongly on
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FIG. 2. Current noise (Fano factor) of QD excitons in a one-
band PC as a function of the exciton band gap w,. The PBG fre-
quency w. is set equal to 10183. The inset shows frequency-
dependent noise, in which w is fixed to 1048.

C.(z). Let us now turn our attention to the spontaneous emis-
sion of a QD exciton in a three-dimensional PC, where the
vacuum dispersion relation is strongly modified: An aniso-
tropic band-gap structure is formed on the surface of the first
Brillouin zone in the reciprocal lattice space. In general, the
band edge is associated with a finite collection of symmetri-
cally placed points ké leading to a three-dimensional band
structure.® In our study, the transition energy of the QD ex-
citon is assumed to be near the band edge w,... The dispersion
relation for those wave vectors k whose directions are near
one of the kf) can be expressed approximately by wy=w,
+Alk—k{|%, where A is a model dependent constant.'® Thus,
the correlation function C,(z)=2|gDy|*/[z+i(wx—wy)] can
be calculated around the directions of each kf) separately, and
is given by

. 253
—iwyfB
CS(Z) =T / . ’
Vo, + =iz — (0 — w,)

(10)

with B¥?=d’2 sin’6;/ 8 meyhA3?.1° Here, hw) is the transi-
tion energy of the QD exciton, d is the magnitude of the
dipole moment, and 6, is the angle between the dipole vector
of the exciton and the ith kj).

The shot-noise spectrum of QD excitons inside a PC is
displayed in Fig. 2, where the tunneling rates I'; and I'; are
assumed to be equal to 0.183 and B, respectively. We see that
the Fano factor [F ES,R(w:O)/ 2¢(Iy] displays a discontinu-
ity as the exciton transition frequency is tuned across the
PBG frequency (w,=101p). It also reflects the fact that be-
low the band edge frequency w,., spontaneous emission of
the QD exciton is inhibited. To observe this experimentally, a
dc electric field (or magnetic field) could be applied in order
to vary the band-gap energy of the QD exciton. Another way
to examine the PBG frequency is to measure the frequency-
dependent noise as shown in the inset of Fig. 2, where the
exciton band gap is set equal to 1048. As can be seen, dis-
continuities also appear as w is equal to the detuned fre-
quency between PBG and QD exciton.

When the atomic resonant transition frequency is very
close to the edge of the band and the band gap is relatively
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FIG. 3. Shot-noise spectrum of QD excitons in a two-band PC
with W, and o, set equal to 10183 and 99, respectively. To dem-
onstrate the ability of extracting information from the PC, the exci-
ton band gap wy in gray and dashed curves is chosen as above o,
(wp=101.58) and between the two band edge frequencies (w,
=100.5p), respectively.

large, the above one-band model is a good approximation. If
the band gap is narrow, one must consider both upper and
lower bands. For a three-dimensional anisotropic PC with
point-group symmetry, the dispersion relation near two band
edges can be approximated as

W, + Cilk-Kj| (o> o),

W, = Colk - K| (w> o).

(1

Wy =

Here, k), and kj, are two finite collections of symmetry
related points, which are associated with the upper and lower
band edges,?” and C, and C, are model-dependent constants.
Following the derivation for the one-band PC, the correlation
function can now be written as

2
(- )i B>
C.(z) = ,
@=2 Voo, +(= DTz + (0 - w, )]

where Bin:dzﬁisinz&f")/ 8me,hCY* with the corresponding
collections of angles 05"), n=1, 2.

Figure 3 illustrates the frequency-dependent noise of QD
excitons embedded inside a two-band PC. The two-band
edge frequencies o, and ., are set equal to 1018 and 998,
respectively. There are three regimes for the choices of the
exciton band gap: wy> W, W<, and I
When wj is tuned above the upper band-edge W, (or below
the lower band-edge w%), the QD exciton is allowed to de-
cay, such that the shot noise spectrum (gray curve) is sup-
pressed in the range of || <[wy—w, |. On the other hand,
however, if o, is between the two band edges, spontaneous
emission is inhibited. As shown by the dashed curve, the
current noise in the central region is increased with its value
equal to unity. Similar to the one-band PC, the curves of the
shot noise spectrum reveal two discontinuities at |w|=|w,
~w,| or |wy—w,|, demonstrating the possibility to extract
information from a PC by the current noise.

A few remarks about the application of the QDs inside a
PC should be mentioned here. As is known, controlling the

(12)
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propagation of light (waveguide) is one of the optoelectronic
applications of PCs.?! By controlling the exciton band-gap
wy across the PBG frequency with appropriate tunneling
rates of the electron and hole, one may achieve the emission
of a single photon at predetermined times and directions
(waveguides),?> which are important for the field of quantum
information technology. Furthermore, it has been demon-
strated recently that a precise spatial and spectral overlap
between a single self-assembled quantum dot and a photonic
crystal membrane nanocavity can be implemented by a de-
terministic approach.?®> One of the immediate applications is
the coupling of two QDs to a single common cavity mode.>*
Therefore, if two QD p—i—n junctions can also be incorpo-
rated inside a PC (and on the way of light propagation), the
cavitylike effect may be used to create an entangled state

PHYSICAL REVIEW B 72, 153312 (2005)

between two QD excitons with remote separation.'? The ob-
vious advantages then would be a suppression of decoher-
ence of the entangled state by the PBG, and the observation
of the enhanced shot noise could serve in order to identify
the entangled state.'?

In summary, we have derived the nonequilibrium current
noise of QD excitons incorporated in a p—i—n junction sur-
rounded by a one-band or two-band PC. We found that char-
acteristic features of the PBG can be obtained from the shot
noise spectrum. Generalizations to other types of PCs are
expected to be relatively straightforward, which makes QD
p—i—n junctions good detectors of quantum noise.>

This work is supported partially by the National Science
Council of Taiwan under Grant Nos. NSC 94-2112-M-009-
019 and NSC 94-2120-M-009-002.
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Shot noise of quantum ring excitons in a planar microcavity
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Shot noise of quantum ring (QR) excitons in a p-i-n junction surrounded by a microcavity is investigated
theoretically. Some radiative decay properties of a QR exciton in a microcavity can be obtained from the
observation of the current noise, which also gives extra information about one of the tunnel barriers. A different
noise feature between the quantum dot (QD) and QR is pointed out, and may be observed in a suitably

designed experiment.

DOLI: 10.1103/PhysRevB.72.233301

Since Purcell proposed the idea of controlling the sponta-
neous emission rate by using a cavity,! the enhanced and
inhibited SE rate for the atomic system was intensively in-
vestigated in the 1980s> by using atoms passed through a
cavity. In semiconductor systems, the electron-hole pair is
naturally a candidate to examine the spontaneous emission.
Modifications of the SE rates of the quantum dot (QD),
quantum wire,* or quantum well® excitons inside the micro-
cavities have been observed experimentally.

Interest in measurements of shot noise spectrum has risen
owing to the possibility of extracting valuable information
not available in conventional dc transport experiments.® With
the advances of fabrication technologies, it is now possible
to embed the QDs inside a p-i-n structure’ such that the
electron and hole can be injected separately from opposite
sides. This allows one to examine the exciton dynamics in a
QD via electrical currents.® On the other hand, it is now
possible to fabricate the ring-shaped dots of InAs in GaAs
with a circumference of several hundred nanometers.® Opti-
cal detection of the Aharonov-Bohm effect on an exciton in a
single quantum ring (QR) was also reported.'’

Based on the rapid progress of nanotechnologies, it is not
hard to imagine that the QR can be incorporated in a p-i-n
junction surrounded by the microcavity. Examinations of the
dynamics of the QR excitons by the electrical currents can be
realized. We thus present in this work the nonequilibrium
calculations of such a device. Current noise of QR excitons
in a planar microcavity is obtained via the MacDonald
formula'' and is found to reveal some characteristics of the
restricted environment, i.e., the density of states of the con-
fined photons.

The model. Consider now a QR embedded in a p-i-n junc-
tion as shown in Fig. 1. Both the hole and electron reservoirs
are assumed to be in thermal equilibrium. For the physical
phenomena we are interested in, the Fermi level of the
p(n)-side hole (electron) is slightly lower (higher) than the
hole (electron) subband in the dot. After a hole is injected
into the hole subband in the QR, the n-side electron can
tunnel into the exciton level because of the Coulomb inter-
action between the electron and hole. Thus, we may intro-
duce the three ring states; |0)=|0,k), |T)=l|e,h), and
[1)=]0,0), where |0,k) means there is one hole in the QR,
e,h) is the exciton state, and |0, 0) represents the ground
state with no hole and electron in the QR. One might argue

1098-0121/2005/72(23)/233301(4)/$23.00
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that one cannot neglect the state |e,0) for real device since
the tunable variable is the applied voltage. This can be re-
solved by fabricating a thicker barrier on the electron side so
that there is little chance for an electron to tunnel in advance.
Moreover, the charged exciton and biexcitons states are also
neglected in our calculations. This means a low injection
limit is required in the experiment.’

Derivation of a master equation. We can now define the

ring-operators  ny=[TX1l, m=[1}Il. A=ITXI], s
=0)(7[, s;=|0){||. The total Hamiltonian H of the system
consists of three parts; H,, [ring, photon bath H,, and the

electron (hole) reservoirs H,,,], Hy (ring-photon coupling),
and the ring-reservoir coupling Hy,

H=H0+HT+H‘/,

A A

H0=8TnT+slnl+HP+H,.es,

A A

A A
Hy= 2, (Dybip + Dibp") = pX + piXT,
k
H,= > wbiby,
k

Hy=>, (chzlsT + qugsl +c.c.),
q

H, = > 8gcgcq + > sédl;dq. (1)
q q

In the above equation, b, is the photon operator, D, is the
dipole coupling strength, X =EkabZ, and ¢y and d, denote
the electron operators in the left and right reservoirs, respec-
tively. The couplings to the electron and hole reservoirs are
given by the standard tunnel Hamiltonian Hy, where V and
W, couple the channels q of the electron and the hole reser-
voirs. If the couplings to the electron and the hole reservoirs
are weak, then it is reasonable to assume that the standard
Born-Markov approximation with respect to these couplings
is valid. In this case, one can derive a master equation from
the exact time evolution of the system. The equations of
motion can be expressed as (cf. Ref. 12)

©2005 The American Physical Society
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FIG. 1. (Color online) (a) Schematic descrip-
tion of a QR inside a p-i-n junction surrounded

by a planar microcavity with length L. (b)
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£<nT>l:—fdt’[C(t—t’) + C*(z—t’)]<;A1T>t,
+I7,[1 - <n¢>r - <nL>z],

§<nl>,= f dr'[C(t—1")+C (t=1t")Knp)w — Trlnp)l,

A 1 . A F A
Lipy==3 [ avtca-r+ Caipn - L,

2)

where FL=27TEqV(215(sT—sII), FR=27TEqW(2l5(sl—sfl), and
is the energy gap of the QR exciton. Here,
C(t-t)= (XtX;r,)O is the photon correlation function, and de-
pends on the time interval only. We can now define the
Laplace transformation for real z,

8=8T—8

Cs(z)Ef dte e C(1),
0

ny(z) = f die™(ny), etc., z>0, (3)
0

and transform the whole equations of motion into z space,

Energy-band diagram of a QR in the p-i-n
junction.

n1(2) = = [Co(2) + Co(2) Iny(2)/z + &[I/Z -ny(z) - n(2)],
z
* 1_‘R
n(z) =[Cy(z) + C(2) I (2)/z - 7711(2),

* F
PO =-31C.+ CLAE- . @)
Z

These equations can then be solved algebraically, and the
tunnel current from the hole- or electron-side barrier

A A A

Ig==elgln)), Ip==el[[1=(np) =] (5)

can then be obtained by performing the inverse Laplace
transformation on Egs. (4).

Shot noise spectrum. In a quantum conductor in nonequi-
librium, electronic current noise originates from the dynami-
cal fluctuations of the current being away from its average.
To study correlations between carriers, we relate the exciton
dynamics with the hole reservoir operators by introducing
the degree of freedom n as the number of holes that have
tunneled through the hole-side barrier'? and write

233301-2
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FIG. 2. Fano factor as a function of cavity length L. The vertical
and horizontal units are [SIR(O)]/ (2el) and \y/2, respectively. The
inset shows the radiative decay rate of a QR exciton in a planar
microcavity.

i§"(1) = =T n’(r) + Tgn{" (1),

A0 + A (0) = (T = T)nG(0). (©)

Equation (6) allows us to calculate the particle current and
the noise s =n (n) (m) i
pectrum from P,(1)=n (t)+nT (t)"'”l (1) which
gives the total probability of finding n electrons in the col-
lector by time ¢. In particular, the noise spectrum S 1, can be
calculated via the MacDonald formula.'* In the zero-

frequency limit, the Fano factor can be written as
AT TR[AZ) +2(I', + Tg)]
{A@TR+T[A®R) +2T:1 | o
)

SIR((U =0)

F 2e(l)

where A(z)=C,(z)+ C:(z).

Results and Discussions. From Eq. (7), one knows that the
noise spectrum of the QR excitons depends strongly on
C,(z), which reduces to the radiative decay rate vy in the
Markovian limit. The exciton decay rate y in a microcavity
can be obtained easily from the perturbation theory and is
given by

2
ehp (1)
vk
) , Se—c\g'?+k?) )
X(q'p)Pe' | 2 == lequn X |dd’.
k! sz +4q :

Z

(8)

where p is the ring radius, d is the lattice spacing, H(Ol) is the
Hankel function, €4/, is the polarization of the photon, and
is the dipole moment of the QR exciton."> The summation of
the integer modes in the k. direction is determined from the
boundary conditions of the planar microcavity.

The radiative decay rate y of a QR exciton inside a planar
microcavity is numerically displayed in the inset of Fig. 2.
The tunneling rates, I'; and I'g, are assumed to be equal to
0.1, and v, where y, (~1/1 ns) is the decay rate of a QR
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FIG. 3. Fano factor as a function of the decay rate for different
electron-side tunneling rate I';=0.01%, (solid line), 0.057, (dashed
line), and 0.1y, (dashed-dotted line). The hole-side tunneling rate is
fixed (F'g=1p).

exciton in free space. Also, the planar microcavity is as-
sumed to have a Lorentzian broadening at each resonant
mode (with broadening width equal to 1% of each resonant
mode).'® As the cavity length is shorter than one half the
wavelength of the emitted photon (L <<\,/2), the decay rate
is inhibited because of the cut-off frequency of the cavity.
When the cavity length exceeds some multiple wavelength, it
opens up another decay channel for the quantum ring exciton
and turns out that there is an abrupt enhancement on the
decay rate. Such a singular behavior also happens in the
decay of one dimensional quantum wire polaritons inside a
microcavity.!® This is because the ring geometry preserves
the angular momentum of the exciton, rendering the forma-
tion of exciton-polariton in the direction of circumference.
This kind of behavior can also be found in the calculations of
a Fano factor as demonstrated by the solid line in Fig. 2.
Comparing to the zero-frequency noise of the QD excitons
(dashed line), the Fano factor of the QR excitons shows the
“cusp” feature at each resonant mode.

Another interesting point is that below the lowest resonant
mode (L=\,/2), both the solid and dashed curves have a dip
in the Fano factor. It is not seen from the radiative decay rate.
To answer this, we have plotted Eq. (7) in Fig. 3 as a func-
tion of the decay rate . Keeping I'; unchanged, the solid,
dashed, and dashed-dotted lines correspond to the electron-
side tunneling rate I';=0.01v,, 0.5v,, and 0.17,, respec-
tively. As can be seen, the Fano factor has a minimum point
at y=I';Tp(I'+T )/ (I'2+T%). Comparing this with the inset
of Fig. 2, one immediately knows that when the cavity length
is increased to \y/2, the abruptly increased decay rate will
cross the minimum point and result in a dip in Fig. 2. Fur-
thermore, in the limit of I'y>T";, the minimum point can be
approximated as y=1I';. This means by observing the dip in
the Fano factor of Fig. 2, the magnitude of the electron-side
tunneling rate I'; can be obtained.

To further understand the difference between the QD and
QR excitons, Fig. 4 illustrates the shot noise as a function of
energy gap €. In plotting the figure, a perfect planar micro-
cavity is assumed for convenience. As can be seen, the shot
noise of the QD excitons shows the plateau feature (solid
line) with the increasing of &, while it is a zigzag behavior
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FIG. 4. Fano factor of QD (solid line) and QR (gray dashed line)
excitons as a function of energy gap e. The vertical and horizontal
units are [S,R(O)]/ (2el) and 2hc/ )\, respectively. The dashed-dotted
line represents that if the free-space decay rate of the QR exciton is
enhaced by a factor of 2(yy— 27,), the shot noise is also enhanced.

(gray-dashed and dashed-dotted lines) for the QR excitons.
This is because the decay rate of the QD exciton in a micro-
cavity is given by'6

2
eh
YVaor * 2 m@[(s/i’w)2 - (W"C/L)2]|€q'k;_>\ X

c

e

where 6 is the step function, and the summation is over the
positive integers. Therefore, when the energy gap ¢ is tuned
above some resonant mode of the cavity, the decay rate is a
constant before the next decay channel is opened. On the
other hand, however, one knows that the decay rate for the
QR exciton is not a constant between two resonant modes.
This explains why the decay property for QR exciton is dif-
ferent from that for the QD exciton under the same photonic
environment, and the difference may be distinguished by the
shot noise measurements. From the experimental point of

PHYSICAL REVIEW B 72, 233301 (2005)

view, different dependences on & are easier to be realized
since it is almost impossible to vary the cavity length once
the sample is prepared. A possible way to observe the men-
tioned effects is to vary & around the discontinuous points
and measure the corresponding current noise.

A few remarks about the ring radius should be mentioned
here. One should note that we do not give the specific value
of the ring radius in our model. Instead, a phenomenological
value about the free space decay rate 7, is used. The magni-
tudes of the tunnel rates are set relative to it. In general, the
changing of radius will certainly affect the shot noise. For
example, because of the exciton-polariton (super radiant) ef-
fect in the direction of circumference, an increasing of ring
radius will enhance the decay rate. In addition, the dipole
moment of the QR exciton y is also altered because of the
varying of the wave function. All these can contribute to the
variations of the decay rate and shot noise. In our previous
study,’> we have shown that the decay rate is a monotonic
increasing function on radius p if the exciton is coherent in
the quantum ring, i.e., free of scattering from impurities or
imperfect boundaries. The dashed-dotted line in Fig. 4 shows
the result for doubled free-space decay rate, i.e., yp— 2.
Although the noise is increased, the zigzag feature remains
unchanged.

In conclusion, we have derived in this work the nonequi-
librium current noise of QR excitons incorporated in a p-i-n
junction surrounded by a planar microcavity. Some radiative
decay properties of the one-dimensional QR exciton can be
obtained from the observation of shot noise spectrum, which
also shows extra information about the electron-side tunnel-
ing rate. Different noise features between the QD and QR are
pointed out, and deserve to be tested with present technolo-
gies.

This work is supported partially by the National Science
Council, Taiwan under Grant Nos. NSC 94-2112-M-009-019
and NSC 94-2120-M-009-002.

'E. M. Purcell, Phys. Rev. 69, 681 (1946).

2P. Goy et al., Phys. Rev. Lett. 50, 1903 (1983); G. Gabrielse and
H. Dehmelt, ibid. 55, 67 (1985); R. G. Hulet et al., ibid. 55,
2137 (1985); D. J. Heinzen et al., ibid. 58, 1320 (1987).

3J. M. Gerard et al., Phys. Rev. Lett. 81, 1110 (1998); M. Bayer ez
al., ibid. 86, 3168 (2001); G. S. Solomon et al., ibid. 86, 3903
(2001).

4C. Constantin ef al., Phys. Rev. B 66, 165306 (2002).

5G. Bjork et al., Phys. Rev. A 44, 669 (1991); K. Tanaka et al.,
Phys. Rev. Lett. 74, 3380 (1995).

6C. W. J. Beenakker, Rev. Mod. Phys. 69, 731 (1997); Y. M.
Blanter and M. Buttiker, Phys. Rep. 336, 1 (2000).

7Z. Yuan et al., Science 295, 102 (2002); G. KieBlich et al., Phys.
Rev. B 68, 125331 (2003).

8Y. N. Chen et al., Phys. Rev. B 69, 245323 (2004).

9R. J. Warburton et al., Nature (London) 405, 926 (2000).

10M. Bayer et al., Phys. Rev. Lett. 90, 186801 (2003).

D, K. C. MacDonald, Rep. Prog. Phys. 12, 56 (1948).

I2T. Brandes and B. Kramer, Phys. Rev. Lett. 83, 3021 (1999); Y.
N. Chen et al., ibid. 90, 166302 (2003).

13 Actually, the total current noise should be expressed in terms of
the spectra of particle currents and the charge noise spectrum:
S,(w)=aS,L(w)+bS,R(w)—abszQ(w), where a and b are capaci-
tance coefficient (a+b=1) of the junctions. Since we have as-
sumed a highly asymmetric set up (a<<b), it is plausible to
consider the hole-side spectra S IR(w) only.

14R. Aguado and T. Brandes, Phys. Rev. Lett. 92, 206601 (2004).

15Y. N. Chen and D. S. Chuu, Solid State Commun. 130, 491
(2004).

16y N. Chen et al., Phys. Rev. B 64, 125307 (2001).

233301-4



Studies on the electronic and vibrational states of colloidal CdSe/ZnS quantum dots
under high pressures

C.T. Yuan', Q. L. Chiu', Y. N. Chen*? W. C. Chou®", C.M. Lin®, W. H. Chang* H. S. Lin°, R. C.
Ruaan’, and D. S. Chuu*

'Department of Electrophysics, National Chiao Tung University, HsinChu 30010, Taiwan
’National Center for Theoretical Sciences, National Cheng Kung University, Tainan 701, Taiwan
3Department of Applied Science, National Hsinchu University of Education, HsinChu 300, Taiwan
*Department of Biomedical Engineering, Chung Yuan Christian University, ChungLi 32023,
Taiwan
>Department of Chemical and Materials Engineering, National Central University, ChungLi 32001,
Taiwan

Abstract
The electronic and vibrational states of colloidal core/shell CdSe/ZnS quantum dots are studied at
room temperatures by using high pressure optical measurements. Pressure dependent quadratic
lattice behavior can be observed clearly from photoluminescence (PL) and Raman spectra up to ~7
GPa. This quadratic relationship is consistent with theoretical prediction. The average pressure
coefficients for PL and Raman measurements, as well as Gruneisen parameter are 32 meV/GPa ,
4.2 cm™ and 0.11, respectively.
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I. INTRODUCTION

Colloidal quantum  dots semiconductor

(QDs), or
nanocrystals have attracted much attention for potential
applications in biological labels [1~2]. Due to strong
confinements in all spatial directions, the emission colors
can be tuned to cover whole visible range by changing the
size instead of chemical composition [3]. On the other
hand, high pressure technique is another approach to vary
the electronic levels of crystalline materials. Incorporation
colloidal QDs under high pressure environment can
provide valuable information to study the electronic and
vibrational states of nanometer size materials. Previous
reports have demonstrated that colloidal QDs exhibit
distinct properties from bulk materials. For example,
structural transformation of CdSe bulks from wurtzite to
rock salt occurred at the pressure of ~3 Gpa [4]. In contrast
to bulk CdSe, the structures of nanocrystals are stable more
than 5 GPa [5~6]. For both of bulk materials and
nanocrystals, the variations of the lattice are all linearly
dependent on the applied pressures. However, from the
theoretical predictions [7], the lattice behavior under high
pressure should follow quadratic relationship since the
bulk modulus is a function of pressures. Surprisingly, this
quadratic behavior was not observed explicitly in previous
reports [4~6]. One possible reason is that the limitation of
phase transformation occurred before entering quadratic
regime. To confirm this, it is necessary to delay the
transformation pressure of samples.

To observe this quadratic behavior, the colloidal CdSe QDs
with ZnS thin capping layers were investigated under high
pressure with de-ionized water as the pressure transmit
medium. PL and Raman scattering measurements have
been performed under various pressures up to 6~7 GPa at
room temperatures. Quadratic relationship between lattice
properties and applied pressures are observed explicitly
from both PL and Raman scattering. The average pressure
coefficients for PL and Raman measurements, as well as

Gruneisen parameter are found to be 32 meV/GPa , 4.2

cm and 0.11, respectively.

I1. EXPERIMENT

For room temperature PL measurements, the incident beam
from Ti:sapphire laser were guided through the doubly
BBO crystals as the excitation sources. The emitted light
was dispersed by a spectrometer and detected by a liquid
nitrogen-cooled charge coupled devices. Raman spectra
were recorded by collecting scattering line in
backscattering configuration. Incident beam from an argon
ion laser with 514.5 nm wavelength was focused on a
sample through a microscope objective. Notch filter was
utilized to reject the unnecessary incident laser line.
Hydrostatic high pressure surroundings were created
within a 0.2 mm hole at the center of steel gaskets
embedded by two diamond cells. Colloidal CdSe/ZnS QDs
were dissolved into de-ionized water, which is used as a
pressure transmit medium under relative high pressure [8].
The applied high pressures were determined by monitoring
the Raman shift of the ruby R1 line. Colloidal CdSe/ZnS
QDs were wet chemical synthesized by conventional
methods [9] and transferred into water pressure medium by
replacing original hydrophobic trioctylphosphine oxide
(TOPO) with Mercaptopropionic acid (MPA) hydrophilic

surface ligands.

I11. RESULTS AND DISCUSSIONS

Selected pressure dependent fluorescence spectra are shown
in Figure 1 and the corresponding high pressure values are
marked in the figure. The main peaks are attributed to band
edge emission of the QDs. The typical blue shift with
different amount can be observed with increasing pressures
below ~7 GPa, subsequently, the fluorescence disappeared
abruptly above the pressure. Figure 2 is a plot of the
fluorescence peaks as a function of applied hydrostatic
pressures. Obviously, quadratic relationship can be
observed, that is, the slope decreases with increasing

pressure. It implied that the pressure coefficient is not a



constant, but depends on the pressures. The equation
E(P)=E, +aP + BP? can be used to fit the

overall experimental data. Here, & and ﬂ are average
pressure coefficients, and EO is the energy gap at
ambient pressure. The fitting parameters for E0 oA ﬂ
are 623 nm, 32 meV/GPa, and -0.001 meV/GPa?%
respectively. To compare with previous reports [4~6], we
divided the overall data into two parts, relative low and
high pressure regimes. The threshold pressure is assigned
to 3 GPa due to dramatic change of the slop. This threshold
is just close to transition pressure of CdSe bulk. The linear

function E(P)=E;+aP can be used to fit two

—3B(§)+GB(§)2+ high order terms of
Y 8y

Aa
(—) . If the external applied pressure is high enough, the
a

second order term cannot be neglected. Hence, the
relationship between the fluorescence peaks and applied
pressures exhibit quadratic behavior due to additional
second order term. From the viewpoint of volume change
under applied pressures, bulk modulus is not a constant and
increases with increasing pressures. It implies that colloidal
QDs are getting harder to be compressed in relative high
pressure regime. Hence, the pressure coefficients are

getting smaller.

regimes. The pressure coefficients are 39 and 25 meV/GPa One might argue that why we are able to observe relative

for low and high pressure regimes. The former is close to
bulk value [10]. On the contrary, the latter resembles the
value of nano-crystals [5].

According to above findings, actually, there is a nonlinear
factor that influences the relationship between fluorescence
peaks and applied pressures. This effect can be explicitly
observed in relative high pressure regime. We thus

consider Murnaghan equations which describes the relation

between applied pressures and lattice constants,
B 3%
= [( % ) @ -1], where B s the
dB/dP a, +Aa

bulk modulus, @, is lattice constant under atmospheric

pressure, Aa is the decrement of the lattice constant,

which is usually small, induced by the applied pressures.

One can then obtain
Aa B 1 3% Aa
P(—)= [( ) ® -1]=-3B(—)+
8~ dB/dP™, Aa a,
a,

dB,..,dB Aa,,
+3(B) 1) 4o

_ Aa dB
high order terms of (—). If we choose —— ~1[11],
a dpP

the equation can be approximated to the form of

high pressure regime compared to previous reports [4~6].
It may be ascribed to two reasons: First, the structures of
the colloidal CdSe QDs with ZnS capped layer are more
stable. Second, previous studies have shown that the
transformation pressure of CdS nano-crystals can be
increased by using de-ionized water instead of using the
conventional methanol and ethanol solution [8] as the
pressure medium. In the case of core/shell CdSe/ZnS QDs
in water, fluorescence can be observed up to 6~7 GPa. This
higher phase transformation pressure is possibly the main

reason to exhibit the quadratic relationship.

For QDs under high pressures, the blue shift of PL is not

only caused by the lattice contraction but also by the
enhanced quantum confinement. For quantum confinement
effect, the changes in electronic energy under applied
W’
2uR?

where f is the volume compressive ratio due to pressures

pressure are given by AE =

1
(T_l) [12],

and R

typical parameters of CdSe QDs with 4 nm in radius and

is the radius of the QDs. By employing the

set f to be about 0.8, the change of the electron energy
induced by the increasing of quantum confinement due to
the applied pressure up to the phase transformation is still

much small. This implies the blue shift of fluorescence



caused by the quantum confinement effect can be
neglected.

Raman scattering measurement is a very sensitive and
powerful tool to probe the lattice property of crystalline
structures. To study the lattice quadratic behavior
thoroughly, Raman spectra were also recorded at the same
time. Figure 3 shows the Raman spectrum of colloidal
CdSe/znS QDs under the pressure of 1.43 GPa at room
temperatures. From left to right, three peaks can be
observed, and are assigned as longitudinal optical (LO)
phonon of CdSe core, LO phonon of ZnS shell, and 2-LO
phonon of CdSe, respectively. Figure 4 shows pressure
dependent Raman spectra of colloidal CdSe/ZnS QDs
under various high pressures. With the increasing of
pressure, all phonon peak shift to higher frequency up to 7
GPa. Above this pressure, these CdSe related Raman peaks
disappear abruptly. Combining PL with Raman scattering,
it is appropriate to conclude that the structures
transformation occurs at this pressure. Figure 5 (a), (b)
show the Raman peak shifts of the LO phonon and 2 LO
phonon of CdSe QDs as a function of applied pressures.

Both curves are all in quadratic behavior. The solid line is a
quadratic fit by equation of @(P) = @, + &P + BP*

to all experimental data. The average pressure coefficient
for Raman shift is 4.23 cm™/GPa, which is consistent with
previous results of bare CdSe colloidal QDs [6]. This is a
clear evidence for hydrostatic pressures applied to the
colloidal QD core even over-coated with a ZnS thin layer.
We can observe also that there are two pressure regimes
with different slope divided at the pressure of 3 GPa. From

the pressure dependent Raman spectra, the Gruneisen

parameter can be derived by the equations
B, dw )

of y =———, where Bo is the bulk modulus and
23

equal to 53 GPa for CdSe bulk [13]. One then obtains
y =0.11, and the LO phonon frequency at ambient

pressure is 216 cm’®, which is larger than the bulk value of

213 cm™. The increased value is due to additional
compressive stress resulted from the over-coated ZnS [14].
Previous work has reported that QDs over-coated with ZnS

are able to increase the Raman shift with a value of

2cm™.

IV. CONCLUSION

We have studied the electronic and vibrational states of
colloidal core/shell CdSe/ZnS QDs at room temperatures
with high pressure optical measurements. Pressure
dependent quadratic lattice behavior can be observed
explicitly from the PL and Raman spectras up to ~7 GPa.
This quadratic relationship is consistent with the
theoretical prediction. The average pressure coefficients for
PL and Raman measurements, as well as Gruneisen
parameter are obtained to be 32 meV/GPa , 4.2 cm™ and

0.11, respectively.

ACKNOWLEDGEMENTS
This work was supported by MOE-ATU and the National

Science Council under the grant numbers of NSC
94-2112-M-009 -024, NSC 95-2112-M-009 -047 and
94-2120-M-033-001.

REFERENCES

[1] M. Jr Bruchez, M. Moronne, P. Gin, S. Weiss, and A. P.
Alivisatos, Science 281, 2013 (1998).

[2] W. C. W. Chan and S. M. Nie, Science 281, 2016
(1998).

[3] X. Michalet, F. F. Pinaud, L. A. Bentolila, J. M. Tsay, S.
Doose, J. J. Li, G. Sundaresan, A. M. Wu, S. S. and
Gambhir, S. Weiss, Science 307, 538 (2005).

[4] W. Shan, W. Walukiewicz, J. W. Ager, K. M. Yu, and J.
Wu, Appl. Phys. Lett. 84, 67 (2003).

[5] J. Li, G. H. Li, J. B. Xia, J. B. Zhang, Y. Lin and X. R.
Xiao, J. Phys. Condens. Matter 13, 2033 (2001).

[6] A. P. Alivisatos, T. D. Harris, L. E. Brus, and A.
Jayaraman, J. Chem. Phys. 89, 5979 (1988).

[7] S. H. Wei and A. Zunger, Phys. Rev. B 60, 5404 (1999).



[8] X. S. Zhao, J. Schroeder, P.D. Persans and T. Bilodeau,
Phys. Rev. B 43, 12580 (1991).

[9] M. A. Hines and P. G. Sionnest, J. Phys. Chem. 100, 468,
(1996).

[10] A. L. Edwards and H. G. Drickamer, Phys. Rev. 122,
1149 (1961).

[11] S. H. Tolbert, A. B. Herhold, C. S. Johnson, and A. P.
Alivisatos, Phys. Rev. Lett. 76, 4384 (1996).

[12] M. R Silvestri and J. Schroeder, J. Phys. Condens.
Matter 7, 8519 (1995).

[13] S. H. Wei, snf A. Zunger, Phys. Rev. B 60, 5404 (1999).

[14] R. W. Meulenberg, Phys. Rev. B 70, 235311 (2004).

FIGURE CAPTIONS

Figure 1: Pressure dependent fluorescence spectra of
colloidal CdSe/ZnS QDs at room temperature.

Figure 2: Fluorescence peak energy as a function of applied
pressures.

Figure 3: Raman spectrum of colloidal CdSe/ZnS QDs at
1.43 GPa at room temperature.

Figure 4: Pressure dependent Raman spectra of colloidal
CdSe/ZnS QDs at room temperature.

Figure 5: Raman peak shifts of (a) LO and (b) 2 LO phonon

as a function of applied pressure.
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Figure 5 (a)(b)
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Studies on fluorescence enhancement for CdSe quantum dots with surface modifications by means
of single molecule detection technique
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ABSTRACT

Fluorescence enhancement for colloidal CdSe quantum dots (QDs) modified by capped layers has
been studied by means of single molecule detection technique. It is found that modification of the
ZnS capped layer does not increase the on-time fraction but can enhance the quantum yields (QYSs)
of on-time duration. With the attachment of additional hexanediamine (HDA) surface ligands,
both on-time fraction and QY's can be enhanced up to 2 and 13 fold for colloidal CdSe/ZnS QDs.

In this case, the fluorescence decay profile exhibits close to single exponential behavior with
longer lifetimes.
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INTRODUCTION

From the macroscopic point of view, ensemble
colloidal CdSe quantum dots (QDs) are attractive
fluorophores for potential applications in biological
labels due to excellent fluorescence properties, such
as brightness, higher photo-stability, and tunable
emission spectra [1,2]. Consequently, single colloidal
QDs are expected to be one of the suitable candidates
for single molecular probes [3]. However, ensemble
measurements merely reflect the average properties
of an inhomogeneous sample. Deep studies of
fluorescence properties at single QD level are
necessary. With the development of single-molecule
detection technique, some interesting phenomena,
which are missing in the ensemble-averaged
experiments, of single QDs have been discovered,
such as fluorescence intermittency (blinking) and
lifetime fluctuation [4,5]. This blinking behavior
(fluorescence switches between on and off states
under continuous excitation) is a fatal problem for
practical applications. It causes fluorescence to
become complex and not directly correlated with
ensemble measurements. For example, QYs are not
consistent between ensemble and individual QDs. In
Ref [6], they proposed QY of individual QD is the
same for all bright QDs, and ensemble QYs can be
determined by the ratio of bright QDs to total ones.
The surfaces of colloidal QDs play an important role
in determining fluorescence properties due to large
surface to volume ratio. It has been demonstrated
that CdSe fluorescence properties are sensitive to
surface of QDs, even overcoated with a thick ZnS
shell [7,8]. Attaching organic or inorganic capped
layers is a popular method to enhance the ensemble
fluorescence [9,10]. However, the mechanism is not
explicit known, especially, from single QD
viewpoint, how much of the enhancement is due to
the increasing of on-time duration and how much is
due to enhancement of QYs within the on-time or
both.  Therefore, studies on  fluorescence
enhancement from single QD viewpoint can
facilitate to directly understand and improve the
fluorescence properties of colloidal QDs.

In this work, fluorescence enhancement for colloidal
CdSe QDs modified by organic and inorganic capped
layer are studied by means of single molecule
detection technique. It is found that the conventional
ZnS capped layer does not increase the on-time
fraction , however, it can enhance QYs of on-time
duration. Attaching additional HDA surface ligands,
both on-time fraction and QY can be enhanced up to
2 and 13 fold for colloidal CdSe/ZnS QDs. In this
case, the fluorescence decay profiles exhibit close to
single exponential behavior with longer lifetimes.

EXPERIMENTAL DETAILS

For single-isolated QD measurements, dilute
colloidal solution of nano-molar concentration was
dispersed onto a clean cover slide by spin coating.[11]
In this case, the mean separation between two
individual QDs is larger than 1 micron and can be
detected by far field optical microscopy.
Fluorescence measurements were performed based
on a laser scanning confocal microscope equipped
with a piezo-scanner with nanometer spatial
resolution. The excitation pulses at the wavelength of
405 nm, 10 MHz repetition rate were focused to a
nearly diffraction limited spot by an oil-immersion
objective with 1.4 N.A. Fluorescence was collected
by the same objective and guided to a single photon
avalanche photon diodes after passing a 50 micron
confocal pinhole. Then, fluorescence and relative
synchronized laser reference fed into very fast
electronics system (Time harp 200, PicoQuant) to
process time-correlated analysis.

Time-tagged, time-resolved (TTTR)

measurements by using Timeharp 200 (Picoquant
GmBH) are performed on each single QD. TTTR
measurements are distinct from conventional
time-correlated single photon counting techniques.
For TTTR acquisition modes, both start-stop time
(time between laser pulses and single photon
emission) and absolute arrival time (from the
experimental start to single photon emission) can be
recorded simultaneously [12]. The fluorescence
decay profiles can be constructed by histograming
start-stop time for many cycles by time-resolved
modes. The transient fluorescence trace can be
formed by integrating all photons in a given bin time
(1 milliseconds) by time-tagged modes. From this
time trace, we can construct on-off time and burst
sizes histogram to statistical analysis.
As for the ensemble fluorescence measurements, the
concentrated solution sample was directly excited by
a tungsten lamp filtered by a monochromator.
Fluorescence was dispersed by a spectrometer and
guided to a photo-multiplied tube.

RESULTS AND DISCUSSIONS

Figure 1 shows the ensemble fluorescence spectra for
colloidal CdSe QDs with original TOPO ligands,
high band gap materials (ZnS), and ZnS/HDA
surface from the same batch. The red shift of the
peak position can be observed for both ZnS and
ZnS/HDA coated QDs due to exciton wavefunction
extended into ZnS layers [13]. Upon attaching
additional surface layers, ensemble fluorescence can
be increased. The enhanced factors are 3.13, and 8.3



for ZnS, and ZnS/HDA mixture capped QDs. This
ensemble enhancement by introducing capped layer
is generally assigned to passivate surface states of
QDs [10,14].

To clarify the fluorescence enhancement, we utilized
single molecule detection technique to monitor the
fluorescence properties of single-isolated QDs from

the same batch. Figure 2 shows a 3x3 um’

fluorescence image for colloidal CdSe/znS QDs
obtained by laser scanning confocal microscope.
Some streaky patterns with diffraction limited spots
of ~300 nm can be observed and are attributed to
fluorescence intermittency [4]. This is a criterion to
identify the single-isolated colloidal QDs. In order to
monitor individual QDs, the laser spot can be moved
to specific QD position to record transient
fluorescence. Figure 3 displays the fluorescence time
traces with time window of 10 seconds for original
TOPO (a), ZnS (b), and ZnS/HDA (c) capped QDs.
For single QDs measurements, to avoid dots to dots
heterogeneity, more than 10 individual QDs for the
same species can be measured and the bin time for
taking every data is 1 millisecond. From
fluorescence time traces, blinking phenomena can be
observed clearly, especially for ZnS and ZnS/HDA
mixture capped QD. This is a hallmark and evidence
of the detection of a single-isolated QD [4]. The
reasons for the dark periods are usually attributed to
the formation of the charged QDs due to Auger
ionization [15]. When a charged QD absorbs a
photon and generates an exciton, it becomes a three
particles system. In this case, the energy transfer
from exciton to third particle is faster (~ps) than
radiative recombination process (~ns) [16]. For this
duration, the QD does not fluoresce, even absorbs
the excitation photons. Only after the neutralization
of the charged QD, it starts to emit photon. To obtain
quantitative and meaningful parameters, the general
approach is to define an intensity threshold from
time trace to distinguish between on and off
states.[17] Then, we can define on (off) duration time,
which all photons are above (below) the threshold,
and construct an on (off) time distribution histogram
from overall experimental data.

For single QD measurements, the fluorescence
enhancement factors are 2.76, and 6.8 for ZnS and
ZnS/HDA mixture capped QDs compared with bare
QDs by summing up the total number of emitted
photons above the predefined threshold. The values
are near to the results of ensemble measurements. It
indicated that ensemble fluorescence enhancement
by introducing surface modification is mainly due to
the increasing fluorescence of individual QDs
instead of total numbers of bright ones. Figure 4
shows a histogram of on-time duration plotted by
log-log scale for TOPO (a), ZnS (b), ZnS/HDA (c)
capped QDs. The distribution of on-time duration

exhibits a universal power-law behavior [18]. The
mean on-time duration calculated by averaging
arithmetically are 1.69, 3.81, and 8.37 ms,
respectively. We discovered that the mean on-time
duration can be increased 2.3, 5 fold for ZnS and
ZnS/HDA coated QDs. However, the corresponding
off-time also increased (not shown). This result can
be explained by the ionization blinking model [15].
ZnS capped layer can block electron ejected
(returned) between QDs and surrounding matrix.
Hence, the enhanced on-time accompanied with the
increasing of the off-time by introducing the ZnS
high band gap materials. For comparison, the ratio of
the on-time to total on-off time needs to be deduced.
The on-time fractions are 0.16 and 0.15 for bare and
ZnS capped QDs. It implies that the on-time fraction
can not be increased by ZnS capped layer. Therefore,
the fluorescence enhancement of individual QDs
with ZnS layer is not originated from increasing
on-time fraction. Interestingly, the on-time fraction
can be enhanced up to 2.1 fold by adding HDA
surface ligands.

To study this enhancement explicitly, we need to
concern not only the on-time fraction, but also the
emitted photon number within the on-time duration.
From fluorescence time traces of Figure 1, the
intensity fluctuated within on-time for individual
QDs and varied with QDs capped by different
surface modifications. Figure 5 shows the histogram
of the burst sizes for TOPO (a), ZnS (b), and
ZnS/HDA (c) coated QDs. The burst sizes are
defined as the total photon number above the
threshold for a given on-time duration. From burst
sizes histogram, we can obtain total emitted photon
number from a specific QD by integrating column
area and get mean burst sizes by arithmetic average.
It can tell us how many emitted photons within mean
on-time duration. The mean burst sizes are 5.6, 38.6,
and 523.5 counts, respectively. It indicates that ZnS
capped layer can enhance the burst sizes
(fluorescence intensity) within on-time duration
instead of increasing on-time fraction. However, for
ZnS/HDA capped QDs, both QYs and burst sizes can
be increased. As mentioned before, this enhancement
is usually assigned to passivate trap states by
introducing surface modification from ensemble
measurements.

To confirm the above statements, we also
performed  the  time-resolved  fluorescence
measurements to monitor the photoexcited carrier
dynamics of single QDs at the same time. Figure 6
shows the fluorescence decay curves for bare TOPO
(@), ZnS (b), ZnS/HDA (c) capped QDs. The decay
lifetime is correlated to the fluorescence intensity, for
which strong intensity possesses longer lifetime. The
decay curve, which is more close to single
exponential behavior with longest lifetime, can be



observed for ZnS/HAD capped QDs. The measured
decay rates are the summation of radiative and
nonradiative decay rates. In general, radiative
processes are not sensitive to surface modification
and only nonradiative decay can be modified. In this
case, nonradiative processes can be suppressed due
to passivate trap states by introducing surface
modification and increase the observed lifetime.
Here, we used the stretched exponential function

It)=1, exp(—(l)ﬁ) to fit our experimental data.
T

Where 7 is fluorescence lifetime of single QDs,
0< f <1, representing the distribution of decay

rates. For [ =1, fluorescence decay curve exhibits

perfect single exponential decay behavior [19],
which means radiative processes dominate. For
ZnS/HDA capped QDs, it possesses the longest
lifetime and largest £ due to a better degree of

passivation compared with bare and only ZnS capped
QDs. It implies that the QY for individual QDs can
be actually enhanced by introducing surface
modification. From statistical analysis of the
experimental data, we suggest that the main function
of ZnS capped layer can block electron to reject and
return from QDs into surrounding matrix. Both
on-time and off-time are increased but the total
on-time fraction are the same for ZnS coated QDs
compared with bare QDs. The enhancement of
fluorescence intensity of single QDs with ZnS
capped layer is originated from the increasing burst
sizes of on-time due to passivate the surface states of
single QDs. Additional HDA surface molecule not
only increases the on-time fraction but also increases
the burst sizes.

CONCLUSION

Fluorescence enhancement for colloidal CdSe QDs
modified by capped layer has been studied by means
of single molecule detection technique. Conventional
ZnS capped layer does not increase the on-time
fraction but can enhance QYs within on-time
duration. Attaching additional HDA surface ligands,
both on-time fraction and QY can be enhanced up to
2 and 13 fold for colloidal CdSe/ZnS QDs. In this
case, the fluorescence decay profiles are close to
single exponential behavior with longer lifetimes.
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Figure 1 The ensemble fluorescence spectra for colloidal CdSe QDs with original TOPO
ligands, high band gap materials (ZnS), and ZnS/HDA surface from the same batch.

40+ o~ | bare CdSe
- - - CdSe-ZnS
—— CdSe-ZnS-HDA

120

Intensity (a.u.)

475 500 525 550 575 600
Wavelength (nm)

Figure 2 A 3x3 ,um2 fluorescence image for colloidal CdSe/ZnS QDs obtained by laser
scanning confocal microscope.




Figure 3. (a)  The fluorescence time traces with time window of 10 seconds for original TOPO
capped QDs.
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Figure 3. (b) The fluorescence time traces with time window of 10 seconds for ZnS capped QDs..
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Figure 3. (C) The fluorescence time traces with time window of 10 seconds for ZnS/HDA capped
QDs.
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Figure 4. (a), (b), (c). A histogram of on-time duration plotted by log-log scale for TOPO (a), ZnS
(b), ZnS/HDA (c) capped QDs.
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Figure 5. (a), (b), (c). The histogram of the burst sizes for TOPO (a), ZnS (b), and ZnS/HDA (c)
coated QDs.
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Figure 6. The fluorescence decay curves for bare TOPO (a), ZnS (b), ZnS/HDA (c) capped QDs.
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