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Abstract — This report is to present some results of the A. Background and Objective
project funded by National Science Council from 2003 to 2006.
Our objectives are mainly to explore and find new techniques Power dissipation is an important design parameter in
in physical design, including floorplanning/placement and clock ~ the design of microelectronic circuits nowadays, esplcial
tree physical synthesis, for low power demand. In this report, iN portable computing devices and personal communication

we will demostrate the effectiveness of our execution in three applications, al'so in battery powered app|i0§ti0n5- A glesi
years [42], [34], [9], including additional publications [10], [11] ~ Might be considered not valuable because it consumes too

[23], [54], [53]. In the first part, we show some results in much power. Thus the low power skills become more sig-

improving clustered voltage scaling by better power-timing slack ~ Nificant than before [14]. Since dynamic power dissipation
sensitivity strategy [42]. We further generate voltage islandsdr 1N CMOS circuits is directly proportional to the square of
low power designs with performance constraints consideration the supply voltage (VDD), reduction in VDD can lower the
in second part [34]. As for the third part, we present a Power dissipation considerably. Voltage scaling, somesim
methodology for low power clock tree synthesis by transition ~With dual threshold voltage [5], [2], [29], [28], is one
time manipulation from library study [9]. of the most effective techniques in reducing the power
consumption of CMOS circuits. However, decreasing VDD
leads to increase in circuit delay. In the designs of most
microprocessors or ASIC chips, the operating frequency is

I. A MORE EFFECTIVE POWER-TIMING SLACK set by the design specification according to the target marke
SENSITIVITY METRIC IN DUAL VDD ASSIGNMENT OF - Thg timing constraints in chips are in turn set by the opegati
Low POWERVLSI ARITHMETRICS frequency. Designers need to optimize designs to reduce

power consumption within the specified timing constraitfts.

Power consumption problem has been critical for a longhe supply voltage is reduced whilér; remains constant,
time. It increases the design difficulty for battery poweredthe critical-path delay will not meet the timing constraint
applications, and also affects ordinary designs in terms dffig.1).
time to market, cost, and reliability. Clustered VoltagalBwy Clustered voltage scaling (CVS) is a technique which
(CVS) is an effective way to reduce IC power consumptionpartially reduces the supply voltage. It utilizes the exdése
CVS utilizes the excess time slacks inside circuits andetradslack within circuits and then trades the time slack for powe
them for power reduction. Methods based on CVS for savingaving. Methods based on CVS for saving power have been
power have been studied for years. In this work, we study thetudied for years, including [46], [48], [30], [47], [8]. ©}
previous approaches and propose an improved CVS methaas one of the original papers discussing CVS. Due to some
called Bilateral CVS (BCVS). BCVS is a general Clusteredlimitation in inserting level converter [22], [48] improde
\oltage Scaling method which subsumes both CVS an€VS in inserting non-flip-flop-type level converters. Not
ECVS (also GECVS), and also includes a more effectivegreedily enough, [30] found a way to assign power-timing
priority criterion metric in power-timing slack sensitiyi The  slack sensitivity (propagation priority) to further impe
experimental results show that previous CVS approachepower saving. However, due to mixed information in the
especially GECVS [30], save substantial power in someensitivity assigned for dual VDD assignment, it will not
arithmetic cell-based designs. Among all approaches, BCV8btain tremendous power saving at all times.
outperforms GECVS 13% power saving in a 32-bit multiplier In this work, we propose an improved power-timing slack
under our experimental setup with level converter insartio sensitivity strategy for dual VDD assignment. Our main
consideration. contributions are as follows. First, we have studied pnevio
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Fig. 1 Output timing distribution of some design in our experimental
platform. It shows the migration of output arrival time and thaises the Fig. 2. There exists static weakly-on leakage current in CVS
difficulty in designing dual VDD systems. technique [48]. This makes necessary to insert level coersshifters [22].

Usami et al. used a kind of specially designed flip-flop with
CVS techniques and experimented on some arithmetic cilbuilt-in level conversion (LCFF) in their CVS technique [46
cuits under our experimental setup. We further demosthete t To save the overhead induced by level converters, the aiigin
effectiveness of those approaches, like in [30]. Seconeltdu CVS paper proposed an algorithm that performs Depth-First-
our improved propagation priority from [30], we obtain more Search (DFS) from each output pins backward toward the
power saving with our greedy based bilateral CVS (BCVS)input pins to achieve a converter-free solution.
Among all approaches, BCVS outperforms GECVS 13% 2) Extended Clustered-\Voltage-Scaling (ECVS): Usami et
power saving in a 32-bit multiplier under our experimentalal. had proposed two ways to improve CVS in [48] due to the
setup with level converter insertion consideration. limitation of using level converters between flip-flops. Eir
they allowed the insertion of level converter. ECVS aldonrit
extends CVS algorithm with a hill-climbing possibility. €h
V DDj assignment to some cell on the path from one flip-

In the following subsections, we briefly describe threeflop to another flip-flop was performed if it was feasible
earlier VDD assignment methodologies for low power desigrfconsidering the cost of level converter insertion, if reszey)
and give our problem formulation. and the total power consumption increment was within a

1) Cluster \Wbltage Scaling (CVS): As shown in Fig. 1, margin, apply it. Secpnd, they applied the concept of the
the output arrival time of a circuit usually distributes pwe ~ Stége level of gates, instead of original DFS operation, as a
range. After lowering down the supply voltage for low power €W way to decide the order &f DDy, assignments. They
operation, the output arrival time migrates to a slower eang labeled gates.and sorted the labeled number as the priority
If the required timing constraint lies on an interval, sugh a ©f VD Dy assignment. ,
5.5-6ns in the shown case, we might fail to find a low power 3) Greedy-ECVS (GECVS): More recently, Kulkarni et

solution in total supply scaling down (voltage island [3aj f &l- Proposed a way to further improve ECVS in [30]. They
a subcircuit). put emphasis on the priority o DD;, assignment. They

Clustered Voltage Scaling (CVS), firstly proposed by Us_introduced a concept of powe_r-_tirr_ﬂng_ slack sensitivity mea
ami et al. [46], is a simple and practical technique for lowSUrement for further power minimization.
power design. The essence of CVS is based on the utilization 1heY defined the sensitivity of a gate 'x’ as:
of excess timing slack in synchronous circuits. It relies on . .. APower x slack at gate output
the inner excess time slack inside circuit blocks. Sincetmos "5tz = ADelay
circuits have a critical path and other non-critical paths,
usually have the opportunity to minimize power consumptionyhere
by virtue of CVS.

However we can not make a gate supplied BYWDy, APower = Change in total power due to move, and
directly fan out to another gate which is suppliedbp Dy, .
As shown in Fig. 2, the sub-threshold current, or even ADelay = Change in arrival time at gate output due to
worse, a static turn-on current, would nullify the effortmné  move
to power saving. We need level converters [22] to shift up
signal voltage level so as to drive the succeeding logicsgate They pointed out a concept that we can exploit the
Unfortunately, such circuits are relatively large and powe movements (fromV DDy to V. DDy,) according to the best
consumptive. They form the main overhead of clustered-typpower savings per unit delay penalty. This is a good idea
multiple-supply-voltage (MSV) low power designs when wewhich directly targets at the primitive goal of CVS: trade

B. Clustered Voltage Scaling Techniques

1)



the excess delay for power saving. Intuitively, this sévisjt
measurement seems to give a perfect and non-improvable
guideline. In the next section, we provide a better approach
to further lowering power consumption based on sensitivity
measurement in cell-based design.

4) Problem Formulation: We formulate our problem as
follows. We want to find the best power saving without
violating the timing requirements. The objective is to #rad
the excess time slacks for most power . We have set up the
timing requirements by the Back-roll ratio. The Back-roll
ratio (backoff in [30]) means the percentage of increment
of the critical path delay. For example, if the Back-rollioat
is 10%, that means the timing requirement is set to 1.1 times
the critical path delay. The default value of Back-roll ceis
0, meaing the timing requirement is equal to the criticahpat
delay.

C. Low Power Design via an Improved CVS and More Effec-
tive Power-Timing Slack Sensitivity Metric

Original CVS does not require any insertion of stand-
alone level converters. Therefore, it is a more practical
approach than ECVS, especially when the overheads of level
converters were still high. As the research and improvement
in level converter design, the overheads of level converter
are lowered. We can then utilize more excess slacks by
ECVS if the circuit structure and the timing specification
allow. Furthermore, GECVS gives a guideline on how to
trade slacks for power in an efficient way. In this section,
we show an improved approach to implementing Clustered
\oltage Scaling, called BCVS.

The term "bilateral” means that we push our clusters both
from the output side and input side. The motivation is that we

put all output nets into the wave front;

put all input nets into the reverse-wave front;
mni_wave_front = wave front;
ini_reverse_wave_front=reverse_wave_front;
MIN_POWER=total_power;

do{

wave fronf= 1ni_wave_front; power=MIN_POWER.:
while({propagation ts possible) {
propagate from output side to input side;
if{update_total power( }< power){
mark the movement in the moving sequence;
power=total_power;

}

undo all movements:
reverse_wave_front= ini_reverse_wave_front;
reverse_power=MIN_POWER;
while(reverse propagation is possible){
reverse_propagate from input side to output side;
if{updare_total power { )< reverse_power){
mark the movement in the moving sequence;
reverse_power=total power;

}

undo all reverse_movements;

ifipower or reverse_power < MIN POWER){
update MIN_POWER.
redo corresponding movement to marked position;
update both wave fronts (and initial wave fronts J;

}
else break:

twhile(better solution is found);

want to try to push the clusters from both sides alternqtivel Fig. 3. Proposed BCVS algorithm. This algorithm tries both sidesditg,

oo . . . more aggresive than ECVS and GECVS. The priority assignment fo
for more possibility to reach the optimal solution. Oridiga  finding better solutions is more effective than previous C\#Braaches as

we try to push both of the wave fronts justlevels in each  well.
step. But the experimental data show thatnifis small,

the resulting quality is deteriorated. Therefore, werlebe

very large so that the optimality for each wave front is not
sacrificed by the action of push of other ones.

The BCVS algorithm and flow are shown in Fig. 3 and
Fig. 4. We start our optimization procedure firstly from the
output side and grow the cluster as large as possible if slack
allow. During the wave front traversing on circuit, we mark
the best movement sequence of power reduction. As it is
finished, we push the other wave front from the input side
in the same way. After one such iteration is completed, we
compare the results. If the solution is better than the previ
optimal results, we re-apply the sequence of movement to the
marked position and then go on the next iteration.

We utilize a wave front propagator as the engine of our
optimizer. As shown in Fig. 5, the wave front starts from the
output pins, propagates to the fan-in cells if the timinglkta
allow. We also implement a reverse wave front which behave
symmetrically to the ordinary wave front. It starts from the
input pins, propagates to the fan-out cells, and autorribtica
includes level converters if necessary. Another charstier

{
‘ Try from outputs to inputs ‘

[

‘ Try from inputs to outputs ‘

o

‘ Choose the better side ‘

,/,//f///l\’\\\w\\,,\ Yes
<i@egm\grovement in power saving#——
T No
End

Eig. 4. Methodology flow for lower power consumption using BCVS.



Reverse wave front ——) <{— Wave front
'

-~ TABLE |
VDD L ~o o !, DESCRIPTIONS OF TESTING CIRCUITS
cluster \ VDD H I
[>o S cuser 3y \pp, Circuit name | Circuit function # standard cellg
D; |>°:.—| l  cluster clal28 128-bit carry look-ahead adder 1911
g TEES-- | o csm128 128-bit conditional sum adder, 1701
addbk128 128-bit BK adder 1942
' o> mult32 32-bit Booth multiplier 3418

exploit all the feasible movements without timing violatjo

Fig. 5. lllustration of bilateral wave fronts. It saves power by more and. secondary mark the best Sequence Wi_th _most power

aggresiveV DDy, assignment from both sides alternatively. saving. We also want to examine the sensitivity criterion
proposed by GECVS. We use UMC 0.18 standard cell library
and set different leakage power to each type of cells acegrdi

. ) ) ] ] _ tothis cell library. We set the delay/power of level coneest
of this algorithm is to use dlﬁg;ent propagation priority. {5 pe multiples of unit gate delay/power, respectively.
H H ower 1 i . . H
In [30], it uses single keyslack* X570 » with decreasing  \we yse some real arithmetic designs as our test bench.

order. The one we use is double keyldck, ﬁ%"elff; ), both  They are listed in Table I. We have tried three types of

with increasing order. o _ propagation priority, then compared the results with CVS
The criterion proposed by GECVS multipli€si2<" with  approach. The first one is single keyuck* ALower  ith

slack, therefore the information of slack is blurred. It candecreasing order, which stands for the GECVS algorithm. The

not determine whether the cell has a large slack or a larggecond is double keysfack, 31507” ), both with increasing
elay

Alneer. As we know, the slacks carry information about order, which is the one we proposed. The last one is double
the circuit topology, so we can use it as an observer okey: (slack,fani, /ounumber ), both with increasing order.
topology/timing behavior of the circuit. However, our tat@s  The reason for choosing minimal fan number is that we want
the most power saving rather than the largest slack ufizat 1o do least perturbation to the slack distribution of the lgho
That is why we need two keys, one observe the topology angircuit after each’ DD;, assighment.

timing, the other measure the location of most power saving.

In general, if a functionv can be a good measurement of the

topology/timing information for the propagation algorth TABLE Il

while our final target is to get the most Change in function CoMPARISON BETWEEN FOURCV'S TECHNIQUES APPLIED ON CIRCUITS IN
hould th . K dald th TABLE |. THE EXPERIMENTAL SETUP ISV DDy =1.8V DD1=1.2Vry=0.5,
B, we should usex as the primary key andj/da as the | eyel converrer peLaviPOWER C0ST1.0/1.0, BACK-ROLL=0%. THE RESULTS

secondary key‘ That is the reason that we propose slack asow THAT OUR APPROACH CAN OBTAIN MORE POWER SAVING UNDER MOERATE

the first key andaZ2uer as the secondary key in BCVS. This COST OF LEVEL CONVERTER
Y

can be verified by our experimental results.

Circuit name original Cvs GECVS (slack, %) (slack,fan)

#H cells 1911 1210 1210 1210 1210

#L cells 0 701 701 701 701

D. Experimental Results ccplsgﬁs i sy — — o — o

. X . Power (%) 1.0 0.84 0.84 0.84 0.84

We set our target to find the most power-saving solution el | wor | e | e S XS
g . . . . cells

on the condition that the maximal input to output arrivaldim e N LR B 203 158

. . . . cpd=1.5ns ns; 5 B K R R

between all the 1/0O pins remains the same. As described in the Power (%) | 10 | 074 | 07 0.65 0.4

problem formulation, the program automatically gives tigi e N o e o

constraint according to the result of the initial Static Tim e e — -

H H H H Power (%) 1.0 0.71 0.73 0.71 0.71

Anglyss (STA). Then it starts to trade.the excess timinglsla — R — —
I

|rls!de the C|rc_U|t ]‘or pest power saving and make sure the | == [tk 0 I - i 150

timing constraint is still satisfied after each movementt Fo cpasans [ ONTOS | 278 | Ze | 2 % Z%

simplicity, we do not aim to the uphill climbing ability abbu
the timing constraint but set our focus on the strategy to
exploit all feasible movement without timing violation,can  In Table 1I-1V, cpd means critical path delay,C' means
then mark the most power saving solution we have reached. i¢vel converterAO AT stands for average output arrival time,
the uphill movement support is demanded, we can implemereind 27 is X752 in Section B.3. The effectiveness of all
it with special care to the evaluation of timing requirensent CVS approaches is shown on those tables, based on different
To simplify the timing analysis, we set up all gates with thesetups inV DDy, VDDy, Vry, LC cost, and back-roll
same timing and power parameters. We omit the informationatio. We have observed that there are two phenomena worth
about rise/fall transition time at the I/O pin of each gat@so mentioning. First, in Table I, the performance of GECVS
to focus on the slack/power relation to the wave propagatioin add,k128 seems to be too bad. The reason is that GECVS
inside the circuitry. The reason is that our primary goabis t mixed up the information of timing slack wit% and




TABLE Il
COMPARISON BETWEEN FOURCV'S TECHNIQUES APPLIED ON CIRCUITS IN
TABLE |. THE ORIGINAL CIRCUIT PARAMETERS CRITICAL PATH DELAY, AND THE
EXPERIMENTAL SETUP ARE THE SAME AS INTABLE |l EXCEPT FORLEVEL
CONVERTER DELAY/POWER COST I$4.0/4.0. THE RESULTS SHOW THAT ALLCVS
TECHNIQUES CAN NOT GAIN ANY POWER SAVING FROM LEVEL CONVERTR
INSERTION DUE TO HIGH COST OF LEVEL CONVERTER

TABLE IV
COMPARISON OF DIFFERENT PARAMETER SETUP O ult32 APPLYING FOURCVS
TECHNIQUES THE ORIGINAL NUMBERS AND CRITICAL PATH DELAY FOR mult32
ARE ALL THE SAME AS IN TABLE Il. THE RESULTS SHOW THAT OUR APPROACH
OUTPERFORMS OTHERCV'S TECHNIQUES EVEN MORE UNDER RELAXED TIMING
MARGIN. BCVS OBTAINS 13%POWER SAVING IMPROVEMENT OVERGECVSIN

THE SETUP OF BACKROLL RATIO = 20%.

Setu CVS | GECVS AP slack,fan
Circuit name CVS [ GECVS [ (slack 2F) | (slack,fan) Vddh=q.8 T cals 3085 5307 (Slaclk4foD) ( 514 )
#Hcells | 1210 | 1210 1210 1210 Vdd,=1.2 [ #Lcells 333 | 1110 2008 2204
#L cells 701 | 701 701 701 Vo5 | #Cs S T P o
cla128 #LCs 0 0 0 0 LCD/PC:0/0 | AOAT (ns) | 2.89 | 2.92 2.97 2.96
égv"?;(gj)) é-gg é-gi é-gi é-gi back-roll=0% | Power (%) | 0.97 | 0.72 0.63 0.65
0 . . . .
Vdd,=18 | #Hcels | 3231 | 3229 2096 2033
#H cells 872 872 872 872 Vdd;=0.9 [ #Lcells 187 189 1322 1385
#L cells 829 | 829 829 829 Voncoa | #Cs 5 5 o5 .
csmiz8 | #LCs 0 0 0 0 LCD/PC:1/1 [ AOAT (ns) | 2.04 | 2.97 3.05 3.04
égv"?;(gj)) (1)-32 3'32 (1)-32 (1)-32 back-roll=0% | Power (%) | 0.97 | 0.95 0.82 0.83
(1] . . . .
Vdd,=18 | #Hcels | 2314 | 19040 1115 1148
#H cells 721 930 721 721 Vdd,=1.2 [ #Lcells 1104 | 1478 2303 2270
FLcels | 1221 1012 | 1271 1221 Vry=05 [ #LCs 0 | 542 350 361
addbk128 | #LCs 0 0 0 0 LCDIPC:1/1 | AOAT (ns) | 3.16 | 3.26 3.24 3.23
égv"?;(gj)) (1)51 é-;‘s‘ 351 (1)31 back-roll=10% [ Power (%) | 0.88 | 0.7 0.65 0.67
0 . . . .
Vdd,=18 | #Hcels | 1003 | 1577 695 778
#Hcells | 3085 | 3085 3085 3085 Vdd,=1.2 [ #Lcells 2415 | 1841 2723 2640
ALcells | 333 | 333 333 333 Vry=0.5 [ #LCs 0 406 206 161
mult32 ibi? . 2%9 2%9 2%9 2%9 LCD/PC:1/1 [ AOAT (ns) | 339 | 351 343 3.56
. . : : back-roll=20% | Power (% 0.63 0.61 0.54 0.55
Power (%) | 0.97 | 0.97 0.97 0.97 2 %)

the key of selection criterion. It can not make the rightSumption for System-on-a-Chip (SoC) designs has become
decision that the cells with larger timing slack should havemore and more popular recently. Currently this approach
higher priority toV’ DD, assignment. Therefore GECVS had has been considered either in system-level architecture or
detected a Iarge@lgo%;yr while the actual delay remains con- post—placement stage. Since hi.erarchical d.es_,ign andbileusa
stant. This is the reason for the unexpected results. Secorigtellectual property (IP) are widely used, it is necessary

in Table 1V, the (slack,fan) priority key obtains much more Optimize floorplanning/placement methodology considgrin

number of VDD, cells than the (slack%) key. But Voltage islands generation to solve power and critical path
X elay )

the final power ratio seems to be inconsistent. The reason @€lay problems. In this work, we propose a floorplanning

that the (slack,fan) criterion can not detect the diffeeent  Methodology considering voltage islands generation and pe
power saving between cells. formance constraints. Our method is flexible and can be

extended to hierarchical design. The experimental results
some MCNC benchmarks show that our method is effec-
tive in meeting performance constraints and simultangousl
We have studied various CVS techniques and successfulonsiders the tradeoff between power routing cost and the
improved Clustered Voltage Scaling technologies by assigrassignment of supply voltage in modules.
ing better priority/sensitivity. Through well-defined ¢dsnc-
tion, we have shown that our priority criterion embedded in o
BCVS outperforms the one derf)ined )i/n GECVS in real VLSIA' Background and Objective

arithmetics. To cope with the increasing System-on-a-Chip (SoC) de-

Our future works include trying to upgrade our optimizer sign complexity, hierarchical design and reusable IP fnte
so that we can perform STA with more practical precisiongctyal Property) modules are widely used [13], [51]. Mean-
The short circuit power contributes a large portion of totalyhile, increased circuit density and performance compel th
power consumption. However, to analyze this effect, Weyeed to reduce power consumption that increases significant
need more precise timing analysis to evaluate transitoe ti g designers strive to utilize the advancing silicon cdjpiasi
and its sensitivity. Such a work requires much more efforts[26]’ [36]. Since the early stage of design will determine th
especially if we want to merge it into our algorithms in angyerall chip performance, an efficient and effective power-
efficient way. Also we will apply our techniques to other gware floorplanning/placement approach is needed to im-
types of circuits to take advantage of saving more power. prove the quality and reduce the design cycle.

One of the techniques to reduce power consumption is
Voltage Island methodology, proposed from IBM [32]. A
voltage island is a group of on-chip cores powered by
the same voltage source, independently from the chip-level
Using voltage island methodology to reduce power convoltage supply. This concept in use of voltage islands pisrmi

E. Conclusion

Il. PERFORMANCE CONSTRAINTSAWARE VOLTAGE
ISLANDS GENERATION IN SOC FLOORPLAN DESIGN



B. Wiltage Islands Architecture and Performance CondBain
in Chip Level Floorplanning

In this section, we briefly review the B*-tree representa-
tion, concepts of voltage islands, and performance cdnsira
in floorplanning. The problem is then formulated.

1) Review of B*-tree Representation: A B*-tree [6] is
an ordered binary tree for modeling a nonslicing floorplan.
Given a B*-tree, we can also obtain an admissible placement
by packing the blocks in linear time with a contour structure
[21]. We adopt B*-tree [6] as our floorplan representation
and underlying implementation due to its good quality of

o non-slicing floorplans in area and wirelength costs, pluseso
0 1000 2000 3000 4000 5000 6000 7000 . . .
properties for voltage islands generation.
Fig. 6. A resultant floorplammi49 from our approach which 2) \oltage Islands Methodology: The combination of in-
generates voltage islands with performance constraint creasing active power density and leakage currents has cre-

consideration. Blocks 5, 6 and 7 are undgr performance constraingted a power management problem in the semiconductor
and they are placed on different voltage islands. . o .
industry. Mostly performance-critical element of the dgsi

requires the highest voltage level to maximize performance
while other coexisting functional cores may not need this
voltage level, hence they can be run at lower voltages to
save significant active power. This idea enables the concept
of voltage island architecture[32].

Introducing voltage islands concept makes the chip design

Voltage island architecture can achieve power saving angrocess even more complicated with respect to static timing
has become more and more popular [4], [24], [32], [55].and power routing. The cores powered by the same voltage
[25]. In [24], [25], iterative voltage island partitioningnd  source should be grouped together without violating design
floorplanning approach is used, but the exploration of solumetrics such as timing and wire congestion. Meanwhile,
tion space is somewhat restricted. In [55], a post-placémenhe number of voltage islands should be appropriate (not
approach to generating voltage islands is proposed. Haweve@oo many) considering signal translation and communiaatio
chip floorplanning level has more flexibility. Moreover, sin  between different islands, which requires level converter
timing convergence is an important issue in deep submiwe also need to consider power routing complexity [24] for
cron (DSM) design, the critical delay should be boundeddesign cost. Hence the overhead for applying voltage island
Therefore floorplanning with performance constraints is amethodology with respect to area and delay is inevitable.
necessity [43]. 3) Performance Constraints Consideration in Floorplan-

In this work, we propose a methodology to preserveling: Performance is a concern since the interconnect de-
good voltage islands property, which can be viewed as thiy dominates the circuit performance for DSM VLSI de-
clustering of modules with same operating supply voltage irfign. Minimizing total wire length, as traditional floorpka
achieving lower power consumption. We adopt B*-tree [6]ners/placers did, can not guarantee bounded delay focariti
as our floorplan representation and underlying implementd?€ts. It is desirable to minimize the critical net delay by
tion since B*-tree has provided very good quality of non-binding them together to optimize performance or to meet the
slicing floorplans in area and wirelength costs, plus somé&elay constraints by placing them close enough to each.other
properties for voltage islands generation. Our methodolog The constraint requires designated nets (blocks/corebpto
can save power consumption and routing cost by locatioRlaced within a pre-defined bounding box nets. In [43], the
constraint [6], and to solve the critical delay problems bymaximum delay of performance constraint blocks is bounded

performance constraint consideration [56]. Our main gentr by the summation of its height and width of the bounding box
butions include: enclosing those blocks. However it is not trival to bound the

maximum delay for those performance constraint blocks in
Generate voltage islands in chip floorplanning stage tyoltage island architecture, especially for those whighraot

have more flexibility in design. in the same voltage igland. _ _
« Simultaneously consider voltage islands generation and 4) Problem Formulation: For voltage island planning, we
performance constraints, illustrated in Fig. 6. use a simplified model for modules/IPs, based on the setup

e Use One-stage ﬂoorp|an packing methodok)gy, WhicHn [24] Since the power ConSUmption of an IP varies with
can explore more solution space. different supply voltage, we use a power table, which is a

« Meet the performance requirements while reducing thdist of matching pairs,(supply voltage, power dissipation),
cost of power routing complexity. specifying the legal voltage levels to work functionallydan
the corresponding average power dissipation values, fayev

operating different portions of the design at different@yp
voltage levels.



IP. We set this power dissipation based on IP’s timing (12,08)

1
constraint and circuit size. E; i SHZ)Z)E};?;)

The problem concerned is as follows. LBt {b1,b2,...hn} Ol Gy e a0
be a set ofn rectangular modules whose width, height, and E: 3 88?09)2)8}1;25) Hgf;)g)
area are denoted bW, H;, and A;, 1<i<n. Let (z;,y;) b1 oazon
denote the coordinates of the bottom-left corner of module oa e Gy
b;, 1<:<n, on a chip. Each module is associated with a power bo 2 (LL61) (12,100
table. A floorplan/placemen® considering the performance (n)
constraint and voltage islands generation is an assignment
of (x;,y;) for eachb;, 1<i<n, such that cores are clustered @ @ (o) Q Q
using the same voltage to form appropriate number of islands (») — (») () (n) =+ () ()
and achieving low power consumption, while no two modules & ® 0 =)
overlap and the given performance constraints are satisfied
The goal is to simultaneously minimize the packing area, (m) @) (w)
power routing cost and total power dissipation, while nregti 0 ()

performance constraints.

C. Performance Constraints Aware Voltage Islands Gemerati rig. 7, an illustration of an intuitive approach to generate voltgglands

in Floorplan Design in chip-level design. We partition the blocks by their loweapply
voltage, construct the subtrees of those compatible bldbks, build the

In this section, we propose the heuristics for voltage jsB*-tree and the corresponding floorplan. This approach seffiously limit
lands generation with B*-tree representation, then diste " &Ploration of the solution space.
strategy to consider performance constrained blocks durin
floorplanning under voltage island architecture.

1) Floorplanning with \oltage Islands Generation: We T‘
first give an example to show the setup in creating voltage N bs ‘
islands in SoCs using B*-tree and one intuitive strategy. In [ G Q
Fig.7, each core is followed by a number which identifies R O Q Q ° G

the number of its usable voltages, then associated with a

power table. For instance, the bloék can operate at 1.0, @

1.1 or 1.2/, and its corresponding power consumption are b Q
1.3nW, 1.8nW and 2.6nWV. One obvious way to maximize by

power saving in floorplanning is to operate each block at its = > ° @
lowest voltage, which means that we need at least 3 voltage 0 R ° Q G @
islands: one fofbg, by, b7}, one for{by, bs, by, b10}, and one ®

for {bs, bs, be, bs }. This arrangement is obviously not optimal
since the exploration of solution space is limited and theepr Fig. 8. In (a), nodens is not in the samesubtree wifn, n3, ny}; but in
of area/wirelength overhead may be very high. Sometimes Wge floorplan, blockby, b4 andbs are connected. In (b), nodes

. . no,n2,ns} form a subtree in the B*-tree; but in the floorplan, bldgk
may be forced to use more islands, or higher legal VOltagQ not connected with block6. There are extra area overhead in this
to alleviate the problems. voltage island.

One key observation to create the voltage islands is to
constrain the nodes relationship between each pair of nodes
which exist the parent-child relationship in the B*-tregp+e
resentation, which means to cluster the blocks with the sam@hild) of n; in the B*-tree representation, then the block
supply voltage (saycompatible), grouping them to be a b; right (or left) abuts to blocky;. The probability a node
subtree in corresponding B*-tree. However, the conditrmtt adds to a compatible subtree and the subtree grows and maps
two nodes do not abut in the tree does not always mean tht@ a favorable voltage island shape will be increased. To
the corresponding two blocks abut. Similarly, the conditio implement this idea, we first randomly choose two nodes
that nodes are not in the same subtree does not mean they @ldn the tree (V' (n) andV (p) denote the adopted voltages of
not abut physically. We give an example in Fig.8. We believenodern and nodep), if the following conditions appear, we
that it is more practical to increase the probability of #nos change the positions of these two nodes.
nodes to be clustered together, then apply a simple checkinge. V(p) = V(n): Nodep and noden are compatible, No
method to inspect if they really form a favorable island. good voltage island property will be ravaged.

From above observation, we know that the area cost is « V(p.parent) = V(n): Node p's parent and node are
getting lower and the dead space of the total area is becoming compatible, letn be the leaf of the subtree or connect
smaller due to B*-tree module packing, there will be a visibl two compatible subtrees to a larger subtree.
mapping relationship that if; is the left child (or right o V(p.leftchild) = V(n) andV (p.rightchild) = V(n):



Node p’s left child and right child both have the same be the largest. In addition, allowable box size should be
voltage with noden, let n be the root of the subtree or a function of the supply voltage. In this work we use the
connect two compatible subtrees as well. conservative modeling by using largest bounding box size
Except these conditions are considered for perturbatiofPr those performance blocks.
during simulated annealing, we modify two following op- Based on the above discussion in the setup of enclosing
erations in the B*-tree algorithm. bounding box of performance constraint blocks, our apgroac
. DeleteNode: If we want to delete node, we adjust Combines the advantages of the two methods in [56], [43],
the supply voltage of the child noder.(eftchild or keeping the er_X|b|I|ty of the su.b-placem_er)t for the perfor-
n.rightchild) so that it is compatible with node’s ~ Mmance constraint. We do not pick the minimum dead space

parent. If the children are both compatible or both notSub-placement and fix the shape (or the relational positibn)
compatible, we randomly choose one of them. the performance blocks before processing with other blatks

« InsertNode: If noden is to be inserted into the subtree the beginning. Instead, we let the performance blocks smce
which exists compatible nodes, it will be placed to joinwith other blocks as if they are not under restriction, the
the cluster of the compatible nodes. If there does nototal area and wirelength can be better optimized. This is

exist any node compatible, we randomly choose ondurther verified in the condition that supply voltages of the
place to insert. performance constraint blocks are possibly different. & w

g;hten the shape of performance constraint blocks at the

Since the subtree construction is just a method to increas{3 o be f d ) h | |
the possibility in forming a good voltage island property, eginning, we may be force to raise the supply vo-tages
of some of them to the higher one to meet voltage island

we need a property checking function to check if there . ;
property g or we will get a disorder B*-tree structure thag th

exists a favorable voltage island shape. We do it after thgrcl)tperty; is withered. When th wre b
contour updated to make sure the voltage island property il\éo age property IS withered. en the temperature IECOMES
ower in annealing process, we do not allow a solution that

acceptable. . . -
2) ?:Ioorpl anning with Performance Constraints Blocks in violates performance constraints even if it has a bettet, cos
the best solution will be kept until next feasible solutioithw

\oltage Iland Architecture: Traditional floorplanners/placers
better cost.

minimize total wirelength but they can not guarantee ailtic ) . .
nets to meet bounded delay. This problem becomes more 3) The Algorithm: Our floorplanning/placement design

important because timing convergence is a big issue in DSK}!g0rithm is based on the simulated annealing method and
design. In order to meet critical delay constraint, there ar'V& Only consider hard modules in this work. We perturb a

methods proposed in [43], [56] during floorplanning. B*-tree to another by the following operations:
Since actual interconnect delay after appropriate buffer » Opl: Change the supply voltage of a block. (Except that

insertions will be close to linear in terms of distance, dine only one supply voltage is available.)

function in terms of distance to estimate delay is used. » Op2: Rotate a block.

Assume there are a source at ;) and a sink at;,y:), « Op3: Flip a block.

their locations are the corner points as far as possible, and s Op4: Swap two blocks. (The situations we discussed
the delay of the neDy; = (| =x — x5 | + | ve — ys |), increase probability to be allowed to do swap, while
where§ is a constant to scale the distance to timirg, ; other situations that wither the subtree property have

is the maximum distance between source and sink, equal to lower probability.)

the half perimeter of the bounding box of the two blocks. In « Op5: Move a block to another place. (new Delétede
[56], it uses the delay model to do sub-placement (to place  and InsertNode)

a set of feasible sub-placements for the performance blocks The first three operations are trivial and almost the same
and they can get some rectilinear super blocks that the widtith the original B*-tree.Op4 and Op5 change the relations
Wperp and heightH,,.,; satisfy the performance constraint: of blocks to get a different placement and B*-tree structure
Whyerf + Hperp = B < Bpyae, WhereB,,.,. is the maximum  based on our heuristics.

bounded distance. Among the placements (rectilinear super

blocks) meeting the performance constraint, they pick thee o
with the minimum dead spac®c,f = WperpxWperp—> - Aj
and fix the rectilinear block (and thus fix the delay) for fieith We implemented our algorithm in C++ on a PC with P4-
processing with other blocks. By using the pre-clustere®.4GHz cpu and 440MB memory. Our method can handle
shape-fixed appropriate rectilinear block, they guaratitae  circuits that have two or three kinds of supply voltages,
the performance constraint will be satisfied throughout theircuits with more than three supply voltages are applieabl
remaining processing. as well.

There is a major problem in this performance model using For testing our observation in voltage island generation
voltage island architecture. The performance of each blockn large number of blocks, we apply our approach on some
does not vary with supply voltage. The legal supply voltageof the MCNC benchmarks with more blocks, and compare
has big impact on the driving strength, thus the bounding bowith [6]. For adopting voltage island architecture, power
size. If signals are communicated by high supply voltagerouting cost and level converter issues should be addressed
the bounding box for performance constraint blocks willWe simplified the cost of power routing/overhead area by

D. Experimental Results



using the scaled boundary length of voltage islands excent
for the boundary side of the chip. The scaling is based ¢
the amount of level converters necessary in the éhip

Table V shows the comparison between [6] and ot~
approach on power consumption and power routing co:
where the power consumption in column 5 is lowest sinc-
we use the lowest available voltages for every block in i
From Table V, we can see that our power consumption is | S AN N e
little more than the lowest power listed in column 5, but (a) (b)
our routing/level converters cost is about 16.4% - 55.2%
less when compared with [6]. Fig.9 shows the comparisoRig. 9. Two floorplans of circuitami33 with 3 usable supply voltage. (a)
between two floorplans afmi33, with and without voltage Floorplan with much higher power routing complexity since thenber of
islands generation heuristic. voltage islands is large. (b) Floorplan with nice voltagans property

. .. . (slightly more power dissipation).

In order to compare our results with [6] and [56] in similar
number of voltage islands and power routing cost, we apply
an intuitive heuristic that adjusts supply voltage of theckk ]
from original B*-tree results. In Table VI, we can see that, E- €onclusion

with almost the same number of VOItage islands, at least 10% We have presented an effective a|gorithm to deal with the

- 20% power consumption can be saved by our method, n9fporplanning with voltage islands consideration and perfo

to mention the good shape of the generated voltage islandgance constraints. The algorithm is based on the B*-tree
representation and the simulated annealing framework. Ac-
cording to the circuit power table information and the idéa o

TABLE VI location constraint (LC relation), we can group a set of sore
THE COMPARISON BETWEEN POWER AMOUNT THAT NEED TO BE RAISED TOGRM . . .
A FLOORPLAN WITH VOLTAGE ISLANDS. THIS SHOWS OUR APPROACH CAN OBTAIN USIng the same Supply VOltagev Obtaln approprlate number Of

LOWER POWER V14 VOLTAGE ISLAND METH%I?%%[?;YB T voltage islands, and form good shapes of voltage islands. We
Cireuit | Table | Lowest |\ e Tre@%) [ Power [P Inc(%) also take performance constraints into consideration evhil
hp pt2 83.7 86.4 3.2% 97.9 16.7% generating Vo|tage islands.
pt3 73.4 78.3 6.7% 91.6 24.8%
ami33 pt3 113.6 123.2 8.5% 136.8 20.4%
pt3-1 131.1 136.3 4% 161.7 23.3%
pt2 1471 || 1515 3% 1714 | 16.5% IIl. ON ACHIEVING Low-POWER SOC CLOCK TREE
. pi3 147 156.2 0% 169.6 | 19.4%
ami49 183 {1964 T 9.79% 306 T 30.1% SYNTHESIS BY TRANSITION TIME PLANNING VIA
pt3-2 208 222.9 7.2% 2543 22.3% BUFFERLIBRARY STUDY

Clock power dissipation has become a significant issue
Table VII shows the comparison of our results with [56] since it occupies around half of the total system power.
which considers only alignment and performance consgaint Due to high working frequency in modern system designs,
Both methods meet performance constraints but our approathe transition time of the clock signal is extremely short.
could get much lower cost of level converters with slightlyIn order to keep up with this trend and to use less wire
more power consumption. Fig.6 illustrates final floorplawgni area, a large number of buffers have to be inserted in the
result ofami49 with performance constraints blocks 5, 6, andnetwork. As a consequence, short-circuit power of the clock
7, and they are not on the same voltage island. buffers is no longer negligible. In this work, we introduce
a methodology which can be applied in global clock tree
synthesis to achieve low short-circuit power. It is based on
TABLE VII the analysis of any given buffer library in manipulating fleuf

THE COMPARISON BETWEEN[56] AND OUR APPROACH ON POWER CONSUMPTION transition t|me and hierarchical Clustering Of Ioads dgrin
AND POWER ROUTING COSTWITH BOTH MEETING PERFORMANCE CONSTRAINTS

OUR APPROACH OBTAINS MUCH LOWER POWER ROUTING COST WITH SLHILY buffer insertion. The experimental results are encouragin
— T R R oot 5oe Smce there are very few works on ggte/buffer sizing or buffe
Area T Dead [ Plnw) [ _C [[ Area T Dead [ P(nw) library analysis to overcome clocking power problem, we

ami33 pt3 3 1.181 220 113.6 4.34 1.18 2.02% 121 K s

Bt RECH N R O 227 RN compare our approach with a greedy buffer sizing approach
amiaoz | P || 3 || 3656 | 31% [ {—sas{lssers%—2009 and obtain 13.7% clock power saving for a 10,000 flip-flop

s N R N N design under user-specified clock skew constraints.

pt3 142 6.43 36.98 4.14% 149.7
amid9-3 | piz.q 6 3664 | 33% g3 66 371 | 4.46% | 2159

pt3-2 208 6.25 37.07 4.38% 223.3

A. Background and Objective

Clock designs play an important role in modern VLSI
designs. As technology advances, a chip may have millions of
ILevel converters are only needed when the signals are trétegnfiom gates with a V?ry. CO'T‘P'eX structure. The SynChron'Za_-t'o_n of
low supply island to high supply island clocks on a chip is critical to the performance and reliapili



TABLE V
THE COMPARISON BETWEEN[6] AND OUR APPROACH ON POWER CONSUMPTION AND POWER ROUTING COSE' IS LEVEL CONVERTERS AREA AND ROUTING COS;T
NORMALIZED TO OUR APPROACH WITH SLIGHTLY MORE POWER CONSUMPTIONWE CAN OBTAIN MUCH LOWER POWER ROUTING COST IN VOLTAGE ISLANS GENERATION

s Original B*-tree [6] Ours
t | Tabl
Circui able Areafmnm?) | Dead | P(mw) [ C CPU(sec) || Areagnm?) | Dead | P(mw) [ C | CPU(sec)
pt2 o 83.7 | 1.81 9.11 3.10% | 86.4 15
hp pt3 8.95 1A% 371738 4 9.10 2.98% | 783 18
- pi3 1174 147% | 1136 | 452 5 1.181 2.07% | 1232 89
amis3 | s ' A 3T 476 6 1183 [ 223% | 1363 | 1 89
piz 1471 | 4.18 36.67 334% | 1515 243
_ pt3 142 | 543 36.68 3.38% | 156.2 234
ami49 | i3 9 36.8 3.68% —1g31 [ 6.11 53 36.75 | 352% | 1964 234
pt3-2 208 | 5.97 36.78 3.64% | 222.9 240
.Sl in order to minimize the clock power. Tellez et al. in [44]
13

b investigated the problem of computing a lower bound on
+ ‘ the number of buffers required in the clock tree, given a

- ' N P maximum transition time constraint. More recently, [38]
Clock source:

emphasized that the transition time has become the keyrfacto

i m— in low power clock design, and the tradeoff between the
’ | power and transition time when optimizing the clock tree
B3 | 3 was di_scussed. However, none of t_he_m can effecti\{ely use
4’ buffer library to help reduce power dissipation, espegiat
short-circuit power, while inserting buffers in clock netrk.
Fig. 10. A buffered clock tree with synchronizing elemer{S81,S2,S3,S§ In this work, we observe that buffer transition time is

and buffer§B1,B2,B3}. . . . . . L .
¥ d critical in saving short-circuit power, similar to the cdusion

of [38], when inserting clock buffers. We develop a method-
ology to reduce the power consumption of buffered clock
of the chip. In a synchronous digital system, the clock dignatree by finding the tradeoff between buffer transition time
defines the time reference for the movement of data withind power via buffer library study. We actually obtain up to
the system. In fact, clock network can consume 15%-45%3.7% power saving based on some industrial benchmarks,
of the total system power [40], [15]. Moreover, systemscompared with a greedy buffer sizing approach. The goal
are operating at very high frequencies due to technologis to insert appropriate number of buffers while reducing
advances, and this leads to shorter signal transition fiihe.  the total clock power dissipation by bounded transitionetim
transition time has effects on power consumption. Theeeforoptimization strategy.
the clock distribution needs more careful design planning
methodology in low power for modern VLSI. B. Preliminaries
Due to a large amount of fan-outs that distribute over long
routing distances in clock tree, among clock network design  In this section, we describe some previous works, introduce
the buffered clock tree structure (shown in Fig. 10) is one obur power estimation model in clock tree generation, and
the most popular clock network designs adopted in moderformulate our clock tree synthesis problem.
VLSI designs. The buffered clock tree is a clock tree which 1) Previous Works on Clock Tree Synthesis: Previous
has some buffers inserted between the source and all theorks on clock tree construction focused on zero or near
registers driven by the clock signals. The major advantagegero-skew routing, such as symmetric H-tree [1], MMM
of buffering clock tree is as follows. First, the clock buffe (method of means and medians) algorithm [27], zero skew
can maintain the quality of the clock waveform. Second, theouting [45], [17], Deferred-Merge Embedding(DME) algo-
inserted buffer in a clock path helps reduce the intercannegithm [20], [7], [3], load balancing [35], and simultaneous
resistance between clock source and driven register so thajuting, wire sizing and buffer insertion [33]. Until redin
the wire RC delay is decreased. Third, buffering can helpt is getting more important to reduce the power consumed
avoid DRC violation during physical verification. In order t by the clock network due to higher frequency operation in
meet timing constraint and to achieve short transition timemodern digital systems, including clock gating [19], [18],
we need to insert a lot of buffers along the clock paths. Sincg15], [16], buffered clock network [41], [50], [39], [52],
short-circuit power is due to simultaneous conduction ef th [44], [38], among which [52] proposes to use sequential
PMOS and NMOS transistors during input transitions [49]linear programming (SLP) to size buffers under general
[37], this kind of power should be analyzed and accountedkew constraints for clock power reduction. However, none
for [38]. of them can effectively use buffer library to help reduce
There are some previous works on low power bufferecbower dissipation, especially on short-circuit power, ehi
clock tree construction. [41] and [50] tried to insert bu$fe inserting buffers in clock network. Below we describe clock



power estimation used in this work, followed by our problemdecide the number of clusters which is based on the best
formulation. loading in the circuit via buffer library study. Then we use
2) Power Dissipation Estimation of Clock Trees: In a  the clustering algorithm in order to obtain each cluster of
clock tree, wires and cells contribute to the power con-approximately equal capacitance loading and further inser
sumption. For wires, the powe?,,, (wire) is dissipated by buffers to drive identical loading at the same level of clock
charging and discharging the wire capacitance. We use theee. We also check if overlap occurs at the same time.
formula (1) to estimate the net capacitance for calculating Our buffer insertion follows bottom-up fashion, like
the delay of clock buffers. The equation to estimate the neh [39]. Since transition time calculation follows top-dow

load C of a driver pin is fashion, we have the following reasonable observations sup
porting us to do clock tree synthesis in bottom-up way. First
Cire = Z wire_length * ¢ (2) from some experiments, we find that we can minimize the

all_fanout power dissipation waste by setting buffer’'s input traositi

: A : . time and output transition time the same. In this way, we can
where ¢ is the weighting parameter from industrial bench- . . . ' .
¢ ghiing p also ensure that the transition time is not degraded during

marks. We can obtain the wirelength by summing up the

Manhattan distance of any two connecting cells, which ispropaga_tl_on. _Second, we find that there is not much cha_nge
the net length from driving cell to the driven cell. The In transition time and power after two levels of buffers in

power consumption for cells consists of two componentshieramhy’ starting from clock root buffer, which meansttha

switching power consumptioR;,, (cells), which corresponds ni]r?ljt OfOCI;)CT pm’;ﬁ: ;s"daudtﬁd n t;ottom levels (close to
to charging and discharging of the capacitance in cells? s). Ou 390 Ollows egeseps. !
1) Study given clock buffer library, along with target

and internal (short-circuit) power of cells. We use lookup bench K and find best buff ition time f h
table based nonlinear power model library in this work to enchmark, and fin ?St u e_rtra_nsmon t|me_ oreac
buffer and corresponding loading in power minimiza-

find accurate values of short-circuit power for cells. The

L : R tion
estimation of total power is then from the switching power » ) . .
Puy(cells + wires) and internal powerP,; (cells) (short- ) Partition given cell-based design based on buffer liprar
sSw wmnt Study

circuit power) of cells, wherel” is supply voltage,f is
operating frequency, and; is for capacitance in cells and
wires @;, element):

3) Insert the identical type of buffers at the same level,
also check for overlap
4) Go back to second step to bottom-up partition a set

all_net of buffers for lower level, and perform the third step
Py (cells + wires) = ( Z Ci) V2« f 3) to insert higher level buffers, until the root buffer is
i=1 reached

2) Clustering Clock Tree Sinks for Skew Constraints: In
order to avoid clock skews when constructing clock trees,

3) Problem Formulation: we create clusters for all the sinks and let each cluster has

Problem 1: Low Power Buffered Clock Tree Con- approximate same loading for buffers to drive. The goal is
struction: Given a set of sinks (flip-flops) of the circuit to partition a given set of clock pins/buffers so that each
S={s1,52,.....5n} and buffer library, construct a buffered cluster can be driven by appropriate size of buffers. The
clock tree topology in reducing the power consumption orfame type of buffers will be inserted for the same level to

cells (flip-flops and clock buffers) and wires (wirelength) maintain the skew minimization in clock tree synthesis. We
under specified clock skew constraint. have implemented a clustering algorithm in [35], which can

be used to create clusters for clock tree load balancings Thi
clustering can be applied hierarchically at different lsvaf a
clock tree. At bottom level, the algorithm clusters flip-fiop
while in middle levels of the clock tree clock buffers are
clustered for upper levels. As for the number of clusters

Due to skew and timing constraints (both delay and tranin @ level, it is based on buffer library study presented in
sition time), buffer insertion becomes a necessity in clockSection C.3. The tradeoff between best buffer transitioreti
tree synthesis. However, buffering technique may lead t@nd skew for clock power optimization is considered as well.
more power penalty. The following subsections describe our The total load of each cluster can be measured by a cost
methodology in guiding buffer insertion for further clock function:

Phiotal = Psw(cells + wires) + Pyi(cells) 4)

C. Achieving Low Power Clock Planning by Buffer Library
Study on Transition Time Manipulation and Skew Minimiza-
tion

power reduction. all_cells
1) Buffered Clock Tree Construction Methodology: Here Cl(each_cluster) = > Ci+ %D
=1

we depict our methodology to construct clock tree to reduce

total clock power. First we automatically analyze bufferwhere C; is the input capacitance of cellg, is the weight
library to obtain the characteristics of each buffer and firel  term, andD is the diameter of the input set which is defined
best transition time for each buffer. We also consider iierer as the Manhattan distance. Interconnect delays withirieaisis
as repeater and take care of phase assignment problem. ke concurrently balanced as well, thereby generating a low
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Fig. 11 Flip-Flops are partitioned into clusters of approximatedgritical Transition time (us)

loading. We utilize the buffer library analysis result aration this 123

flip-flop circuit.
Fig. 12 Different power dissipation for a given load/circuit can be
obtained due to different transition time between bufferd #ip-flops. We
analyze the buffer library and get the best transition timeaee power
from a convergence of iterative process. When we obtain thetbansition
time, the number of clusters for the given load is obtained dt we

skew buffered clock tree design. Fig. 11 shows an example

of clustering for a 123 flip-flops circuit. D. Experimental Results

We have applied this methodology shown in previous
section to optimize the power consumption of the clock tree
gYhiIe conforming to the skew constraint and have performed
r$xperiments on some real cell-based cases from industey. Th
buffer library and related parameters are based on 0.18um
technology. We also implement another combined approach

3) Manipulating Inserted Clock Buffer Transition Time by
Buffer Library Analysis: [38] found that it is necessary to
have a transition time bound to assure the performance
the system. This bound can affect the power optimizatio
result significantly. It is also known that cells consume

power differently under different transition time of diig . :
buffers. Starting from those two points, we analyze anyrgive ég;i])air;g [50]) in order to show the effectiveness of our

buffer library and try to find the correspondance in short- First, we compared the gate sizing algorithm alone with

circuit power and buffer transition time for driving output the clock skew constraint on five benchmarks, number of

fs;?rlggr.izggLtljf?f)érctcr):rt]rslﬁ:glr]cjgnlwne :‘glrssgv‘?;gog ?;?%?IOISI to rfmd flip-flops ranging from 100 to 10000. We change the imple-
" mentation in [12] so that it can handle clock skew constsaint

In order not to insert many buffer to drive loads, we intendhe results show that our approach can achieve low power
to use less number of buffers in clock tree constructionctvhi €lock design and it is scalable to larger circuits. The tssul
means the number of load clusters will be less. Howeve@® shown in Table 1. Furthermore, the approach in [12] may
buffers will provide longer transition time for flip-flops, change the size of inserted buffers and may cause the icreas
introducing more power dissipated in flip-flop. Conversely,0f clock skew. Our approach, however, inserts identica siz
if we have more clusters of loads, which means there ar@f the buffers in the same level of clock tree, which effesijv
larger amount of buffers in the clock network. This leads2v0ids the skew increase. _ _
to more power consumption in inserting more buffers. Based S€cond, we apply the greedy based algorithm [S0] in gate
on those observations, we use the following technique to fin§!ZiNg approach as much fairly comparison platform. It will
appropriate buffer transition time for each buffer. Expesn- generate the initial topology in the clock tree and inseftdsu .
tal result is shown in Fig. 12. With a given load and bufferP@sed on greedy approach in the clock tree. However this
type, we assume an initial input transition time and enuteera @PProach does not consider transition time issue for low
all possible number of clusters to computer correspondingower- In Table 2, the results of power consumption have
power, we can find best transition time for lowest totalP€€n compared with those two approaches. It is shown that
clock power for the first iteration. Then we use this resultan'We have obtained averagely 3.14% total power saving.

transition time as input transition time and calculate agai
until this process converges (input and output transitioes$ 2The approach in [12] is a general gate/buffer sizing algaritfor low
are the same). The cluster size can be obtained for the giv wer circuit, not specifically for clock tree design. Thentmned approach

.., from gate sizing and greedy based optimizations is to create rfairly
load as well. Among all buffers we choose the one WIthcomparison platform, compared with gate sizing alone. Theoreage use

lowest power for these two levels. The time complexity forthose approaches for comparison is that there are very fekswiiscussed
this Iibrary analysis depends on the size of the Iibrary dued t a@bout gate sizing or buffer library analysis in short-citpower reduction

. . . o . in clock tree. [52] actually used SLP to solve buffer sizirmglgem under
number of iteration for finding best transition time. Usyall general skew constriant for clock power minimization, whidh teke longer

it can be found in several iterations. time to find solutions.



TABLE VIII
COMPARISON BETWEEN GATE SIZING APPROACH WITH OUR APPROACH IROWER
CONSUMPTION
GS [ Ours
Benchmark | Skew constraint(ns) power(mW) reduction(%)
Clk-100 0.05 4.48512 4.13609 8.4%
Clk_500 0.08 19.29948 | 17.51394 10.1%
Clk_-1000 0.1 46.80549 | 42.30692 10.4%
Clk_5000 0.5 188.39265 | 169.13925 11.38%
Clk_-10000 1 377.51768 | 331.92524 13.73%
Average 10.8%
TABLE IX

COMPARISON BETWEEN OUR APPROACH AND GREEDY BASED ALGORITHMLRJS

GATE SIZING ALGORITHM IN POWER CONSUMPTION

Greedy+GS[  Ours
Benchmark | Skew constraint(ns) power(mw) reduction(%)
Clk-100 0.05 4.19938 4.13609 1.5%
Clk_500 0.08 17.96822 17.51394 2.5%
Clk_1000 0.1 43.62621 42.30692 3.0%
Clk-5000 0.5 176.7925 169.13925 4.3%
Clk-10000 1 347.2925 | 331.92524 4.4%
Average 3.14%

tree synthesis. According to our buffer library study, we
attain the smaller short-circuit power between the buffers
and the flip-flops, and we ensure the power consumption of
each cluster is the best solution by utilizing buffers more
effectively. Due to the use of equally-sized buffer at the
same level of clock tree, we can generate a nearly zero-skew
clock tree. The future works include the application of l@gh
order delay model and practical clock tree routing to furthe
verify the effectiveness of this low power clock tree sysibe
methodology.

IV. ENDING NOTES

We really appreciate NSC to fund us for researches on
low power in physical design area. We have produced 8
publications as shown in Abstract, including one journal
paper. We will continue our efforts in further working on low
power methodologies for VLSI and SoC designs, and hope
the NSC can still give us supports and comments/concerns.

We further analyze four approaches for power consumption
in Fig. 13, whereN x« N + GS approach is a combined
approach with naive geometri&v « N grid clusters and
aggressive gate sizing. This approach can achieve better lo
power results than buffer sizing alone algorithm [12]. Welfin
that our approach can save more power consumption and ledd!
clock skew is achieved when the number of flip-flops is larger.

=

(1]

E. Conclusion [3]

We further verify that the transition time is one of the key
factors for low power clock design. We find that the transitio
time is important in low short-circuit power design because
it affects the power consumption of the cells. We propose
to analyze buffer library and insert appropriate number of [5]
buffers with transition time manipulation in buffered doc

(4]

(6]
Fower consumpti [7]
phion
400
300 &
B Curs
Total power {m"W)
i, g
* [9]
100 oGS
. ey [T [10]
1 2 3 4 5
B Curs 4.13609 | 17.5139 |42.3069 | 169.139 | 331.985
B Greedy+35 | 4.19938 | 17.9682 |43.6262 | 176.793 | 347.293
ON*N+05  |4.20263 | 15.0245 |44.3455 | 184 416 | 37046 (11]
OGs 448512 | 19.2995 | 46.8055 | 186.393 | 377.518
Benchmark
[12]
Fig. 13 Clock power reduction comparison between approaches. Vtsho
our approach can obtain lowest power dissipation among alagdtensions  [13]

of buffer sizing and greedy based low power clock generagigorithms.
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