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As we get closer to the limits of scaling in CMOS circuits, it is imperative to consider
power/performance trade-offs and to develop appropriate power aware methodologies
and techniques for embedded systems. The use of nanometer technologies is making
it increasingly important to consider transient characteristics of a circuit's power
dissipation (e.g., peak power, and power gradient or differential) in addition to its
average power consumption. State-of-the-art transient power analysis and reduction
approaches are mainly at the transistor- and gate-levels. However, we believe
architectural solutions to transient power problems may complement and significantly
extend the scope of lower-level techniques, as was the case with average power
minimization. This project intends to exploit high-level synthesis approach to
transient power management and reduction in that a power-aware high-level synthesis
can impact the cycle-by-cycle peak power and peak power differential for the

synthesized implementation.

Keywords: Power-aware system; High-level synthesis; SOC; CAD
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FEPNF
With increasing demand of portable, power-aware multimedia devices, an architecture
that can be flexible in both power consumption and performance is highly required.
As we get closer to the limits of scaling in CMOS circuits, it is imperative to consider
power/performance trade-offs and to develop appropriate power aware methodologies
and techniques for embedded systems. The use of nanometer technologies is making
it increasingly important to consider transient characteristics of a circuit's power
dissipation (e.g., peak power, and power gradient or differential) in addition to its
average power consumption. State-of-the-art transient power analysis and reduction
approaches are mainly at the transistor- and gate-levels. However, we believe
architectural solutions to transient power problems may complement and significantly
extend the scope of lower-level techniques, as was the case with average power

minimization.

When circuit technology scales through shrinking the transistor feature size by a
factor of x, the capacitance is reduced by x and the supply voltage by x*>. Therefore,
power decreases by a factor of x°, provided the frequency remains the same.
Unfortunately, with each generational scaling of the feature size, more complex,
aggressive designs are used. These designs employ higher clock frequency, larger
chip area and higher total number of transistors due to the use of more aggressive
speculative execution. The result is a significant increase in power dissipation. On
the other hand, aggressive, complex designs increase the opportunities available fore
power management: there are more individual units which can be placed on standby

when not needed by the application.

Another worrying trend is the increase in power density. Considering the Intel
family of microprocessors, for instance, the power density is expressed in terms of
watts/cm” : the current generation is getting close to the power density of a nuclear
reactor. This results in more expensive cooling mechanisms and reduced reliability.
The increase in total power dissipation as well as power density means that traditional
power management policies centered only at the device and VLSI levels are no longer
sufficient. As a result, power has propagated as an important design constraint to the
higher levels. Therefore, this project intends to exploit high-level synthesis
approach to transient power management and reduction in that a power-aware

high-level synthesis can impact the cycle-by-cycle peak power and peak power



differential for the synthesized implementation.
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As mentioned above, with increasing demand of portable, power-aware multimedia
devices, an architecture that can be flexible in both power consumption and
performance is highly required. This project will first investigate and characterize
power consumption of battery components and then come up with high level synthesis
approaches to balance the power dissipation and performance and thus save the power
consumption while maintaining required system performance. Given the transient
power constraints, the proposed project has four goals: to have the longest battery
lifetime while achieving the performance goals, to deliver task schedule and resource

allocation automatically, and to synthesize the SOC architectures at system level.

ST

Currently, power-aware systems research at the architectural level for power saving is
concentrated on the following issues: instruction set architecture (ISA) selection,
instruction caches (I-cache) and the system bus, voltage and frequency scaling,

battery-consciousness, and task movement.

1. Instruction Set Architecture (ISA) Level: This is an active research area in the
context of general-purpose architectures; various researchers have commented on
the need to take power and energy into account in ISA design. However, not
much effort has been devoted to power-aware ISA design. Paper [1] employs a
fine-grained off-line scheduling approach which saves power by combining
multiple instructions into on complex but lower power instruction or by using
low-power versions of instructions while considering task deadlines. The
proposed scheme assumes that the ISA is sufficiently flexible; however, in
practice there is not much scope for the existence of complex instructions which
are functionally equivalent to a group of simpler instructions in the ISA design.

2. I-cache and Buses: The control path, which governs the fetch, issue and retiring
of instructions, is quite simple in typical embedded processors and occupies a
relatively small portion of the chip area. The caches take up most of the chip
area [2] and are responsible for a considerable percentage of the energy
dissipation even though memory is more energy efficient than control logic.
Paper [3] compresses the instructions in memory. This saves instruction fetch
energy by using fewer bits on a fetch. An alternative strategy by paper [4] also
concentrates on saving instruction energy. The authors employ a loop cache and

keep the tight loop in a small loop cache instead of accessing a larger block.
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This paper shows the usefulness of augmenting an ISA in a power-aware fashion.
Voltage and Frequency Scaling: In general, complex systems are typically
over-designed, provisioning resources for the worst-case execution time. Since
tasks rarely execute up to their worst case, there is significant scope for power and
energy savings using dynamic voltage and frequency scaling. Papers [5]-[8] are
in this category.

Battery Consciousness: The most important issues to be considered for
battery-driven systems are the total battery capacity and the battery discharge
profile. The latter is important in devising battery-aware schemes that are guided
by the discharge profile. Paper [9] considers distributed real-time systems and
develop battery model, which is used in two scheduling schemes: first they
optimize the battery discharge power profile, and then they use voltage scaling for
distributed real-time systems. The overall objective is to extend the battery
lifespan while meeting task deadlines and precedence requirements. The authors
claim that mitigating battery capacity loss requires reducing the discharge current
level and shaping its distribution.

Task Movement: Task movement is important in real-time systems for
fault-tolerance or load balancing purposes. However, power efficient task
movement heuristics have not been extensively investigated. One exception is
the work of paper [10]. The paper is based on the observation that a set of
processors can operate at a lower power level than a single one with the same

performance if there is enough parallelism.
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We consider the project as three parts: transient power management thru
high-level synthesis, system-level power-aware design automation, and high-level
synthesis for adaptive power-quality tradeoff in energy-aware multimedia

embedded systems. The yearly schedule is shown as follows:

1* Year:

1. Study on power characteristics of battery-based system.

2. Develop static scheduling algorithm under transient power constraints.

3. Demonstrate the proposed scheduling technique using state-of-the-art commercial

design flow.

2" Year:
1. Study on power aware Instruction Set Architecture (ISA).

2. Develop automated ISA selection for power aware systems.



3. Develop power-aware bus encoding techniques.
4. Develop the power-aware scheduling algorithm for dynamic voltage and

frequency scaling.

3" Year:
1. Study on battery-conscious multimedia systems.
2. Develop the adaptive power-quality tradeoff algorithm.

3. Develop the high-level synthesis for adaptive power management.

By the end of this project, we would expect as follows:

1. Publications: There will be at least two papers published in major
international conferences each year. We will publish at least two academic
journal papers in support of this three-year project. Also, there will be at
least two Ph.D. dissertations and six master theses funded by the project.

2. CAD environment: We are going to build up a high-level synthesis tool driven
by techniques from this project and embedded the tool into state-of-the-art
commercial design flow.

3. Training: There will be two Ph.D. students and six master students earned
their degrees within the execution period of this project.

I~ BEREAR

In this year, the project has resulted in five journal papers and one conference paper:

1. Hsien-Wen Cheng and Lan-Rong Dung, “A Power-Aware Motion Estimation
Architecture Using Content-based Subsampling,” Journal of Information Science
and Engineering, vol. 22, no. 4, pp. 799-818, 2006.

2. Hsien-Wen Cheng and Lan-Rong Dung, “A Content-based Methodology for

Power-Aware Motion Estimation Architecture,” IEEE transactions on Circuits and

Systems II, vol.52, No.10, pp.631-635, 2006.

3. Lan-Rong Dung and Hsueh-Chih Yang, “A Parallel-In Folding Technique for

High-Order FIR Filter Implementation,” accepted by IEICE transactions on
Fundamentals.

4. Tsung-Hsi Chiang, and Lan-Rong Dung, “System level verification on high-level
synthesis of dataflow algorithms using Petri net,” accepted by WSEAS transactions on
Circuits and Systems.

5. Chuan-Sheng Lin and Lan-Rong Dung, “A NAND Flash Memory Controller for

SD/MMC Flash Memory Card,” to be appeared in IEEE transactions on Magnetics

6. Tsung-Hsi Chiang, and Lan-Rong Dung, “System-Level Verification on
High-Level Synthesis of Dataflow Graph,” ISCAS 2006.
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A Power-Aware Motion Estimation Architecture
Using Content-based Subsampling’

HsIEN-WEN CHENG AND LAN-RONG DUNG
Department of Electrical and Control Engineering
National Chiao Tung University
Hsinchu, 300 Taiwan
E-mail: lennon@cn.nctu.edu.tw

This paper presents a novel power-aware motion estimation architecture for bat-
tery-powered multimedia devices. As the battery status changes, the proposed architec-
ture adaptively performs graceful tradeoffs between power consumption and compres-
sion quality. The tradeoffs are considered to be graceful in that the proposed architecture
is scalable with changing conditions and the compression quality is slightly degraded as
the available energy is depleted. The key to such tradeoffs lies in a content-based sub-
sample agorithm, first proposed in this paper. As the available energy decreases, the al-
gorithm raises the subsample rate for maximizing the battery lifetime. Differently from
the existing subsample algorithms, the content-based algorithm first extracts edge pixels
from amacro-block and then subsamples the remaining low-frequency part. By doing so,
we can alleviate the aliasing problem and, thus, limit the quality degradation as the sub-
sample rate increases. Given a power consumption mode, the proposed architecture first
performs edge extraction to generate a turn-off mask and then uses the turn-off mask to
reduce the switch activities of processing elements (PEs) in a semi-systolic array. The
reduction of switch activities results in significant power consumption savings. To
achieve a high degree of scalability and qualified power-awareness, we use an adaptive
control mechanism to set the threshold value for edge determination and make the reduc-
tion of switch activities rather stationary. As shown by experimental results, the archi-
tecture can dynamically operate in different power consumption modes with little quality
degradation according to the remaining capacity of the battery pack while the power
overhead of edge extraction is kept under 0.8%

Keywords: motion estimation, image processing, VLSI architecture, video compression,
power-aware system

1. INTRODUCTION

Motion estimation (ME) has been notably recognized as the most critical part of
many video compression applications, such as MPEG standards and H.26x [1], since it
tends to dominate the computational and hence power requirements. With increasing
demand for battery-powered multimedia devices, an ME architecture that can be flexible
in both power consumption and compression quality is highly required. This requirement
is driven by the user-centric perspective [2]. Basicaly, users have two views on using
portable devices. Sometimes, users want extremely high video quality at the cost of re-
duced battery lifetime. At other times, users want acceptable quality with extended bat-
tery lifetime. This paper, therefore, presents a novel power-aware ME architecture that

Received February 9, 2004; revised July 6, 2004; accepted July 27, 2004.

Communicated by Pau-Choo Chung.
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uses a content-based subsample algorithm, which can adaptively perform tradeoffs be-
tween power consumption and compression quality as the battery status changes. The
proposed architecture is driven by a content-based subsample algorithm that allows the
architecture to work in different power consumption modes with acceptable quality deg-
radation. Since the control mechanism and data sequences in different power consump-
tion modes are the same in the architecture, the power-aware algorithm can switch power
consumption modes very smoothly on the fly. The block diagram shown in Fig. 1 illus-
trates atypical application of the proposed power-aware ME architecture. The host proc-
essor monitors the remaining capacity of the battery pack and switches power consump-
tion modes. According to the power mode, the power-aware architecture sets the sub-
sample rate and calculates the motion vector (MV) for motion compensation. Note that
most portable multimedia devices, in practice, have a battery monitor unit and power
management subroutines. The host processor and battery monitor unit should not be con-
sidered as the overhead of using the power-aware architecture.

Frame VLC
Memory +‘Ji’ ------------- T DCT — (f ™ "Encoder || Buffer —
T 1 IDCT Q" Stream
~~~~~~ > Output
y e ==
Pre_’ /i\ | Other
i U l | Peripheral
!
| 0
Video T L Motion Frame | E
ideo Input _» Compensation Memory : Com.
MV T | dem Peripheral
Mp l Input
Power-Aware | np
M RMB | i, Peripheral
Video Accelator N ME Processor | .
Peripheral | Dl_splay
———————————————————————— _ | i, Peripheral
Power Mode

Battery Monitor Battery
. le—>|
Unit Pack

Host Procesor

Fig. 1. The system block diagram of a portable, battery-powered multimedia device.

Many published papers have presented efficient algorithms for VLS| implementa-
tion of motion estimation, based on either high performance or low power design. How-
ever, most of them cannot dynamically adapt the compression quality to different power
consumption modes. Among these proposed algorithms, the Full-Search Block-Matching
(FSBM) algorithm with the Sum of Absolute Difference (SAD) criterion is the most
popular approach to motion estimation because of its good quality. It is particularly at-
tractive when extremely high quality is required. Many types of architectures have been
proposed for the implementation of FSBM algorithms [3-6]. However, they require a
huge number of comparison/difference operations and result in a large computation load
and high power consumption. To reduce the computational complexity of FSBM, re-
searchers have proposed various fast algorithms. They either reduce the number of search
steps [7-12] or simplify the calculation of the error criterion [13-16]. By combining
step-reduction and criterion-simplification, some proposed two-phase algorithms balance
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the performance between complexity and quality [17-19]. They first use FSBM with a
simplified matching criterion to generate candidate vectors and then select the best mo-
tion vector from among these candidates using the SAD criterion. These fast-search al-
gorithms successfully improved the block matching speed while limiting the quality
degradation, thus achieving low power implementation. However, a low power imple-
mentation is not necessarily a power-aware system in that a power-aware system should
adaptively modify its behavior according to the change of the power/energy status and
achieve a balance between quality and battery life [20]. The requirement of ME ago-
rithms to be suitable for power-aware designs is high degree of scalability in perform-
ance tradeoffs. Unfortunately, the fast algorithms mentioned above do not meet this re-
quirement.

The authorsin [21, 22] presented subsample algorithms that significantly reduce the
computation cost with low quality degradation. The reduction of the computation cost
implies a savings in power consumption. Since the power consumption can be reduced
by simply increasing the subsample rate, the subsample algorithms have a high degree of
scalability and are very suitable for power-aware ME architectures. However, applying
subsample algorithms for power-aware architectures may suffer from aliasing problem in
the high frequency band. The aliasing problem degrades the compression quality rapidly
as the subsampl e rate increases. To alleviate this problem, we extend traditional subsam-
ple algorithms to obtain a content-based algorithm, called the content-based subsample
agorithm (CSA). In this algorithm, we first use edge extraction techniques to separate
the high-frequency band from a macro-block and then subsample the low-frequency band
only. By combining the edge pixels and subsample pixels, the agorithm generates a
turn-on mask for the architecture to limit the switch activities of processing elements
(PESs) in a semi-systolic array. By doing so, we can achieve significant power consump-
tion savings and limit the quality degradation as the subsample rate increases. Because
the number of high-frequency pixels varies with different video clips, we use an adaptive
control mechanism to set a threshold value for edge determination and make the number
of masked pixels stationary for a given power mode.

The CSA can be used in most existing ME architectures by turning off PESs accord-
ing to the subsample rate. In this paper, we present a semi-systolic architecture with
gated PEs. The proposed architecture shows that the CSA agorithm can dynamically
ater the subsample rate as the power consumption mode changes. As shown by experi-
mental results, the proposed architecture can work in different power consumption modes
with acceptable and smooth quality degradation while keeping the power overhead of
edge extraction under 0.8%.

The rest of the paper is organized as follows. In section 2, we introduce the back-
ground of the power-aware paradigm. Section 3 presents subsample algorithms in detail.
Section 4 describes the proposed power-aware architecture and gives experimental re-
sults. Finally, in section 5, we draw conclusions of thiswork.

2. BACKGROUND
2.1 Battery Properties

One may simply consider a battery as a capacitor in which the charge capacity is
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linearly proportional to the output voltage. However, in practice, the behavior of abattery
is less than ideal due to the variation in voltage and capacity. Two other important prop-
erties of batteries are the rate capacity effect and recovery effect [23]. The first effect
means that the capacity of a battery is dependent on the discharging rate, and the second
one means that a battery with an intermittent load may have a larger capacity than one
with a continuous load. Fig. 2 (a) illustrates the rate capacity effect by plotting the cell
voltage of two different discharging loads as time advances. As shown by the curves,
when the load is halved the battery life can be more than two times longer. Fig. 2 (b)
shows the recovery effect, in where the reduction of the load causes araise of the voltage.
Therefore, one can extend the battery lifetime by gradually stepping down the power
dissipation. The Intel® SpeedStep™ technology, for instance, which is widely used in
mobile CPUs, adopts the same strategy to extend the battery lifetime [24]. This technol-
ogy changes the power consumption mode by scaling down the supplied voltage and
operating frequency, hence degrading the performance in order to increase the battery
lifetime.

A current voltage

__ power consumption
I voltage ~~  mode changes
L e T N .y Intermittent
\\ discharge
- I - :
time T 2T time T time
(a) Therate capacity effect [25]. (b) The recovery effect.

Fig. 2. Non-ideal battery properties.

From these two properties of batteries, we can learn two things. First, we can reduce
the load to achieve a longer battery lifetime because halving the current can more than
double the battery lifetime. Second, optima performance can be achieved when the bat-
tery is fully charged because the battery capacity can be recovered later by reducing the
load. These properties provide strong motivation for developing power-aware designs
and reason out the requirement of power-aware architecture — high degree of scalability
in energy-quality tradeoffs.

2.2 Power M ode

One can consider the major power consumption of a CMOS gate i as in Eq. (1),
where C; is the output capacitance, f; is the operation frequency, r;(0 <> 1) is the switch
activity of gatei, aand xare constants:

P

gate =a-G - f 'VDZD:K'Q'ri(OHl)- )

For an execution unit EU; in a VLSI system, the power consumption can be com-
puted using Eq. (2), where Ny is the gate count of EU;:

Pey, = Y k-Clrl (0D 2
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After considering the activity of execution units, the total power consumption can
be expressed as in Eq. (3) and approximated as in Eq. (5) by assuming that the switch
activities are uniform within an execution unit; that is, (0> 1) =r*(0« 1), vVr*(0
<> 1). Since the average output capacitances of each execution unit (C;‘Vg) are nearly the
same as the average output capacitances of the total system (C,,), the total power con-
sumption can be approximated to Eq. (8). Therefore, we can obtain an approximate
power estimation model as shown in Eq. (9), where &, is defined as the gate power coef-
ficient. In this paper, we use the gate power coefficient as the unit for estimating power
dissipation:

Roa = 2, P T 2 P, (©)
VinactiveEU ; VactiveEU
Nga(e‘j i Ngate.k
= > x>y co+ > x) croed (4)
VinactiveEU;  i=1 VactiveEU,  i=1
Ngate‘k
=x Y 10D ) cf ()
VactiveEU,, i=1
=k Y r‘0¢e 1)xﬁx Ngate k (6)
VactiveEU '
=k Y, (0 DXCEyXNygex @)
VactiveEU,
= (K'Cavg) Z rk(OHl)XNgate,k (8)
VactiveEU,,
=g 2. (0 DX Ngey- (9)
VactiveEU,,

3. SUBSAMPLE ALGORITHMS
3.1 Generic Subsample Algorithm

Many published papers have presented efficient algorithms for VLS| implementa-
tion of motion estimation [1, 3, 5, 6, 15, 19]. The FSBM agorithm with the SAD crite-
rion is the most popular approach to motion estimation because of its good quality and
regular data path. The agorithm uses Egs. (10) and (11) to compare each current
macro-block (CMB) with al the reference macro-blocks (RMB) in the search area to
determine the best match and the motion vector is found in Eq. (11):

N-

N-1IN-1
SAD(u, v)=z [S(+u, j+V)=R(@, D, —p<u,v<p-1 (10)
i=0 j=0

=

10
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The mation vector isfound using Eq. (11):

MV = (u, v) |min, peuvep-1 SAD(U,V) 1 (11)

where the macro-block size is N-by-N and R(i, j) is the luminance value at (i, j) of the
current macro-block (CMB). (i + u, j + V) isthe luminance value & (i, j) of the reference
macro-block (RMB), which offsets (u, v) from the CMB in the search area 2p-by-2p.

Much research has addressed subsample techniques for motion estimation in order
to reduce the computation load of FSBM [21, 22]. Liu and Zaccarin, pioneers in devel-
oping subsample agorithms, applied 4-to-1 subsampling to FSBM and significantly re-
duced the computational load. As shown by simulation results, the 4-to-1 subsample al-
gorithm reduces the computational load significantly while keeping the quality similar to
that with exhaustive search [21]. Here, we will present a generic subsample algorithm in
which the subsample rate ranges from 4-to-1 to 1-to-1. The generic subsample algorithm
uses Eq. (12) as a matching criterion, called the subsample sum of absolute difference
(SSAD), where SMg,,, is the subsample mask for the subsample rate 8-to-m as shown in
Eq. (13):

N-1N-1

SSADg (U, V) = D > | Mgy (i, )-[S(i +u, j+V) = RG, )]
70170 for—p<u v<p-1, (12)
Mani, i) = BMgn(i mod 4, j mod 4). (13)

The subsample mask SMig., is generated from abasic mask as shown in Eq. (14):

uim-2) u(m-5) u(m-2) u(m-6)
uim-3) u(m-7) u(m-4) u(m-38)
uim-2) u(m-5) u(m-2) u(m-6)|’
uim-3) u(m-7) u(m-4) u(m-38)

BMg, = (14)

where u(n), isastep function; that is,

1 forn=0
u(n) = .
0, forn<O

For example, consider the subsample rate 8-t0-6. The subsample mask SMg¢ can be
expressed in Eq. (15) and isillustrated in Fig. 3:

1
]

1111 1111
1010 1010
1111 1111
1010 1010
Mes=17111 1111/ (15)
1010 1010
1111 1111
1010 1010

11
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Fig. 3. The subsample mask of the subsample rate 8-to-6.

Given a subsample mask, the computational cost of the SSAD calculation can be
lower than that of the SAD calculation. Since areduction of computational cost implies
reduced power consumption, the generic subsample algorithm allows the system power
to scale with the changing subsample rate. The higher the subsample rate, the greater
the number of inactive execution units (EUs). Accordingly, the power consumption of
the system is proportional to the inverse of the subsample rate. Due to its flexibility in
achieving an energy-quality tradeoff, the generic subsample algorithm is suitable for
implementing power-aware architectures. However, the algorithm suffers from the
aliasing problem in the high frequency band. The aliasing problem will degrade the
MV quality and result in considerable quality degradation when the high-frequency
band is messed up.

3.2 Content-Based Subsample Algorithm

As mentioned above, the generic subsample algorithm suffers from the aliasing
problem due to the high subsample rate, leading to considerable quality degradation be-
cause the high frequency band is messed up. To aleviate this problem, we propose using
the content-based subsample agorithm (CSA), which only subsamples the low-fre-
gquency band. The CSA procedure is shown in Fig. 4. We first use edge extraction to
separate high-frequency pixels (or edge pixels) from a macro-block and then subsample
the remaining pixels (or low-frequency pixels). The determination of edge pixels starts
with gradient filtering. Three popular gradient filters [26] were also used here to execute
the content-based algorithm; they are the high-pass gradient filter, the Sobel gradient
filter, and the morphological gradient filter. Egs. (16) to (18) show the calculations of the
three gradient filters:

High-Pass Gradient Filter:

Grpi(i, J) = IMF(HPF s R)(I, )1, (16)

-1-1-1
where HPF 4 =|-1 8 -1|.
-1-1-1

12
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I frame: t
Input current and reference frames, W x H;
for (y=0; y <WIN; y++) {
for (x=0; x <HIN; x++) {
Perform gradient filtering;
Calculate the edge threshold:
threshold = my'(x, y) - max{G(i, j)} + (1 - my'(x, y)) - min{ G(i, j)}
Deter mine edge pixels and edge mask;
Gener ate content-based subsample mask (GSM);
edge_cnt = total edges of CSV;
I/ update threshold parameter for the next frame
m" (X, y) = my'(x, y) + K, - (csm_cnt — trg_cnt);
if (Mg, y) < 0) {my"(x, y) = O};
if (my™0x, y) > 1) {m"(x, y) = 1};
[/ find MV
SSADpin(X, ¥) = o;
for (u=—p; u<p; ut+) {
for (v=—p;v<p; v+) {
N-1N-1
SSAD(U, V)= D" > ICM (i, j)-(S(i+u, j+V) =R, ) |
i=0 j=0
if SSADin(X, y) > SJSAD(u, V)
{ﬂDmin(Xv y) = $AD(uv V)x MV(X, y) = (U, V)x}
} // for loop index v
} // for loop index u
} // for loop index x
} // for loop index y

Fig. 4. The content-based subsample algorithm.

Sobel Gradient Filter:

Geova (I, J) = IMF(SXies R)(I, J)I + IMF(SYrass R)(, )1,

-1 -2 -1 101
where X, g =| 0 0 0 |andSYq=|-2 0 2|.
1 2 1 101

Morphological Gradient Filter:

Gmorphological = (R ® B) - (R S B)!

17

(18)

000

where B={0 0 0|, and the operations “®” and “©" denote morphological dilation
000

and erosion.

In Egs. (16) and (18), the MF(-) function is the mask filter operation as shown in

Eq. (19):
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1

1
MF(M,R)(i, )= >, > M(p+1 g+1)-R(i+p, j+0), (19)

p=—1g=-1

where M is a 3-by-3 mask and R(i, j) is the luminance value at (i, j).

After obtaining the gradients, G, instead of using a constant threshold, we use a
floating threshold to determine the edge pixels of the CMB. The floating threshold makes
edge extraction more robust when video content varies. Eq. (21) shows the calculation of
the floating threshol d:

threshold = my'(x, y) - max{G(i, )} + (L - my'(x, y)) - min{ G(i, j)}, for 0 < m,' < 1, (20)

where m'(x, y) is the threshold parameter of macro-block (x, y) in the t-th frame.

Following the threshold setting step, the algorithm uses the threshold value to pick
the edge pixels and produce the edge mask as shown in Eq. (21):

1, for G(i, j) =threshold

. (21)
0, otherwise

EdgeMask(i, j) ={

Finally, the contend-based subsample mask (CSM) is generated by merging the edge
mask and the subsample mask, as shown in Eq. (22). In Eq. (22), the operator v means
logic a OR operation. According to the calculation of the CSM, the subsample rate in the
CSA (CSR), denoted as R, is N*to-csm_cnt, where csm_cnt is the number of 1'sin CSM
and N? is the macro-block size. Fig. 5 shows an example of a CSM where the subsample
rate is 64-t0-27:

CSM(i, ) = SMeni, j) v EdgeMask(, j), 0<i,j <N - 1. 22)

High Frequency Band Low Frequency Band
(edge-pixels) (background-pixels)

N
®
CHONON®

Content-Based Subsample Mask (CSM)
Fig. 5. The components of a content-based subsample mask (CSM).
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Once the CSM is generated, the algorithm can then determine the motion vection
(MV) with the content subsample sum of the absolute difference (CSSAD) criterion. The
CSSAD criterion is similar to SSAD mentioned in section 3.1 and shown in Eq. (23):

N-1N-1
CSSADg (U, V)= Y > |CMgpy (i, §)-[S(i+u, j+v) =R, )1,

=0 j=0 for—p<uv<p-1. (23)

The results of simulation show that the CSA can significantly reduce the computa-
tion complexity with little quality degradation. However, there will exist a non-stationary
problem with CSA when a power-aware architecture is implemented if the designer uses
constant threshold parameters m,' and statically sets the floating threshold for a given
power mode. Since different video clips with the same threshold parameters will have
different subsample rates, setting the threshold value without considering the content
variation of the video clip will make the subsample rate non-stationary; that is, power
consumption will not converge within a narrow range for a given power mode. The di-
vergence of power consumption can result in a poor power-awareness. To solve this
non-stationary problem, we use an adaptive control mechanism to adaptively adjust the
threshold parameters so that the subsample rate can be stationary. The adaptive control
mechanism used here is a run-time process that adjusts the threshold parameters fittingly
according to the difference between the current subsample rate and the desired subsample
rate (or target subsample rate).

; (csm_cnt)

CMB(t) Gradient,
Filter Regular
Subsample
A Gradient(t) P CsM
Desired 4
Subsample '/'
Pixel Count Controller| {m! Edge T
X) Determination, B
1
I:' Sensor W
! .
1
- ’: Identification
target subsample pixel : subsample pixel count
1
[}

count (trg_cnt)

Fig. 6. A block diagram of the edge-extraction unit with an adaptive control mechanism.

Fig. 6 shows a block diagram of the adaptive control mechanism. Given the battery
status, the host processor sets the power mode and the target subsample rate as well. The
target subsample rate is N*to-trg_cnt, where trg_cnt is the target number of 1's in the
CSM. Then, the controller recursively updates the threshold parameter, m"(x, y), based
on the current m,(x, y) and the difference of csm_cnt and trg_cnt, as shown in Eq. (24):

m " (x, y) = my'(x, y) + K, - (csm_cnt — trg_cnt);
if (My™(x, y) < 0) {m""*(x, y) = O}; (24)
if (my™(x, ) > 1) {m"(x, y) = 13;
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where my""(x, y) is the threshold parameter of macro-block (x, y) in the (t + 1)-th frame

and K, is the control parameter. The control parameter K, will affect the settling time and
steady-state error of the subsample rate.

3.3 Simulation Results

Figs. 7 and 8 show the simulation results for four 352-by-288 MPEG clips with the
parameters N = 16 and p = 32. The control parameter K, was set as 0.3. The target sub-
sample rates were set to (4:1), (8:3), (2:1), (8:5), (4:3), (8:7), and (1:1); that is, the target
subsample pixel counts were 64, 96, 128, 160, 192, 224, and 256, respectively. Note that
the target subsample pixel counts were proportional to the power consumption. Thus, the
figures can also be read as charts of power versus PSNR. The dashed lines indicate the
results obtained using the generic subsample algorithm, and the solid lines indicate the
results obtained using the content-based subsample agorithm with the three gradient
filters. As shown by the results, the quality degradation due to the content-based algo-
rithm was less than that due to the generic subsample algorithm, and the type of gradient
filter did not significantly affect the performance of the proposed algorithm. In addition,
the adaptive control mechanism kept the subsample rate quite stationary. Tables 1 to 3
show the CSR errors with four 40-frame clips. From the results shown in tables, the

Weather
36. T

Children

26.841

363

26.82|

268

36.25
26.78}

PSNR (dB)
PSNR (dB)

, L
o Sobel context-based 276
z

/ 0 : Sobel context-based

, /
: hpf context-based H -
. B pf context-base: 26.74) // + : hpf context-based

Ve morphological context-based // *: morphological context-based
/

26.72

, /
36.15[ LIy +uregular 7 ’ +: regular

3611 . . . . . . ; . . . . . .
64 9 128 160 192 224 256 64 96 128 160 192 224 256
Sub-sample pixels of a marcofblock(R;l-Nz) Sub-sample pixels of a marco—block(R;lsz)

Fig. 7. The quality degradation of the weather clip. Fig. 8. The quality degradation of the children clip.

Table 1. The CSR error of the content-based subsample algorithm
(wherethe control parameter K, = 0.3).

Video Clip Wesather News Table-Tennis Children

Target CSR Average| CSR | Average| CSR | Average| CSR | Average| CSR
9 CSR Error CSR Error CSR Error CSR Error

96 95.416 | 0.61% | 95.366 | 0.66% | 95.398 | 0.63% | 95490 | 0.53%

128 127521 | 0.37% | 127.720 | 0.22% | 127.467 | 0.42% | 127.754 | 0.19%

160 158.678 | 0.83% | 159.795 | 0.13% | 159.533 | 0.29% | 159.430 | 0.36%

192 188.037 | 2.06% | 191.313 | 0.36% | 191.429 | 0.30% | 189.632 | 1.23%

224 211.274 | 5.68% | 221.224 | 1.24% | 222.893 | 0.49% | 216.001 | 3.57%
The edge-extraction unit uses the high-pass gradient filter.
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Table2. The CSR error of the content-based subsample algorithm
(wherethe control parameter K, = 0.3).

Video Clip Weather News Table-Tennis Children
Target CSR Average| CSR | Average| CSR | Average| CSR | Average| CSR
9 CSR Error CSR Error CSR Error CSR Error

96 94985 | 1.06% | 94.728 | 1.33% | 95361 | 0.67% | 95.114 | 0.92%

128 127.264 | 0.58% | 127.688 | 0.24% | 127.445| 0.43% | 127.304 | 0.54%

160 157.104 | 1.81% | 159.766 | 0.15% | 159.415 | 0.37% | 159.702 | 0.381%

192 184.295 | 4.01% | 191.183 | 0.43% | 191.249 | 0.39% | 188.451 | 1.85%

224 207.612 | 7.32% | 220.949 | 1.36% | 222.685| 0.59% | 215536 | 3.78%
The edge-extraction unit uses the Sobel gradient filter.

Table 3. The CSR error of the content-based subsample algorithm
(wherethe control parameter K, = 0.3).

Video Clip Weather News Table-Tennis Children
Target CSR Average| CSR | Average| CSR | Average| CSR | Average| CSR
9 CSR Error CSR Error CSR Error CSR Error

96 97.072 | 1.12% | 95547 | 0.47% | 96.040 | 0.04% | 95.959 | 0.04%

128 127.626 | 0.29% | 127.718 | 0.22% | 127.120 | 0.69% | 127.267 | 0.57%

160 157401 | 1.62% | 159.659 | 0.21% | 158.986 | 0.63% | 158.885 | 0.70%

192 185.013 | 3.64% | 191.477 | 0.27% | 190.765 | 0.64% | 189.279 | 1.42%

224 209.300 | 6.56% | 222.434 | 0.70% | 222.405| 0.71% | 218.118 | 2.63%
The edge-extraction unit uses the morphological gradient filter.

average CSR error was as low as 1.12%, and the CSR error variance was as low as
0.00024. Because the subsample rate could be kept nearly stationary with given target
subsample rate and power mode, we conclude that the power-awareness of the proposed
algorithm is very good, and that the CSA can be applied in a power-aware architecture.
The results also show that the selection of K, was proper for controlling the threshold
parameters. The following section will further address on the selection of the control pa-
rameter.

3.4 Selection of the Control Parameter

As mentioned in sections 3.3 and 3.4, we use an adaptive control mechanism to ob-
tain a stationary subsample rate while keeping the quality acceptable. However, if the
control parameter is not properly selected, the settling time will be too long to achieve
real-time switching, and the CSR error will be so large as to make the setting of the
power consumption mode inaccurate and the power-awareness worse. The control pa-
rameter, Ko, in Fig. 6 is the major factor affecting the settling time and the CSR error.
After four 30-frame video clips were simulated with 1:1 of the initial subsample rate
and 8:5 of the target subsample rate, the effects of the K, selections were as shown in
Figs. 9 and 10. Obviously, the higher the value of Kp, the shorter the settling time and
the worse the stability of the CSR. As shown by the results, the suitable range of K,
was from 0.1 to 0.5.
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Step response (Weather) Step response (Children)

256

224 w: 2241
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4]
8
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g. 9. The step response for varying K, in the Fig. 10. The step response for varying K, in the
case of the weather clip. case of the children clip.

Fi

4. THE POWER-AWARE ARCHITECTURE

4.1 System Architecture

According to the content-based subsample algorithm, we present a semi-systolic
architecture in Fig. 11, which is based on existing architectures, such asthat in [5]. The
architecture contains an edge-extraction unit (EXU), an array of processing elements
(PEs), a parallel adder tree (PAT), a shift register array (SRA), and a motion-vector se-
lector (MVS). Given the power consumption mode, the EXU extracts high-frequency (or
edge) pixels from the current macro-block (CMB) and generates 0-1 content-based sub-
sample masks (CSM) for the PE array to disable or enable processing elements (PES).
The structure of the PE array, as shown in Fig. 12, is used to accumulate absolute pixel
differences column by column while the parallel adder tree sums up all the resultsto gen-

erate the value of the CSSAD. The MV'S then performs a compare-and-select operation
to select the best motion vector.

Parallel Adder
Tree
(PAT)

RMB TPSUNC‘ TPSJ‘TPSS\

_

, Motion-Vector |
Selector (MVS)
MV

CMB T Shift Register
— PEs array Array
N < (SRA)
| csm
Edge-Extraction
— Unit - Power mode
(EXU)

Fig. 11. The system block diagram.
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CSM To Paralle Adder Tree

Fig. 12. The architecture of the PE array and shift register array.

Based on the semi-systolic architecture with the content-based subsample agorithm,
the architecture dynamically disables some processing elements to reduce the power con-
sumption since we assume the major power consumption is mainly determined by the
switch activity of the system [15]. After edge extraction is performed first, athreshold is
set as the criterion for determining whether or not to enable/disable processing elements,
thus dynamically changing the switch activities of the system to reduce the power con-
sumption. Fig. 13 shows the PE structure and indicates how the CSM disables/enables
processing elements. The CSM disables the PE by using the block element (BE), imple-
mented by means of AND gates. The BEs can nullify the input signals of data path,
which consists of the absolute difference unit (Ja — b|) and the Adder unit. When a PE is
disabled during a MV searching iteration, the circuits in the PE remain still until the next
iteration starts; thus, the consumption of transient power can be reduced.

to PE(i+1,j) TZAD(k,j)

enable

CSM 7Lcontrol —-
CMEB i rog | —

|

o]
RMB —~i>reg

8

from PE(i,j+1) \

from PEGi-1j) 5" AD(. j) from PE(i,j-1)
k=1

Fig. 13. The structure of a PE.

The edge-extraction unit contains two blocks: a gradient filter and a CSM generator.
The gradient filter isimplemented based on one of Egs. (16) to (18). The proposed archi-
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tecture only requires that a single gradient filter be embedded. However, we will show all
of their implementations for the purpose of estimating the overheads and making a com-
parison. Figs. 14 to 16 illustrate the implementations of high-pass, Sobel, and morpho-
logical gradient filters respectively. Multiplexers are used to prevent boundary errors
from occurring with border pixels of the CMB. The black dot in each multiplexer indicates
the switching path used when processing a border pixel. Fig. 17 shows the structure of
the CSM generator. The CSM generator first determines the threshold according to the
gradient values and the power mode, and then generates the CSM by OR-merging the
regular subsample pattern and the edge pattern, as shown in Egs. (21) and (22).

right boundary

left boundary ‘ ,,,,,,,, —
bottom boundary l 3

A oDl D}
CMB -l_/ +

1) -4-+—D e
N pixels Gradient
delay line |+ 0 »D} x8 \, ~abs| >
y + +

» delay line | ;"j
top boundary
Fig. 14. The architecture of the high-pass gradient filter.

N
CMB c
Lt DDl
o [ 5, ) \
» delay line | X2 ~——p—abs— Gradient
‘ 0 > X2 I —]-\/» >
o delay line )j — e/ '_3_ ~abs|
N pixels A
l\ /V\ »
Boundary *P—-+Di>Di/
Condition
Fig. 15. The architecture of the Sobel gradient filter.
v
mLFMJ*@J
CMB |
— |max} max
LT
+
delay line mex S
:E —|Gradient
delay line L_E min rmin\
N pixels [ 1
Rk -
Boundary | mm DDl
condition

Fig. 16. The architecture of the morphological gradient filter.
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i ml regular
3 , subsample
Gradient ?,()7\ pattern CSM
_ P |OR |-
X i
(Bl edge
1-ml cmp pattern
2 \"—
» N2 delay line
power i
mode -{ Controller }- : Counter

Fig. 17. The architecture of edge-determination and the CSM generator.

4.2 Execution of Power-Aware M E

Power-aware motion estimation is performed in five phases: the initiadl CMB phase,
initial RMB phase, SAD calculation phase, filtering phase, and edge-determination phase.
The initial CMB phase involves loading the CMB data into a PE array, while the initial
RMB phase involves filling up the PE array with RMB data to start the SAD calculation.
As shown in Fig. 18, theinitial CMB phase and initial RMB phase are executed in paral-
lel with edge extraction; thus, the timing overhead of edge extraction is hidden by the
initial phases. For p > 8, the timing overhead of edge extraction is zero.

One iteration for motion estimation of a macro-block

Edge-extraction N il
Filter Edge- \| ____ , 1. Generate the CSM
CMB hase % determination | | 2. Shift the CSM to PEs
(- f phae /| !
i ______________ Determine the threshold according
to the power mode.
------ » Gradient filter operation
------ > Shift the CMB to PEs array
1. Shift the RMB data to PEs array.
e ---»2. Accumulate the SAD of each
Initial ! hi "
CMB CMB {  searching step.
\ phase / T R
{ \
RMB Initial RMB phase I Calculate SAD Phase -\
)]

p

Fig. 18. The execution phases of the power-aware architecture.

4.3 Experimental Results

Table 4 shows the synthesis results obtained using the TSMC 1P4AM 0.35um cell li-
brary, where the symbol R; denotes the content-based subsample rate and &, is the gate
power coefficient defined in Eq. (9). Compared with the general semi-systolic architec-
ture [5], the edge extraction unit (EXU) of the proposed architecture has the major
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Table 4. Power analysis of the power-awar e ar chitecture.

EU, PE array SRA PAT + MVS EXU
AD + Adder Other
Gate Count G' 117,760 58,708 44,640 1,800 17,121
r'(01) 4p°R;I=4096RT | 4p?=4096 | 4p?=4096 | 4p?=4096 N?=256
P consumption 4.8e8- R! 2.4e8 1.8e8 7.37€6 4.3866
Pitsumption (€gp) 4868 R:L+4.3¢8

N =16 and p = 32. Céll library: TSMC 0.35um process.

overhead for the power-aware function. As mentioned above, we used one of the three
gradient filters here to implement the EXU. As for the synthesis results, the gate counts
of the three gradient filters were 595.33, 793.77, and 727.63, respectively. The variance
of these valuesis very small compared to the overall gate count of the EXU. For instance,
the gate count of EXU with the high-pass filter was equal to 14745. This number is much
larger than the variance. This means that the selection of a gradient filter does not affect
the overhead estimation very much. Therefore, we used the high pass filter to estimate
the performance overhead caused by the EXU. From Table 4, one can see that the area
overhead of EXU was 7.68%, while the worst-case power overhead was only 0.8% when
the subsampl e rate was 4-to-1 for motion estimation with N = 16 and p = 32.

Fig. 19 shows the results for the video clip “table-tennis’ under switching of the
power consumption mode. The target subsample pixel count was reduced by 48 every 40
frames, and the control parameter K, was set to 0.3. The results show that the adaptive
control mechanism could enable the power consumption to reach the target level within
10 frames. According to the battery properties described in section 2, the curve shows
that our power-aware architecture can extend the battery lifetime by gradually degrading
the quality. A, B, C, and D correspond to the switching pointsin Fig. 2 (b), respectively.

% 10° Switch the power mode (Table-tennis)
10 T T T

— A

QD)

power consumption (g

6 I I I I
40 80 120 160 200

Frame number

Fig. 19. An application involving switching of the power mode in the case of the video clip “ta-
ble-tennis.”
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5. CONCLUSIONS

Motivated by the battery properties and the power-aware paradigm, this paper has
presented an architecture-level power-aware technique based on a novel content-based
subsample algorithm. When the battery capacity is full, the proposed ME architecture
turns on all the PEs to provide the best compression quality. In contrast, when the battery
capacity is short for full operation, instead of exhibiting an all-or-none behavior, the pro-
posed architecture shifts to a lower power consumption mode by disabling some PEs in
order to extend the battery lifetime with little quality degradation. Switching of power
consumption mode can be smoothly accomplished; thus, the proposed architecture makes
it possible to switch the power consumption mode with acceptable quality degradation.
Although edge extraction plays a crucia role to dynamically adjusting the power con-
sumption mode, it does not introduce much power dissipation and the timing overhead
can be neglected. As shown by the simulation results, the proposed algorithm success-
fully improves the compression quality of the generic subsample algorithm and switches
the power consumption mode by adaptively adjusting the threshold parameters.
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A Content-Based Methodology for Power-Aware
Motion Estimation Architecture

Hsien-Wen Cheng and Lan-Rong Dung, Member, IEEE

Abstract—This paper presents a novel power-aware motion
estimation algorithm, called adaptive content-based subsample al-
gorithm (ACSA), for battery-powered multimedia devices. While
the battery status changes, the architecture adaptively performs
graceful tradeoffs between power consumption and compression
quality. As the available energy decreases, the algorithm raises the
subsample rate for maximizing battery lifetime. Differing from
the existing subsample algorithms, the content-based algorithm
first extracts edge pixels from a macro-block and then subsamples
the remaining low-frequency part. In this way, we can alleviate
the aliasing problem and thus keep the quality degradation low as
the subsample rate increases. As shown in experimental results,
the architecture can dynamically operate at different power con-
sumption modes with little quality degradation according to the
remaining capacity of battery pack while the power overhead of
edge extraction is under 0.8 %.

Index Terms—Content-based image processing, motion esti-
mation (ME), power-aware system, subsample algorithm, very
large-scale integration (VLSI) architecture, video compression,
VLSI image processing.

1. INTRODUCTION

OTION ESTIMATION (ME) has been notably rec-

ognized as the most critical part in many video
compression applications, such as MPEG standards and H.26x
[1], which leads to dominant computational and, hence, power
requirements. With increasing demand of portable multimedia
devices, recently, a power-aware ME that can be flexible in both
power consumption and compression quality is highly required
[2]. Fig. 1 illustrates a typical block diagram of the portable
multimedia system powered by battery. In practice, a battery
has the two most important nonideal properties, which are the
rate capacity effect and recovery effect [3]. Fig. 2, as an ex-
ample, illustrates that the system can extend the battery lifetime
by gradually stepping down the power dissipation. Normally,
system designers can choose points A, B, C, and D according to
the discharging profile provided by battery manufacturer. When
the battery monitor unit detects the voltage drop of battery, the
host processor will change the power mode accordingly. By
changing the operation mode of all power-aware components
simultaneously, the architecture adapts the power dissipa-
tion to battery status and, hence, raises battery performance.
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Fig. 2. Diagram representing the nonlinear discharging properties of battery.

This paper, therefore, intends to presents a power-aware ME
architecture driven by an adaptive content-based subsample
algorithm to lengthen the battery lifetime.

Many published papers have presented efficient algorithms
for very large-scale integration (VLSI) implementation of
motion estimation on high performance or low-power design.
Yet most of them cannot dynamically adapt the compression
quality to different power consumption modes. Among these
proposed algorithms, the full-search block-matching (FSBM)
algorithm with the sum of absolute difference (SAD) criterion
is the most popular approach for ME because of its considerably
good quality. It is particularly attractive to those who require
extremely high quality. However, the huge number of compar-
ison/difference operations results in a high computation load
and power consumption [4], [S]. To reduce the computational
complexity of FSBM, researchers have proposed various fast
algorithms. They either reduce search steps [6]—[8] or simplify
calculations of error criterion [9], [10]. These fast-search
algorithms have successfully improved the block matching
speed and, thus, led to a low-power implementation. However,
a low-power implementation is not necessarily a power-aware
system, in which the implementation should adaptively modify
its behavior to balance the performance between quality and
battery life [11]. The requirement for ME algorithms to be
suitable for power-aware design is a high degree of scalability
in performance tradeoffs. Unfortunately, the fast algorithms
mentioned above do not meet this requirement.
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The subsample algorithms present in [12] and [13] are
very suitable for power-aware ME architecture because of
their highly scalable characteristic. As the subsample rate in-
creasing, the unsampled processing elements in a semisystolic
array will be disabled to save the switch activities, that is,
the power consumption of the architecture will be decreased
correspondingly. However, applying subsample algorithms for
power-aware architecture may suffer from the aliasing problem
in the high-frequency band. The aliasing problem degrades the
compression quality rapidly as the subsample rate increases.
To alleviate the problem, we extend traditional subsample
algorithms to an adaptive content-based subsample algorithm
(ACSA). In the ACSA, we first use edge extraction techniques
to separate the high-frequency band from a macro-block and
then subsample the low-frequency band only. By merging
the edge pixels and subsample nonedge pixels, the algorithm
generates a turn-off mask for the architecture to disable the
switching activities of processing elements (PEs) in a semisys-
tolic array. This content-based algorithm keeps the quality
degradation low as the subsample rate increases. Because the
number of high-frequency pixels varies with different video
clips, we introduce an adaptive control mechanism to set the
threshold value for edge determination and make the number of
masked pixels stationary for a given power mode. The ACSA
can be implemented in most existing ME architectures by
turning off PEs according to the subsample mask. In this paper,
we present a semisystolic architecture with gated PEs. The
simulation results show that the ACSA can dynamically alter
the subsample rate as the power consumption mode changes
and the architecture can work at different power consumption
modes with acceptable and smooth quality degradation while
the power overhead of edge extraction is under 0.8%.

II. SUBSAMPLE ALGORITHMS
A. Generic Subsample Algorithm

Here, we present a generic subsample algorithm (GSA) in
which the subsample rate ranges from 4:1 to 1:1. The GSA uses

SSADs.,, bu, v)
N-1N-1

= > > ISMg Vi, ) \SYi+ u,j + v) — R, j))]

i=0 =0

(D

as a matching criterion, called the subsample sum of absolute
difference (SSAD), where SMsg.,, is the subsample mask for
the subsample rate 8 to m as shown in

SMs.m i, j) = BMs., Vi mod 4, j mod 4). 2)

where the macro-block size is N-by-N, Ri, j) is the luminance
value at i, j) of the current macro-block, and SV 4+ u, j +v) is
the luminance value at {7, j) of the reference macro-block which
offsets lu,v) from the current macro-block in the searching
area 2p x 2p.The subsample mask S Ms.,, is generated from the
basic mask

ubm —2) ubm —5) wulm—2) wubm —6)

BMe. — ulm—=3) ubm—7) ulm—4) wubm —28)
M= utm —2) ulm —5) uwbn—2) ubm —6)
ulm—=3) ubm—7) ulm—4) wubm —28)
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//frame:t
Input current and reference frames, W < H ;
for(y=0;y<W/N;y++){
for(x=0;x<H|N ;x++){
Perform gradient filtering;
Calculate the edge threshold :
E, =m|(x,y)-max {G (i, 1)} +(1-m{(x,y))-min {G (i, j)}
Determine edge pixels and edge mask;
Generate adaptive content - based subsample mask (ACSM ),
acsm _ cnt = total edges of ACSM ;
/fupdate threshold parameter for the next frame
ml'ﬂ (x,y)=mj (x,y)+ K, (acsm _cnt—1rg _cnt);
if(ml’ﬂ(x, y)< 0){m|’+l(x, y)=0};
if m" (e, y) > D fmf" (x, ) =1}
/ffind MV
ACSSAD, i, (x,y) =0,
for(u=-p;u<p;u++){
for(v=—p;v<p;v++){

N-1N-1

ACSSAD (u,v) =Y ' |ACSM (i, j)-(S (i+u, j+v)=R(i, /)|
i=0 j=0

if ACSSAD, . (x,y)> ACSSAD(u,v)

{ACSSAD,;,

(x,y)=ACSSAD(u,v); MV(x,y)=(u,v); }
}}}}/for loop index v,u,x, y

Fig. 3. Procedure of the ACSA.
where
uln) =1, forn > 0and 0 forn < 0. 3)

Due to its flexibility in energy-quality tradeoffs, the GSA is suit-
able for the implementation of power-aware architectures. The
power consumption of the architecture is proportional to the in-
verse of the subsample rate. However, the algorithm suffers from
the aliasing problem which will degrade the ME quality and re-
sults in a considerable degradation of quality when the high-fre-
quency band is messed up.

B. Adaptive Content-Based Subsample Algorithm

As mentioned above, the GSA has an aliasing problem for
a high subsample rate and leads to considerable quality degra-
dation because the high-frequency band is interfered with. To
alleviate the problem, we propose an ACSA that only subsam-
ples the low-frequency band. The procedure of the ACSA is de-
scribed in Fig. 3. We first use edge extraction to separate high-
frequency pixels (or edge pixels) from a macro-block and then
subsample the remaining pixels (or low-frequency pixels). The
determination of edge pixels starts from gradient filtering. In this
paper, we use three popular gradient filters to exercise the con-
tent-based algorithm; they are the high-pass gradient filter, the
Sobel gradient filter, and the morphological gradient filter. After
obtaining the gradients denoted as GG, we use a floating threshold
FE\p, to determine the edge pixels of the current macro-block.
The floating threshold makes the edge extraction more robust
with video content varying than the constant threshold does.
The following equation describes the calculation of E\, for each
macro-block {z, y) in the ¢th frame:

En =m' - max {GVi,j)} + L —m') - min {GY,j)}
for0 <m' <land0<i, j < N.

?

“
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Following the threshold setting step, the algorithm uses the
threshold value to pick the edge pixels and produces the edge
mask as shown as

1, fOI‘GQL'}) > En
0 otherwise.

EdgeMaskli, j) = { 5)

Finally, the adaptive content-based subsample mask (ACSM) is
generated by merging the edge mask and the subsample mask,
as shown in

ACSMVi, j) = SM;.1 Y, j) V EdgeMask i, j),
0<i,j<N-1. (6

The operator V means logic OR operation. According to the cal-
culation of ACSM, the subsample rate of the ACSA Racsa 1S
equal to N 2 to acsm_cnt, where acsm_cnt is the number of
I’s in ACSM. Once the ACSM is generated, the algorithm can
then determine the motion vection (MV) with the adaptive con-
tent-based subsample sum of absolute difference (ACSSAD)
criterion. The following equation shows the ACSSAD criterion:

ACSSAD\u, v)

N-1N-1

= > > |ACSMUY, ) \SYi+u,j + v) — RY, j))|  (7)
=0 7=0

Although the content-based algorithm can perform

high-power scalability and alleviate the mess in high frequency,
there exists a nonstationary problem if the designer uses a
constant threshold parameter m! to statically derive the floating
threshold for edge-extracting. Since different macro-blocks
with the same threshold parameter will have different Racsa
values, setting the threshold parameters without considering
the content variation of macro-blocks will make the subsample
rate nonstationary; that is, the power consumption will not
be converged within a narrow range for a given power mode.
For example, the subsample rate of the Weather clip can vary
between 256:67 and 256:224 in the first frame while m! is set
as 0.1. To solve this problem, this paper introduces an adaptive
control mechanism to adjust the threshold parameter so that the
subsample rate Racsa can be stationary. The adaptive control
mechanism is a run-time process that adjusts the threshold
parameter fittingly according to the difference between the
current subsample rate and the desired subsample rate (or target
subsample rate).

Fig. 4 shows the block diagram of the adaptive control mecha-
nism. Given the battery status, the host processor sets the power
mode and the target subsample rate as well. The target sub-
sample rate is N2 to trg_cnt, where trg_cnt is the target number
of 1’s in the ACSM. Then, the controller recursively updates the
threshold parameter m!* !4z, i) based on the current m*{z, y)
and the difference of acsm_cnt and trg_cnt, as shown in Fig. 3
under the line “//update threshold parameter for the next frame.”

III. POWER-AWARE ARCHITECTURE

According to the ACSA, we present a semisystolic architec-
ture as shown in Fig. 5, based on existed architectures, such as
[4]. The architecture contains an edge-extraction unit (EXU), an
array of processing elements (PEs), a parallel adder tree (PAT), a
shift register array (SRA), and a motion-vector selector (MVS).

CMB(t) Gradient
Filter Regular
G(t Subsample
4 (1) l p
Controller Edge |
m ,"’ (K) m,/ Determination|
7 Sensor
™ N . .
trg_cnt | Identification
- ' T acsm_cnt

Fig. 4. Block diagram of the edge-extraction unit with adaptive control
mechanism.

aralle otion-Vector
(PAT) Selector (MVS)
RMB MV

—‘ Tps,ﬁ,l TPS,]”T PSS,
1 Shift Register

CMB PEs array

le—| Array (SRA)
ACSM
Edge-Extraction
Unit (EXU Power mode

Block diagram of the power-aware ME architecture driven by the

er 1ree

A4

Fig. 5.
ACSA.

Given the power consumption mode, the EXU, which contains
the gradient filter and the ACSM generator, extracts high-fre-
quency (or edge) pixels from the current macro-block and gener-
ates 0—1 ACSM to disable or enable PEs. The PE array is used to
accumulate absolute pixel differences column by column while
the parallel adder tree sums up all the results to generate the
value of ACSSAD. Each PE has a datapath that consists of the
absolute difference unit {|a — b|) and the Adder unit. Upon the
ACSSAD is generated, the MVS then performs compare-and-
select operation to select the best motion vector.

To start with, by performing the edge extraction, the architec-
ture first generates ACSM to determine whether to enable/dis-
able PEs and thus dynamically changes the switching activities
of system to reduce the power consumption. The ACSM dis-
ables the PE by using a block element (BE) that is implemented
by AND gates. The BEs can nullify the input signals of data path.
When a PE is disabled during an MV searching iteration, the
circuit in the PE remains still until the next iteration starts and,
thus, the consumption of transient power can be saved.

IV. POWER MODEL

One can consider the major power consumption of a CMOS
gate ¢ as

Pgatez:a'Ci'fi'V[%D:K"Oi'ri‘I) (8)

where C} is the output capacitance, f; is the operation frequency,
r;1]) is the switch activity of gate 7, and « and & are constants.
For an active execution unit KUy, in a VLSI system, the power
consumption can be shown in

Ngate,EU,,
k_ k
> w-Cfrf) ©)
i=1
where Ngate EU, 18 the gate count of EUy. The following equa-
tions demonstrate the total power consumption:

Pry, =

Ngate, k
k k
Piotal = E K E i i \]) (10)
VactiveEU} =1
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—— The generic subsample algorithm
—=— The ACSA with morphological filter
¥ —e— The ACSA with high-pass filter

—+— The ACSA with Sobel filter

-* - The variable search window method
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Fig. 6. Quality degradation of the “table tennis” clip.
Ngate,k
~ k k
=5 Y M) Y O (11)
YactiveEUy =1
Ngate,k
5 ar
k =
=5 Y 7 11)-]‘\]7 - Ngaterr  (12)
YactiveEUy gate,k
k k
=k Y M) Chy Neater (13)
VactiveEU}
~ k
=~ - Cavg) Z r ‘I) . Ngate,k (14)
YactiveEUy
k
=egp Y. ™) Npates- (15)

VactiveEUy,

After considering the activity of EUs, the total power consump-
tion can be expressed as (10) and approximated as (11) by as-
suming the switch activities are uniform within an execution
unit; that is, 75(]) = 7*1]), Vr¥{]). Since the average output
capacitances of each execution unit QCfvg) are nearly the same
as the average output capacitances of total system {Clyg), the
total power consumption can be approximated to (14). There-
fore, we can obtain an approximated power estimation model
shownin (15), where e}, is defined as the gate power coefficient.
In this paper, we use the gate power coefficient as the unit for
estimating power dissipation for the power-aware architecture.

V. RESULTS

The peak signal-to-noise ratio (PSNR) of the motion-com-
pensated predicted frame compared to the original frame is
adopted as a performance measure. Fig. 6 shows the quality
degradation of the CIF video clip “table tennis” with parame-
ters N = 16 and p = 32. The target subsample rates of GSA
and ACSA are set as (4:1), (8:3), (2:1), (8:5), (4:3), (8:7), and
(1:1) respectively. In the simulation, we compare our approach
with GSA and the variable-search-window approach. The vari-
able-search-window approach is simply achieved by gradually
setting the search parameter p to 16, 20, 22, 25, 27, 30, and 32.
As shown in the results, the quality degradation of the ACSA
is less than that of the GSA and the variable-search-window
approach. Fig. 7 illustrates the improvement of ACSA over
GSA. Because the ACSA alleviates the aliasing problem for the

Fig. 7. Nineteenth motion-compensated frame of the “table-tennis” clip.
(a) GSA with the 8-to-3 subsample rate and (b) ACSA with the 8-to-3
subsample rate.
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Fig. 8. Step response for varying K, of the “table tennis” clip.
TABLE 1
STATIONARY ERROR OF THE ACSA SUBSAMPLE RATE (RAcsa)
Target Average Racsa Average Racsa
Racsa Racsa Error | Racsa Error
Video Clip Weather News
96 95.416 0.61% 95.366 0.66%
128 127.521 0.37% 127.720 0.22%
160 158.678 0.83% 159.795 0.13%
192 188.037 2.06% 191.313 0.36%
224 211.274 5.68% 221.224 1.24%
Video Clip Table-Tennis Children
96 95.398 0.63% 95.490 0.53%
128 127.467 0.42% 127.754 0.19%
160 159.533 0.29% 159.430 0.36%
192 191.429 0.30% 189.632 1.23%
224 222.893 0.49% 216.001 3.57%

The edge-extraction unit uses the high-pass gradient filter. The control

parameter &K, = 0.3.

high-frequency band, the compensated frame with the ACSA
has better quality than that with the GSA on the edge of the
sportsman’s arm and thumb. In addition, we can find that the
type of gradient filter does not make much difference to the
performance of the proposed algorithm. Fig. 8 illustrates the
stationary response with variable K. Obviously, the higher
the value of K, the shorter the settling time and the worse
the stability of the Zacsa. The suitable range of K, is from
0.1 to 0.5 after testing those four video clips. We analyzed
the Racsa errors of ACSA in Table I. The average Racsa
error is as low as 1.12% and the Racsa error variance is as
low as 0.00024. Because the subsample rate can be nearly
stationary with a given target subsample rate and power mode,
the power-awareness of the proposed algorithm is very good
and the ACSA can be applied for power-aware architecture.
Table II shows the synthesis result using the TSMC 1P4M
0.35-pm cell library, where the symbol R can be either the
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TABLE 1II
POWER ANALYSIS OF THE POWER-AWARE ARCHITECTURE
EU; PEs arra SRA+PAT+MVS EXU
AD + Adder Others
Ngate, BU; 117,760 58,708 46,440 17.121
(D 4p’ R 4p 4p? N?
Pru, 48-10° R;T | 2410 1.9-10 4.38 - 10°
Protat (E4p) 4.8-10° - R;T +4.3-10°

Area Overhead :J\rgatc,EXU/(J\'Tgatc,l’lﬂs array T JVgatc,SRA{»PAT{»M vs)
Power Overhead =Prxu/(PpEs array + Psra+pPaT+Mvs)
N =16
p =32
Cell library: TSMC 0.35-pm process.
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Fig. 9. Application for switching the power mode of the video clip
“table-tennis.”

adaptive content-based subsample rate or the generic subsample
rate, and e, is the gate power coefficient defined in (15). Com-
paring with the general semisystolic architecture [4], the edge-
extraction unit (EXU) of the proposed architecture is the major
overhead for the power-aware function. As mentioned above,
this paper uses one of three gradient filters to implement the
EXU. As per the synthesis results, the gate counts of the three
gradient filters are 595.33,793.77, and 727.63, respectively. The
variance of these values are very little to the overall gate count
of EXU. This means that the selection of the gradient filter does
not affect the overhead estimation much. Therefore, we selec-
tively use a high-pass filter to estimate the performance over-
head caused by EXU which dominates the area/power over-
heads. From the results, the area overhead of EXU is 7.68%
and the power overheads are 0.8% and 0.5% for 4-to-1 and
1-to-1 subsample rates, respectively. Fig. 9 shows an example
of the video clip “table-tennis” for switching the power con-
sumption mode. The target subsample pixel count is reduced by
48 every 40 frames. The result shows that the adaptive control
mechanism can make the power consumption reach the target
level within 10 frames. According to the battery properties de-
scribed in Section I, the curve shows that our power-aware ar-
chitecture can match the behavior by slowly and gradually de-
grading the quality. The marks A, B, C, and D correspond to the
power-switching points.

VI. CONCLUSION

Motivated by the concept of battery properties and the
power-aware paradigm, this paper presents an architec-
ture-level power-aware technique based on a novel adaptive
content-based subsample algorithm. When the battery is in the
status of full capacity, the proposed ME architecture will turn
on all of the PEs to provide the best compression quality. In
contrast, when the battery capacity is short for full operation,
instead of exhibiting an all-or-none behavior, the proposed
architecture will shift to lower power consumption mode by
disabling some PEs to extend the battery lifetime with little
quality degradation. As shown in the simulation results, the
proposed algorithm successfully improves the compression
quality of the generic subsample algorithm and does not intro-
duce much power dissipation.
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[PAPER |
A Parallel-In Folding Technique for High-Order FIR Filter

Implementation

Lan-Rong DUNG', Member and Hsueh-Chih YANG', Nonmember

SUMMARY  This paper presents a hardware-efficient folding technique for high-order FIR filtering while considering the tradeoff
between the number of processing elements and throughput rate. Given the throughput rate, one can always employ the minimum
number of processing elements for saving the implementation cost and figure out a folded architecture. However, applying inefficient
folding techniques may result in costly switches and registers. Therefore, our work intends to evaluate the efficiency for folding techniques
in terms of the number of registers, and the power dissipation of registers. As shown in the estimation results, while comparing with
the published folded architectures under the same throughput rate, the proposed folding technique can turn out less power dissipation
and low hardware complexity than the others. The proposed design has been implemented using TSMC 0.18 pm 1P6M technology.
As seen in the post-layout simulation, our design can meet the requirement of IS-95 WCDMA pulse shaping FIR filter while the power
consumption can be as low as 16.66 mW.

key words: FIR, VLSI hardware, digital filters.

1. Introduction

FIR filtering is an essential function in most DSP applications, such as telecommunication and multimedia systems.
Its guaranteed stability and simple structure make FIR itself a popular technique for removing unwanted parts of
signal. For quality-sensitive applications, the number of FIR taps is normally large, ranges from tens to hundreds.
However, long-length (or high-order) FIR filters may result in costly hardware and hence severe power consumption
problem. Furthermore, a long-length FIR architecture may suffer from the clock-skew problem.

For decades, many approaches have been proposed to reduce the hardware complexity of FIR filtering [1-14].
They can be classified into three categories: multiplier reduction [4], [5], [8], [9], [11], [12], multiplierless realization
[1],[6],[13], and resource sharing (or folding) [2],[7], [10], [14],[15]. The first category can reduce the number of
multiplications at the expense of increased number of additions or pre-/post-processing units. The second category
mainly uses the distributed arithmetic(DA) technique to dismiss multipliers. Both categories are able to significantly
reduce computational complexity but lack flexibility for cost-optimal FIR implementation. The third category is
proposed for reducing the datapath cost when the throughput rate is lower than the maximum speed at which a
full-length datapath can operate. That is, the folding techniques intend to trade excessive speed for datapath cost
with high degree of flexibility.

[10] and [2] present the first systematic transformation technique to fold DSP algorithms. The folding technique
was proposed for efficient resource sharing to meet both throughput and resource constraints, while it allows identical
operations to be time-multiplexed by the same circuit unit. The technique is attractive not only for its area saving
but also for the alleviation of the clock-skew problem. Following [10] and [2], [7] and [14] present folded FIR
architectures for variable folding factor and bit-level pipelined implementations, respectively. Both of them take
the advantage of folding technique to meet their objectives. The existed folded architectures mainly focus on the
utilization of processing elements or data path; however, few emphasize the cost of registers and control units. Note
that when the processing elements have been carefully allocated for performance constraints registers and control
units will become the main issues to the efficiency of folding techniques. Thus, this paper presents two folding
techniques based on algebraic and structural transformations. As shown in the estimation results, the proposed
techniques can outperform the others in terms of cost and power dissipation.

"The authors are with the Department of Electrical and Control Engineering, National Chiao-Tung University, Hsinchu
30010, Taiwan
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2. Candidates of Folding Techniques

There are five folding techniques being targeted as candidates. Three of them are published in [7], [10], and [15]
while the others are proposed in this paper at the first time. Later, we will use the following notations to explain
the techniques.

m = the bitwidth of input sample

b = the bitwidth of coefficient

K = the number of filter taps

r = the number of multiplier-adders (MAs)

f = the folding factor (f = [£])

T4 = the execution time of MA unit

Tputspec = the specified throughput

2.1 Existing folding techniques

Article [10] presents a systematic transformation technique to fold DSP algorithms. At first, it maps the nodes of
the signal flow graph (SFG) into folding elements; each of them is composed of one or more identical operations.
Given the folding factor f and a K-tap FIR, there exist [K/f] (or r) processing elements (PEs) (or MA) in the
target architecture, and up to f equally structured folding elements will be assigned to the same PE. The executing
order of folding elements, being assigned to the same PE, is determined by the folding-order number; the folding-
order number is set by the task scheduling of folding elements. Finally, the technique requires delay-insertion to
synchronize the input of coefficients. The synchronization is realized by registers clocked at the sampling rate, a
multiplexer, and a MOD f counter. Fig. 1 illustrates an example with k=6 and r=2. The paper [15] presents a
low power synthesis approach by using the unfolding technique with coefficient reordering. However,
it uses the same hardware mapping strategy as [10]. Unfolding a filter, by a factor F will result in a
F-parallel filter topology. The memory requirement is approximatively proportional to the unfolding
factor F.

Following the systematic folding technique, article [7] presents the folded bit-plane FIR architecture and folds
the FIR filter algorithm bitwisely. The folded bit-plane FIR architecture enables the implementation of changeable
folding factor onto a fixed-size systolic array. The systolic array reads the input word z[n] in the manner of bit-serial,
and generates the partial products bit-by-bit with the coefficients. The partial products will then be accumulated
for the calculation of the result y[n]. In the folded bit-plane architecture, the folding factor f is equal to the
programmable bit-width of coefficients and the throughput of the folded architecture can be increased by reducing
the bit-width of coefficients. Fig. 2 is the diagram of the folded bit-plane FIR presented in [7].

2.2 The architecture of the serial-in folded FIR filter

The transfer function of the K-tap FIR filter can be reformulated as Eq.1 by recursively calculating f-tap FIR

filtering.
K—1 r—1 f-1
Z hy -2k = Zz_ﬂ : Z hfivj 2z (1)
k=0 =0 j=0

where f = % From Eq. 1, the K-tap FIR filter is composed of  short-length FIRs (Z{;& hyivj-27), and can be
realized by the SFG as shown in Fig.3(a). Given the folding factor f, the SFG can be then mapped onto r PEs
by (1,0) projection. The folded architecture in Fig.3(b) is called the serial-in folded FIR. In the architecture, each
PE serially executes the short-length FIR on input samples and the coefficients hyf;;; are circular in cyclic shift

32



hcyang
反白
The paper [15] presents a low power synthesis approach by using the unfolding technique with coe±cient reordering. However, it uses the same hardware mapping strategy as [10]. Unfolding a ¯lter, by a factor F will result in a F-parallel ¯lter topology. The memory requirement is approximatively proportional to the unfolding factor F.

Administrator
32


DUNG and YANG: PARALLEL-IN FOLDING FOR FIR IMPLEMENTATION

—» MA —

f

]
=

[n]
i 115,10} s 1s,2) 115,00} s, 11s,2)
[n]
o MAI D, pa2 2ol MA3 F2of Mag |-2of MaS 2ol MaG | >
T h[0] T h[1] T h[2] T h[3] T h[4] T h[5]
(@)
X[n] 2D
IR 'S
0~ MA 3D g e MA 3D yln]
T ® ] °
¥ {
h[O];oioih[Z] B3] ot 03D h(s]

1] D S —5hi4]

(b)

Fig.1 A folding example of FIR filter. (a) A 6-tap FIR filter in the transposed form.
(b) The folded architecture of Fig. 1(a) by using the technique presented in [10].
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Fig.2 The diagram of the folded bit-plane FIR architecture.
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Fig.3 (a) The SFG of the reformulated K-tap FIR filter. (b) The serial-in folded

architecture.

registers of PEs. As shown in Fig.3(b), the clock rate is f times of the sampling rate and the the signal “RST”
is asserted every f clock cycles. The signal “RST” is used to clear the accumulator before the new sample comes.

Finally, the f-stage shift registers fD are used to buffer the results of short-length FIRs and realize the function of
—fi
277t

2.3 The architecture of the parallel-in folded FIR filter

For an input sequence x(n) and filter coefficients h(n), the output sequence y(n) is given by Eq. 2.

y(n) = 3 w(k)h(n — k) 2)

k

According to the Eq. 2, the data path of FIR filtering can be presented by an SFG shown in the Fig. 4 where
D is the delay element. Because there are only r MAs available for the folding factor f, the FIR filtering can
execute r MA-nodes in parallel at the maximum within a signal cycle and requires [%] (or f) cycles to finish an
iteration. Hence, given r MAs, the iteration period is bounded by f cycles and f is the folding factor. To fold the
execution of the K-tap FIR by f, we reconstructed a K-tap FIR to the r-split SFG as shown in the Fig.5. At first,
the delay elements of the original SFG are scaled by the folding factor f so each iteration of the K-tap requires f
cycles. Then, we performed the retiming transforms on the edges in the cut-sets as shown in Fig. 5. The cut-set
is used to segment the retimed graph into f subgraphs(r-split graph). (f = [%]) Each subgraph
has r or less than » MA operations. Afterward those f subgraphs would be executed in the same r
MAs by turns. The terms r and f are defined as the number of hardware resource of M As and how
many equally structured operations will be assigned to the same hardware, respectively. To execute
the subgraphs in order, the FIR coefficients are scheduled as illustrated in the Fig.6. Because the input samples
are read into the MA array in parallel, the folding technique is called the parallel-in folded FIR.

Fig. 7 illustrates the parallel-in folded FIR architecture, where w is the bitwidth of data bus. Given r MAs,
the folding factor becomes f and the K-tap FIR requires f cycles for an iteration. There are K b-bit registers
in coefficient register bank. The configuration is composed of r groups. (f = [%]) Each group
contains f filter coefficients and simultaneously provides them one by one to the corresponding MA
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Fig.4 The flow graph of FIR filtering.
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Fig.5 The r-split FIR filtering.
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Fig.6 The scheduling of FIR coefficients for the parallel-in folded technique.
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Fig.8 The 2-split, 5-tap FIR filtering.

unit according to the scheduled order shown in Fig.6. The register file is used to buffer the output of MAs
so that the subgraphs of r-split FIR can be executed recursively. The counter is used to schedule the inputs and
outputs of MA array for the FIR working correctly. Fig.8 and Fig. 9 demonstrate the scheduling for an example of
5-tap FIR with two MAs. Given r = 2, the folding factor f is equal to three and we can obtain the 2-split SFG of
Fig. 8. To map the SFG to the parallel-in architecture, we replaced the delay elements with registers and generated
the scheduling as shown in Fig.9. Note that each delay element is not necessary to be realized as a register if one
can properly schedule the data storage. Following the scheduling, the MA units can perform the function of Eq. 3

in each cycle and produce the output y(n) in R; every three cycles.
R; = w(n)hz + RiJrl 1=1,2,3,4 (3)
3. Comparison results

Given the folding factor f for K-tap FIR, all the folding techniques require the same number of MAs and has the
same throughput rate and, hence, the efficiency of folding techniques is determined by size and power consumption
of memory. At the stage of high-level synthesis, we consider the number of D-type flip-flops (DFFs) as the size
of memory and the access number of DFFs per iteration as the power dissipation of memory. When making the
comparison, we set the bitwidth of data bus w as m + b+ [log, K| for full-precision FIR calculation.

Eq. 4 formulates the number of DFFs required by [10]. In [10], there are » MAs located on the accumulated
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Fig.9 The scheduling of FIR filtering.
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loop. In Eq.4, we use the term «g to express the number of DFFs for coefficient storage. Because each MA has
(f+ 1) registers with full precision to hold the accumulating results, the term o7 means the total number of DFFs
for » MAs. The term aq represents the number of DFFs for multiplexing the input samples to MAs. Because the
coefficients are cyclically read by MAs, the number of registers for multiplexing coefficients (in each PE) increasingly
varying with the MA changes. Hence the total number of registers for multiplexing coefficients can be calculated
by ¢ and the term a3 represent the number of DFFs for multiplexing coefficients. Finally, the controller can be
implemented as a counter and the term a4 counts the number of DFF's required in the controller. Eq. 5 shows the
number of DFFs required by [15]. The unfolding factor, F, will result in a F-parallel filter topology.
The memory requirement is approximatively proportional to the unfolding factor F.

K—f

#DF Fpyq) :é(/b/-l—r(m+b+ [log, K1)(f+ 1)+ (K — f)m—f—\bg/ + [log, f1, where g = ZZ:; i (4)
K—f

#DF Fus) = Kb+ F(r(m + b+ [logy K1)(f + 1) + (K — f)m + bq + [logy f]), where g = » _ i (5)
i=1

Eq. 6 formulates the number of DFFs required by the folded bit-plane FIR architecture [7]. The folded bit-plane
FIR arechitecture requires K x (m + b+ [logy K|) PEs. Each PE performs 1-bit addition and needs two DFF's for
the carry-out and sum signals. In addition, the length of the input shift register is (m + b+ [logy K'|). Thus, the
total number of DFFs for PEs can be expressed by the term as. The term ag is the total number of DFFs for
coeflicient registers. Finally, the term «; represents the number of DFFs in the controller.

#DFF7 = (m+b+ [logy, K)(2K +1) +i(;l_?/+ [log, b] (6)
~——

a6

(075 (0%

The formulations of our proposed folded FIR techniques are shown in Eq.7 and Eq.8. The details are as
follows. The term ag represents the number of DFF's of the coefficient registers. The term ag counts the number of
DFFs in accumulators and latches of the serial-in folded FIR. The term a;g is the number of DFFs for the out-loop
delays, fD, as shown in Fig.3. Because there is a counter to generate the signal “RST”, the term «7; expresses
the number of DFFs of the counter. For the parallel-in folded FIR, the term a12 gives the number of DFFs in the
register file, a3 represents the number of DFFs of the coefficient registers, and a4 expresses the number of DFFs

for the MOD-f counter.

#DF Fyerigi—in = bfr +2r(m+ b+ [logy f1)+ f(r — 1)(m + b+ [logy K1) + [log, f] (7)
~—~ ——
asg Qg @10 @11
#DFFparallel—in = K(m +b+ |—1Og2 K‘D + Kb + |—10g2 f-| (8)
N ——
a1z

12 Q14
We estimated the power consumption of memory by counting the access number of registers of each computa-

tion iteration [3]. The following equations list the estimation results for five candidates.

#reg-accessiio) = f(r(m +b+ [logy K1)(f +1) + (K — f)m) (9)
#reg-accessiis) = F(f(r(m + b+ [logy K1)(f + 1) + (K — f)m)) (10)
#reg_accessyy = m((m + b+ [logy K1)(2K + 1) + K) (11)
#reg-accessseriai—in = f(m + (m+b+ [logy f1)(r(f +1) = f)) (12)
#reg-accesSparalici—in = 2rf(m +b+ [logy K'|) + bfr (13)

Additionally, we formulated the occupancy of multiplexers for five folded architectures by the
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9
number of the 1-bit 2-to-1 multiplexer as follows:
#MUX 7 =2Kw + Kb (14)
#FMUX 1) = r(w(f —2) +b(f — 1)) +w (15)
#MUX 15 = F(r(w(f —2) +b(f — 1)) + w) (16)
#MU Xserial—in = 1w (17)
HMU X paraliel—in = 2rw f (18)

To graphically compare the candidates, we sketched the results for =255 and m=8 (in log scale), as shown
in Fig. 10, Fig. 11, and Fig. 12. As shown in Fig. 10, the serial-in folded FIR has the lowest memory requirement for
large f while the parallel-in folded FIR has the edge for small f. With regard to the power consumption, the folded
FIR of [10] and the serial-in folded FIR exponentially grows with the increasing value of folding factor. According
to Fig. 11, the parallel-in folded FIR consumes the least power than others.

Taking the IS-95 WCDMA pulse shaping FIR filter, whose specification is tabulated in Table 1, as an example,
we have implemented five architectures and estimated area requirements and power consumption by the Synopsys
Design Analyzer and PrimePower. VLSI design exists a trade-off between operational speed and silicon
area occupation. The main argument in this paper is to save silicon area and power consumption
based on the same speed. Basically, each architecture’s critical-path delay is the latency between one
MA and one multiplexer. We specified the clock constraint of each architecture in the synthesizing
stage to let the comparisons make sense. The target report of each architecture is summarized in Table 2.
As we can see that the folding technique can save the area requirement but maximal resource sharing can lead
to an increase in power consumption. However, our proposed folded architectures consume less power among all
folded ones. The parallel-in folded FIR filter with the folding factor f = 11 was fabricated using a 0.18um CMOS

6 K=256, m=8
10 ¢
—7— parallel-in
—k— serial-in
——1[7]
—8—[10]
—6—[15]
10°}
1%]
[
w
S
3
o
€
2
10'}
103 L1l Ll M |
10° 10' 10° 10°
folding factor f
Fig.10 Number of DFFs of folded architectures (in log scale)
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filter length 33 tap
throughtput 15.36 MSPS
passband edge 0.1mw
stopband edge 0.287w
passband ripple 1.5 dB
stopband ripple 40 dB
input sample word-length 8 bit
coefficient word-length 16 bit

Table 1  IS-95 WCDMA pulse shaping FIR filter specification.

FIR Architecture | unfolded (7] [10] [15] (F =2) | serial-in | parallel-in
Area (um?) 2311048 | 2231788 | 865477 1627096 578116 758781
Power (mW) 6.79 49.9 34.8 70.2 25.45 16.66

Critical-path (ns) 65.1 4.07 5.92 5.92 5.92 5.92

Table 2  Area and power consumption comparisons.(An IS-95 WCDMA pulse shaping

33-tap FIR)

throughput 168.96 MSPS
power dissipation 16.66 mW
chip size 1.411 x 1.411mm?
supply voltage(core/ring) 1.8V/3.3V

Table 3 Features of the IS-95 WCDMA pulse shaping FIR filter chip.

R - SR o M)

b i A YT TR
o T

[ ht Hhhl:-

s - 0 - i b A = i ! |l e ]
Fig.13 Photomicrograph of IS-95 WCDMA pulse shaping FIR filter chip.

technology, packaged in 68-pin LCC, and successfully passed functional testing. The features of the implementation
and the chip micrograph are given in Table 3 and Fig. 13, respectively.
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4. Conclusion

Two novel systematic hardware-efficient folding techniques for high-order FIR filtering have been presented. The
parallel-in folded design methodology was applied to the design of an IS-95 WCDMA pulse shaping FIR filter. It
features a sample rate of 168.96 MSPS at a power dissipation of 16.66 mW in a 0.18um CMOS technology. Under
the same throughput rate, the proposed techniques enable the validation of the architecture of the folded FIR filter
with minimal storage requirement and less power dissipation when comparing with that of the previous works in
the literatures.
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Abstract: - This paper presents a formal verification algorithm using the Petri Net theory to detect design errors
for high-level synthesis of dataflow algorithms. Typically, given a dataflow algorithm and a set of architectural
constraints, the high-level synthesis per-forms algorithmic transformation and produces the optimal scheduling.
How to verify the correctness of high-level synthesis becomes a key issue before mapping the synthesis results
onto a silicon. Many tools exist for RTL design, but few for high-level synthesis. Instead of applying boolean
algebra, this paper adopts the Petri Net (PN) theory to verify the correctness of the synthesis result, because the
Petri Net model has the nature of dataflow algorithms. Herein, we propose two approaches to realize the PN-
based formal verification algorithm and conclude the best one who outperforms the others in terms of

processing speed and resource usage.

Key-Words: - Formal verification; high-level synthesis; Petri Net; dataflow graph

1 Introduction
With increasing design complexity of digital signal
processing system, verification becomes a more and
more important within the design flow. In modern
circuits, it is observed that up to 80% of the overall
design costs are due to verification. Formal
verification techniques which ensure 100%
coverage of function and system model correctness
have gained large attention. In [1,2], authors give
excellent survey of major trends of formal
verification techniques which can be classified into
two categories, equivalence checking [2] and model
checking [3]. Equivalence checking is used to proof
the functional equivalence of two design
representations modeled at the same or different
levels of abstraction. Model checking is a process
that checks the correctness of a design model with
given properties. Although formal verification for
logic synthesis has been studied very extensively,
little work has been done for high-level synthesis.
This paper presents a novel verification
algorithm to verify high-level synthesis (HLS) of
dataflow algorithms. Given a dataflow graph (DFG)
and architectural constraints, the HLS aims to

generate  the task schedule with processor
assignment.  Typically, the HLS performs
algorithmic transformation, such as retiming,

scaling, and unfolding, on the DFG to meet the
architectural constraints, and allocates resources
accordingly [4.5,6,7.8]. Both algorithmic
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transformation and resource allocation require
complex procedures. These procedures are rather
heuristic and error-prone. The integer linear
programming (ILP), for instance, is one of the
popular techniques applied for HLS. The success of
ILP is relied on the completeness of clauses. Any
mistake or incomplete description made in the ILP
may result in an illegal solution and screw up
following synthesis results. This paper intends to
present a formal verification algorithm to unveil the
faults produced in HLS.

In the proposed algorithm, we emploved the
Petri-Net model as the formal description to check
the correctness of dataflow behavior. Petri Net
model has the nature of dataflow computing, and
hence a good tool for the verification of algorithmic
transformations and datapath scheduling. The use of
the Petri-Net is two-folded. First, the Petri-Net
model of dataflow algorithm can hold the data
dependence and hence any legal transformation has
to conform to the firing rules of the Petri-Net model.
Secondly, the scheduling candidate is correct if and
only if the initiation of each task is allowed in the
Petri-Net model. Comparing with the traditional
model checking techniques, the first use can provide
simple but thorough model for restructured
algorithms while the second use can avoid false
negative problems.

The inputs to the proposed formal verification
are the system description and task schedule. The



system description is basically a fully-specified flow
graph (FSFG) [9]. The FSFG represents the
behavioral specification of the dataflow algorithm
which is also a design entry of HLS. In HLS, to
meet the architectural constraints, the algorithmic
transformation normally reconstructs the initial
FSFG to find out optimal scheduling results. The
reconstructed FSFG is admissible if and only if it is
equivalent to the iitial FSFG. To verify the
correctness of the task schedule, the proposed
algorithm first converts the initial FSFG to a Petri-

Net model which is expressed by Petri-Net
characteristic matrix, because any admissible
reconstructed FSFG has to have the same

characteristic matrix.

Another input is the schedule, the DUV (design
under verification), generated by HLS. The schedule
is expressed in the format of processor-time chart
(or chart). The chart equally shows the firing
sequence. The proposed verification uses the firing
sequence to unveil the legal algorithmic
transformations applied for the original FSFG. The
legal algorithmic transformations will then be
candidates to trace the firing sequence of the given
schedule.

Based on the inputs, the proposed verification
first extracts the initial firing pattern and uses it to
determine the candidate reconstructed FSFGs. The
candidates will then be verified with the Petri-Net
model. If there exist at least one candidate who can
allow the firing sequence to execute legally (without
against the firing rules), the HLS result is claimed as
a correct solution; otherwise, the verification will
show the counter example in proof of the
incorrectness. In  this paper, we propose two
approaches to realize the PN-based formal
verification and conclude the best one who
outperforms the others in terms of processing speed
and resource usage.

The remainder of this paper is organized as
follows. Section 2 describes some useful definition
and proposed modeling technique. The proposed
high-level verification technique and verification
algorithms are presented in section 3. In section 4,
we discuss the complexity analysis of two
verification algorithms. In section 5 some
experimental results are given. Section 6 gives the
conclusions of this paper.

2 Definition and Modeling

In this section, we will discuss some useful
definitions and proposed transformation technique
to transform a FSFG into PN model.

2.1 Fully-Specified Signal Flow Graph
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Fully-Specified Signal Flow Graph (FSFG) [9] or
DFG is a natural paradigm for describing DSP
algorithms. A FSFG  Ggso(V.E, D), where
V={v, ...,v,} and E={e; ..,e,}, 1s a three-tuple
directed and edge-weighted graph which contains a
vertex set V, a directed edge set £, and an ideal
delay set D. Vertex set V' represents atomic
operation of functional units. A vertex may have a
zero execution delay, such as the signal duplicator,
or may be assumed to take non-zero unit time, such
as adder or multiplier. Directed edge set £ describes
the direction of flow of data between functional
units. Inter data dependencies between functional
units are denoted by weighted edges. Figure 1, for
instance, shows a third-order IIR filter in the form of
FSFG.

% [n]

@ 1 time units adder

® 2 time units multiplier
Fig. 1. A third-order [IR filter in the form of FSFG.

2.2 Petri Net Model

A Petri Net Gp(P,T.W.M) is a four-tuple [10],
where P={p;,...,p,} and T={t;, ... ,t,} are finite sets
of place and transition, W is the weighted flow
relation, and M) is the initial marking. A marking is
a function M:P—Z_If M(p;)=k for place p;, we will
say that p; 1s marked with £ tokens. If W(u,v)>0,
then there is an arc from u to v with weight W(u,v).
Usually, matrix representation gives a complete
characterization of Petri Net. The characteristic
matrix of PN is defined by incidence matrix A,
which is a |P|x|7]-matrix with entries

A, =W [t,-'j, p‘.]—l-i-" |: Pt :| 2)

Marking my is an [P|x1 column vector with entities
m(i)=M(p;), Yp; eP. We say that is a valid marking
if and only if my(p;))=0. Let x;={tr;}=(...,0.1,0,...) be
the umit |7]x1 column vector, which is zero
everywhere except in the j-th element. Transition #
can be represented by the column vector x;. We say
that 7; is enabled at a marking my if my>A4 x; for every
element of my, is a non-negative integer. And the
result m”of firing enabled transition f; in a marking
my is represented by
m'=my,+A-x;

3)



2.3 Transformation from FSFG to PN
The FSFG is attractive to algorithm developers
because it directly models the equations of DSP
algorithm. Yet, it does not sufficiently unveil the
dynamical behaviour and the implementation limits
in terms of the degree of parallelism and the
memory requirement. Thus, we use Petri Net to
model DSP algorithms. It also allows us to discover
the characteristic of the target architecture and to
observe the dynamical behaviour of the algorithm.
The FSFG Gpges(V,E, D) of a DSP algorithm can
be modelled as PN Gpy(P, T, W.My) by applying
following rules. First, functional element set }" and
edge K of FSFG can be transformed into the
transition set 7" and the place P with respect. Since,
each place in PN has only one output, the pseudo
transition of each fork edge will be added as source
duplicators. At last, the delay element set D of edge
in FSFG is corresponded to the number of tokens of
place in PN. By applying above transition rules, an
example in Figure 2 shows the PN model of the
third-order IIR filter in Figure 1. The characteristic
matrix 4 with the initial marking m shows the
matrix representation of the PN model, for instance.
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Fig. 2. A PN graph and the
third-order IIR filter of Figure 1.

2.4 Schedules to the FSFG

In HLS, a FSFG design may contain cycles to
model a DSP application with loops. The intra-
iteration precedence relation is represented by the
edge without delay and the inter-iteration
precedence relation is represented by the edge with
delays. Given an edge e(v,v) ek in FSFG design,
dfe) means the data used as inputs in node v; are
generated by node v; at d(e) inter-iteration before. A
static schedule of a cycle FSFG is a repeated pattern
of an execution of the corresponding loop. And a

matrix representation to the
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static schedule must obey the precedence relations
of the directed acyclic graph (DAG) portion of a
FSFG design that is obtained by removing all edges
with delays from that FSFG.

Let d be the execution delay for each task node
op/. the length le(S) of a schedule S is the latest
finish time of all the operations scheduled, that is
le(S)=max{pfop/)+d;-1|V op/€V}. For each task
node op, €V, a schedule of the FSFG design is given
as following:

Start time: tj_ = q)lzop;], @ V>4 = {12}
d'eZ={012,..}

Finish timei {,‘; = (!)(Up; \| + d; =1

Execution delay:

Task assignment: pe! =z(op!),z:V > {1,2,...,n,}
Length of the schedule:

le(S) = max {(.o[opj.]+dj. -1|VYop e !"}

m The carliest task-finished step:

t,, =min {q)[op;.]+d; -1|Vop) e V}

3 High-Level Verification

In this section, proposed two-stage verification
technique is introduced. The algorithms to both
stages are also presented separately as the
implementations.

3.1 Verification Flow

A flowchart illustrating our verification flow is
shown in Figure 3. There are two inputs to the flow:
a given schedule and the original FSFG. The given
schedule is the DUV (design under verification) that
needs to be verified. The original FSFG reserves the
characteristics of the system that the DUV must be
satisfied. The proposed verification method tries to
find the correct restructured FSFG, which is
candidate to the DUV at the first stage, and then, it
checks whether the execution sequence, the DUV,
of the PN model corresponded to the candidate is
satisfied at the second stage. Before introducing
two-stage verification method, we address the
preprocessing on both inputs separately.

One of the inputs is the given schedule. In
system-level design flow, designers may use
unfolding algorithm to pursue perfect FSFG
achieving iteration period bound on their original
FSFG design. Usually, the FSFG of the DSP
algorithm describes one iteration of the computation.
By applying unfolding algorithm on the FSFG is to
unfold the original FSFG by a factor f which
implies f consecutive iterations of the design. In
contrast, we perform unfolding checking in our
verification flow to detect the unfolding factor f



from given schedule. Another input to the
verification flow is the original FSFG graph. It is
transformed into a PN model by proposed
transformation rules.

In PN domain, the markings, which can be
reached from the initial marking, can be seen as the
retimed FSFGs of the original design. Some
reachable markings are the correct restructured
FSFGs for the given schedule. These markings,
which dominate the correctness of the given
schedule, are said to be the candidate markings. In
order to find the candidate markings, Breadth-First
algorithm is used to traverse all the markings of PN
reachability tree at the first stage. If the candidate
marking does not exist, it means the correct retimed
FSFG does not exist, it reports the given schedule is
not valid due to absent of the candidate marking. If
the candidate marking exists, we continuously apply
Depth-First algorithm on each candidate marking.

Given schedule
(=]

Detect unfolding factor l

1 T

Transform FSFG =
inte PN model T _theck?

7 s

Firs! stage:
raverse,

The original
FSFG design

tree with E
and find the candidale markings

s

___..--""‘f);as candtd‘ulb"“
T—__marking exist? _—

~

Build the

[ Second stage: Verify schedule with Depth-first traverse ‘

]
¥

_—Toes there exist any —_ N0
“—_reachable marking?_——

~

Report
Given schedule is invalid,
The counterexample of the firing
sequence Is given.

i Y

Done |

Repod
Given schedule is valid.

.

f hY £

[ Done | |
h. Y h.

Fig. 3. Flowchart for the proposed high-level verification
method.

The given schedule is valid if there exists an
initial marking, the candidate marking, of the PN
model leading a firing sequence of the schedule
valid. At the second state, we apply Depth-First
traverse procedure on each candidate marking to
check whether the given schedule is valid by

checking the firing sequence of the schedule. At last,

if it exists such candidate marking, the flow is done
and reports given schedule is wvalid, or a
counterexample of invalid firing sequence is
reported if given schedule is invalid.
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3.2 The Candidate Marking
The candidate marking set is a subset of the
reachable marking set of a Petri Net. A candidate
marking is probably the correct initial marking, it
also means correct retimed FSFG, which leads the
firing sequence of a given schedule being valid. Let
S be a schedule of a FSFG. The ecarliest task-
finished set etf set of S are the tasks which are
finished at the carliest task-finished step f.r in S,
such that

etf set = {op;_ |e; =t,.,Yop, eV } “4)

Marking m is defined as a candidate marking, if
marking m and firing sequence o satisfies Definition
1.
Definition 1 Marking m is said to be a candidate
marking if and only if there exists a firing sequence
o:try... try, such that for all tasks opeeif ser are
covered by all the transitions in o, i.e. elf seico.
And it is also satisfied that cach firing transition
treo is either a pseudo transition, d=0, or an
carliest task-finished transition, &=/

Markings

m [00000112000000])
m; [00000111000110)
m; [00000110000220)
m; [00001010000220]
¢« [00001010001120]

v
Eardest task-finished sel: {IrS. r3}
ebl_sel Enabled nop Depth fired  Remained
5.9} {5, 0710 {iri0} 0 s 9}
5. 109} 9110111} {ir10} o S g}
5,109} {65, 0T 19, 111} {} 5 g}
frg} {7, 1r9, tr11} {1 e {}

Fig. 4. Check whether a marking is a candidate marking.
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Fig. 5. An example schedule and 2nd order IIR filter.

As an example, Figure 4 shows the procedure to
check whether a marking is candidate. For a given
schedule in Figure 3, the earliest task-finished step
is fu~=1, and the carliest task-finished set is
etf set={op}| g =tus=1}={vsvy}. Marking m = [ 0 0 0
0011200000017 1s said to be a candidate



marking of the corresponded PN model. Since,
there exists a firing sequence o:fryy 1ryg 1rs Ir,

o .
m—>m, , such that etf” setco. The markings, m;...my,

o g
mn )fﬂl )m‘!

of the firing sequence, sm, —>m,» are valid

states.

3.3 Marking sets

The proposed high-level verification method
includes two stages: the Breadth-First and the
Depth-First traverse procedures. At the first stage,
the Breadth-First traverse procedure tries to find
candidate markings, the correct retimed FSFGs,
from reachability tree. At the second stage, the
Depth-First traverse procedure verifies given
schedule by checking the candidate markings. Since,
the nodes of reachability tree are exponential growth
with the height of the tree, two-stage method is the
better policy. The verification method shortens the
searching space by finding candidate markings at
the first stage. At the second stage, it verifies given
schedule by checking candidate markings rather

than all the reachable markings of reachability tree.
51: Reachable set 52: Candidate set

53 Solution set

Fig. 6. The relation between reachable, candidate and solution
marking sets.

Assuming there are » operations in a given FSFG,
and hence there are » transitions in the corresponded
PN model. Let f be the unfolding factor of a given
schedule while designers performing wunfolding
technique on their FSFG design. At the first stage,
the procedure tries to find the candidate marking set
from the reachable marking set from the reachability
tree and fires each transition once each time. The
height of each marking in reachability tree is the
distance from the root node to itself. Since, during
one iteration period of the schedule S, /e(S), each
scheduled task must be fired once, the height can
also be seen as the number of transitions that have
been fired since the root node. Thus, for an n-tasks
schedule, the upper height-bound of the reachability
tree is bounded by H,,=f#n. At the second stage, it
continually finds the solution marking set from the
candidate marking set. The set relation between
three marking sets is shown in Figure 6, that is
8S3c852cS1. The purpose of the first stage is trying
to reduce the searching space from reachable
marking set S/ to candidate marking set S2, while
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the second stage is trying to find solution marking
set 53 from candidate marking set S2.

3.4 First stage: Breadth-First Traverse

At the first stage of the verification method, we
apply Breadth-First traverse procedure to find the
candidate markings from the reachability tree. Two
approaches, which include the carly-terminated and
the optimal approaches, are proposed in this paper
and discussed in the following sections.

3.4.1 The early-terminated approach

The second approach to verify a schedule of a given
FSFG is called the early-terminated approach which
improves the exhaustive approach. Before
introducing the improved approach, we first
consider Lemma 1.

Lemma 1 Let 7} be a reachability tree which is
bounded by upper height-bound H,, and m; be any
one of the candidate markings in 7'... For any other
candidate marking m- in the successor path of
marking m,, m is in the solution marking set 53 if
and only if m; is in S3.

() @ (g} mag)

v v oo v v
Fig.8. The traverse order of early-terminated approach.

The early-terminated approach uses Lemma 1. It
tries to minimize the size of candidate set S2 from
reachable set S/. The difference between the
exhaustive and the early-terminated approaches is
that when an enqueued unvisited marking is
candidate, the early-terminated approach ignores the
candidate marking and marks as a visited node.
Then, it proceeds other unvisited nodes in queue Q
until all the markings have been visited. In Figure 8,
as an example, the traverse order of the carly-
terminated approach is m, m;, ms, m;s, ..., M.

3.4.2 The optimal approach

The second approach to verify a schedule of a
given FSFG is the optimal approach which is
improved from the ecarly-terminated approach. In
order to reduce reachable marking set S/ of the
reachability tree, it tries to merge the redundant
nodes when it proceeds Breadth-First traverse.



Let m be an unvisited node to be processed. If m
is a candidate marking, it ignores this node by using
Lemma 1 and proceeds other unvisited nodes in
queue. If m is not a candidate marking, it applies
negative test to find enabled set of transitions and
creates new node on each enabled transition. For
each new produced node with marking m”, if there
exists another node in the reachability tree, and has
the same marking associated with it, then the node
with marking m” is a duplicate node. Since, the
marking m” has appeared in the tree, this new
produced node is redundant. Then, it merges this
redundant node to the existential node and creates
transition link from marking m to the existential
node. As an example in Figure 9, when it proceeds
marking m;s, it founds the new created node with
marking m- is a duplicate node. It merges these
nodes and creates transition from m;s to m». Then, it
continually proceeds other unvisited nodes in queue.

root

(mo)
— A
(mi)

s, T T
gl
(ms] € m4j (ms )

10, b7
" NU

c (m7)

Fig. 9. Merge the redundant node in optimal traverse approach.

3.5 Second
method

At the second stage, we apply Depth-First traverse
procedure to verify a schedule on candidate
markings rather than all reachable markings in PN
model. As showing in Figure 10, a candidate
marking m which is found in the first stage is
probably the correct marking, the correct retimed
FSFG that leads a given schedule being valid. For a
given schedule in Figure 5, task 75 and task #ry are
scheduled and finished at the first step of the
schedule. The procedure tries to fire one transition
of these scheduled tasks or enabled nop operations
once cach time during the first scheduled step. At
the end of the first step, marking m1, is obtained from
candidate marking m by firing transition sequence
O:trs trs tryy Iy, that is m_",m , where transition fr

stage: Depth-First traverse

and 1r;p, are nop operations. The procedure
continually traverses entire length of the schedule
step-by-step until all the scheduled tasks are fired. A
given schedule is said to be valid if and only if all
the markings in the traverse path are valid.
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4 The Complexity Analysis

Assuming there are » non-nop operations in a
given FSFG. Let f be the unfolding factor of a

given schedule. As described in previous section,
the upper-height of the reachability tree of the

corresponded PN model is bounded by H,, = f xn.

The complexity analysis of the proposed two-stage
verification method is discussed as following.

At the first stage, two approaches are proposed
including the early-terminated and the optimal
traverse methods. Considering each node in the
reachability tree has # enabled transitions in worse
case, the level 0 (the root node) has one node.

Level 1 has » nodes

Level 2 has (n)(n)=r" nodes

Level fxn has (n™)(n)=n’" nodes

The total number of nodes is:
l+n+n"+...+n'" = (nf"'" —l);‘(n—l)

)

Depth-first search

{ Candidate marking ¢ y
' m=[ 00100001000000 ]/.-'

T

1
-

- Firing: tré, tr5,
Step 1 e 10, trg
(" m, =[00001011001010 ]
. -
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Step 2 N i1, trd
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{ omy =[00010000100111 ]
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Firing: tri, tré
Step 3

( my =[10000000010110 ]
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my =[ 01000000000110 |

Firing: tr2, tr3

Fig. 10. Verify schedule with Depth-First search algorithm

In the first approach, the -ecarly-terminated
approach, the algorithm stops traversing a node
while it is candidate. Let p, p<(f-n). be the
deepest level that Breadth-First traverse procedure
can reach. The complexity of the second approach is
ON"), p< [ -n.

In the second approach, the optimal approach, the
algorithm merges duplicate markings in order to
reduce the reachable marking set of the reachability
tree. Let xe Z ={1,2,---} be the merging radio in the

reachability tree. The complexity of the three
approach is O((N/x)"), p < f-n. Thus, the relation of
the complexity between two approaches is:



(6)

At the second stage, the algorithm performs Depth-
First traverse to verify a given schedule by checking
the firing sequence, which contains f-n
transitions , of the PN model. Thus, the complexity
is O(f -n). in worse case.

S Experimental Results

We have implemented these three approaches as the
proposed formal verification algorithms. Each of
these approaches is applied to several dataflow
algorithms. Figure 11 shows the statistics of these

O(N*]>O((NY).

designs.

O s s | S [ Sen o T et | o
iir2d-sch1 8 14 2 {(14x 11} 6 1
iir2d-sch2 8 14 2 {(14x 11} 4 1
iir2d-sch3 8 14 2 {(14x 11} 4 1
jir2d-scha 8 14 2 {(14x11) 4 1
jir3d-sch1 12 21 3 {21 x 16) 6 1
jir3d-sch2 12 21 3 (21 16} 5 1
p243-schi 5 7 5 (Tx5) 96 3]
p243-sch2 5 7 5 (Tx5) 96 3]
ewl-schi 34 47 0 (47 x 24) 40 1
ewf-sch2 34 a7 0 (47 x 34) 40 1

Fig. 11. The statistics of test designs

Early-terminated Optimal
Test . -

schedule Time Res. Time Res.

(sec) usage (sec) usage
lirzd-schi 017 16 019 16
lir2zd-sch2 0.2 14 0.2 14
lir2zd-sch3 24.80 34084 0.33 244
lir2zd-sch4 19.845 35720 0.32 293
lirdd-schi 0.19 19 021 19
lirdd-sch2 0.18 19 021 19
p243-schi 02 a2 021 3z
p243-sch2 0.22 3z 0.21 32
ewf-schi 0.26 36 0.28 36
ewf-sch2 0.3 36 0.28 36

Fig. 12. The experimental results

Design iir2d-schl to iir2d-sch4 and design iir3d-
schl to iir3d-schi [9] are the second-order and the
third-order Infinite Impulse Response filters. Design
p243 [9] is a design with unfolding factor 6, the
lengths of schedule p243-schi and p243-sch2 are
both 96 steps. Design ewf-schi and ewf-sch2 are
low power schedules for the Elliptic Wave Filter in
[5]. Figure 12 shows the experimental results of
using three approaches. The optimal approach
outperforms the others in terms of time and resource
usage.

6 Conclusion

This paper aims to exploit formal verification
techniques for high-level synthesis. In the top-down
design flow, design errors should be removed as
early as possible; otherwise, errors detected at the
later stages will result a costly, time-consuming
redesign cycles. Although formal verification for
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logic synthesis has been studied very extensively,
little work has been done for high-level synthesis.
The paper presents a novel verification flow that can
efficiently detect the design errors from the results
of high-level synthesis. As shown in the
experimental results, we can apply the optimal
approach for the first phase to efficiently verify
complex design cases.
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A NAND Flash Memory Controller for
SD/MMC Flash Memory Card

Chuan-Sheng Lin'", Student Member, and Lan-Rong Dung'®, Member, IEEE

Abstract—In this paper, a novel NAND Flash Memory
Controller was designed. A t-EC w-bit Parallel BCH ECC code
was designed for correcting the random bit errors of the flash
memory chip, which is suitable for the randomly bit errors
property and parallel I/O interface of the NAND type Flash
memory. A Code-Banking mechanism was designed for the
trade-offs between the controller cost and the ISP (In System
Programmability) support. With the ISP functionality and the
Flash Parameters programmed in the reserved area of the Flash
Memory chip during the card production stage, the function for
supporting various kinds of NAND Flash memory could be
provided by a single controller. In addition, built-in defect
management and wear-leveling algorithm enhanced the product
life cycle and reliability. Dual Channel accessing of the Flash
memory provided the good performance in data transfer rate.
With respect to the proposed controller architecture, a real
SD/MMC flash memory card controller chip was designed and
implemented with UMC 0.18um CMOS process. Experimental
results show the designed circuit can fully comply with the
system specifications and shows the good performances.

Index Terms—NAND Flash memory controller, BCH ECC
Codes, Non-volatile memory, Flash Storage Systems.

I. INTRODUCTION

AS a semiconductor memory device capable of nonvolatile
data storage even after removing the power supply,
NAND flash has gained popularity in a variety of applications,
like removable memory cards for portable devices, MP3
players, digital still cameras, and mobile handsets. The
emerging multi-media applications demand for higher density
and lower cost/MB, and drive the continuous process
technology shrink and the MLC (multi level cell) technology
adoption. Nevertheless, the narrower line pitch due to process
technology shrink may induce severer cross interference
between memory cells. No matter the requirement for
multiple energy states also leaves MLC technology with a
lower margin of error to read the bits. Since the NAND flash
is operated through page (e.g. 2 Kbytes) programming and
block (e.g. 128 Kbytes) erasing to satisty the fast data transfer

(1) Chuan-Sheng Lin is with the Prolific Technology, inc., Hsinchu, Taiwan.
He s also working toward to Ph.D. degree in the Electrical and Control
Engineering, National Chiao Tung University, Hsinchu, Taiwan (e-mail:
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(2) Lan-Rong Dung is with the Department of Electrical and Control
Engineering, National Chiao Tung University, Hsinchu, Taiwan, (phone: +886-
3-5131567; e-mail: lennon@faculty.nctu.edu.tw). (Lan-Rong Dung provides
phone number because he is the corresponding/submitting author.)

rate for mass data storage, an intrinsic random bit error
makes the whole block be marked as “bad” and can no longer
be utilized. Once the number of bad blocks exceeds a certain
value that the controller chip can manage, the NAND flash
chip is declared fail. A NAND Controller is required to
handle the bit errors, the bad blocks, maintaining the high
data accessing speed, flash memory management, etc. The
appropriateness of a NAND controller can enhance the
reliability and increase the endurance cycles of the flash
memory. In addition, the system performance and product
lifetime can also be improved by incorporating an excellent
NAND Flash Controller in the NAND Flash Storage Systems.

The Systolic Array architecture has been applied to the
regular and iterative VLSI architecture, like RS encoders and
decoders, and showed good performance [10]. The systematic
design approach of a Systolic Array Processor can make the
circuit design easy for implementation and do the pipelining
to fit the system level design specifications. In this paper, we
presented a -EC w-bit Parallel BCH ECC code with
incorporating the Systolic Array architecture. The good
performances were shown by the real chip realization.

II. THE CONTROLLER ARCHITECTURE

The functional block diagram of the NAND Flash
Controller was shown in Figure 1. The major functions of the
Controller can be divided as: the t-EC w-bit Parallel BCH
ECC Circuit, the Code-Banking structure and Firmware In-
System Programmable (ISP), the Defect Management and
Wear-leveling Algorithm, and the Dual Channel and Multi-
Buffering mechanism. The ECC Circuit was designed here to
enhance the data integrity and reliability of the data stored in
the Flash memory. The Code-banking structure for the Micro-
controller complying with firmware ISP function can provide
the firmware upgrade to support various kind of Flash
memory. The Defect Management Algorithm can increase the
yield of the Flash memory and prolong the product life cycle
by replacing the defected (Bad) block with the reserved virgin
(clean data) blocks. The Wear-leveling Algorithm was also
mtroduced to prolong the product life cycle by preventing the
Flash memory blocks from un-balanced usage. The Dual
Channel and Multi-Buffering mechanism was designed to
increase the data transfer rate at the Flash memory side and to
fit the maximum bandwidth of the host-side interface bus.
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The SDMMC Controller

ol r | Bulfer RAM | AECBOHECC |
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POA ‘
) Flash
g‘;‘ (] SO/ MMC 5 Flash Sequencer | FTeh Wirfmory Bu
P i i
MCU = Bank RAM
(Micro-Ceatroller)
Video Boot ROM b Common RAM

= MCU Data and Control Signals
#———s  MCU Program Bus

g Mass Dats Bus

Fig. 1. The Block Diagram of the NAND Flash Controller for SD/MMC Card

A. The 1-EC BCH ECC Code Construction
For a typical +-EC BCH Code, the Generator Polynomial

can be expressed as

G(x) = my, (X)my (X)mg(x) - my,  (x)

, Where m, (%), j=1.3,52(-1 are the minimal polynomials in
GF@2™).

By expanding the product of the left side of equation (1),

the equation can be expressed as

G(x)= ia,. ¥ )

, wherea, s are coefficients of the Generator Polynomial G(x),

a, eGF(2)- In cvelic operation, G(x) can be implemented by a
set of registers and XOR gates. Totally, mf registers are
necessary to fulfill the cyclic operations. The equation (2) can
be expressed as a matrix format as:

[Reg]., =G -[Reg], +¢-D 3)

The detailed Matrix form can be written as follows,

=
=

R

L md=1 met -1
R, a,, . 0 1 0| R, Ay s
: = : E I -D, ()
R, a 00 1 R, a
R, a 0 0 - 0| R a,

In serial connection, the matrix equation can be
expressed as in equation (4). Moreover, for a continuously
serial data mput stream, {..., D, Dy, Dica, ooy Diygs o ¥
the w-bit parallel formula can be tormed as:

[Re 1+I =G- [R 1+g‘DI
[Re l..=G-[Reg]., +g-D,.,

7D,

fw=1

[Re 1+u =G- [Reb].+w-|
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By w-times functional composition of the above
equations, an analytical equation was deducted as in equation
(5).

=1
[Regl., = G":(Regl+» .G’ gD, .,

=

(&)

Based on the same concept and operations, the induction
of the parallel Syndrome Polynomials is similar to the
Generator Polynomials.

From the Matrix operation of the equation (5), a
general basic equation for the Systolic Arrav Processing can
be expressed as

Rnl,_;‘ =4a,- Ri,mf +a D, + Ri,_;‘—l (©)
, where the boundary conditions are

R.,=a R, +a -D+R,, @)

Rm 174 Rum Di (8)

Based on the general basic equation of a -EC w-bit
parallel BCH code, the basic operation module for the matrix
array can be constructed by two AND gates and two XOR
gates. The coeflicients a;’s are determined by the Generator
Polynomial or the Syndrome Generator Polynomials of the
BCH code. To complete the matrix equation (4) by the basic
operation module, an Array Architecture is adopted. The
Array Architecture of the n-bit input data stream for the BCH
Generator Polynomial or Syndrome Generator Polvnomials is
shown as in Figure 2.

OO =00

OO OO
SN0
e = IR
e
00
-

j
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Fig. 2. The w-bit Folded Structure for w-bit Parallel Operation.

B. The Code-Banking and various NAND Flash Memory
support

The architecture for the Code-banking was shown in
Figure 3. The Boot ROM was the Masked Read Only Memory
which stored the Boot codes for the Micro-controller in
Booting. By the Code-Banking architecture, the whole system
firmware can be separated by several banks, Bank Code #0,
1, ..., n. The Banked Codes will be executed Bank by Bank
when loaded by the Code Loader to the Bank RAM. The
System Firmware of the micro-controller can be upgraded
from the Host side.

To support the various kinds of the NAND Flash memory
in a controller, a specified Flash Parameters was created to
record some system operated parameters of the NAND Flash
memory. The Table was started by a Start-Tag, and ended by
an End-of-Table Flag. The useful parameters such as: Total
Capacity, Total Physical Blocks, Pages per Block, etc. With
the Code-Banking architecture and the Specified Flash
memory parameters, the various kinds of NAND Flash
memory can be supported in the same controller chip and be
accessed in an optimal way respectively.

Code Leat e

I L’ PP

Bk Code #1

MY Bank RAM O
] q 5
¥ Bak e | Mooy

MCT Data end Coatrol Signals

+—— MO Program Bus

+——p M Data Bus I

Fig. 3. The Code-Banking Architecture.

[II. THE CHIP IMPLEMENTATION

A. The Controller Chip Implementation

The functional block diagram of the designed NAND
Flash Controller for SD/MMC memory card was discussed in
Section 11, Figure 1. With the chip architecture designed, the
circuit of the chip was designed and implemented to the UMC
0.18 um CMOS Process. The chip micrograph of the
designed NAND Flash controller is shown in Figure 4.

Fig. 4. The micrograph of the controller chip.

B. The Experiment and Test Results
The System performance of the designed NAND
Controller was evaluated by the certitied platform of MMCA
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(http://www.mmea.org) and SDA (http://www.sdcard.org),
the test platform was provided by Testmetrix, Inc.
(http://www.testmetrix.com). The Summary of the System

TABLET
RESULTS OF THE 8YSTEM PERFORMANCE

Test Items Results

1. Sequential Multi-Block Read: MMC 8-bit, 52 MHz 42.33 MB/s
2. Sequential Multi-Block Write: MMC 8-bit, 52 MHz 19.86 MB/s
3. Random Multi-Block Read: MMC 8-bit, 52 MHz 41.03 MB/s
4. Random Multi-Block Write: MMC 8-bit, 52 MHz 12.77 MB/s
3. Suspend Current: 3.3V 120 uA

6. Operating Current at Sustained Data Write: 3.3V 30.95 mA
7. Operating Current at Sustained Data Read: 3.3V 20.23 mA

#*The test conditions: 1. Test Platform: Testmetrix for SD/MMC Card; 2. Flash
Configuration: 2x Samsung K9F1GO8UOM in Dual Channel

Performance of designed Controller 1s shown in Table L.

IV. CONCLUSIONS

A NAND Flash memory controller for SD/MMC memory
card was presented. The f-EC w-bit Parallel BCH ECC by
using Systolic Array was presented, and it can be easily
applied to a general -EC w-bit parallel BCH ECC circuit
application. The Code-Banking and ISP capability was
presented and discussed for supporting the various kinds of
the NAND Flash memory. The real chip realization and the
test results by experiment show the good performances of the
controller chip.
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Abstract— This paper presents a system-level verification al-
gorithm using the Petri Net theory to detect design errors
for high-level synthesis of dataflow graphs. Typically, given a
dataflow graph and a set of architectural constraints, the high-
level synthesis performs algorithmic transformation and produces
the optimal scheduling. How to verify the correctness of high-
level synthesis becomes a key issue before mapping the synthesis
results onto a silicon. Many tools exist for RTL design, but few
for high-level synthesis. Instead of applying Boolean algebra, this
paper adopts the Petri Net theory to verify the correctness of the
synthesis result. Herein, we propose three approaches to realize
the Petri Net based formal verification algorithm and identify
the best one that outperforms the others in terms of processing
speed and resource usage.

I. INTRODUCTION

This paper presents a novel verification algorithm to verify
high-level synthesis (HLS) of dataflow algorithms. Given a
dataflow algorithms and architecture constraints, the HLS
aims to perform algorithmic transformation and allocation and
finally generates the task schedule and processor assignment.
It typically requires complex procedures. These procedures are
rather heuristic and error-prone. The integer linear program-
ming (ILP), for instance, is one of the popular techniques ap-
plied for HLS. The success of ILP relies on the completeness
of clauses. Any mistake or incomplete description made in the
ILP may result in an illegal solution and affect the correctness
of following synthesis results. This paper intends to present a
formal verification algorithm to unveil the faults produced in
HLS.

In the proposed algorithm, we employ the Petri-Net model
as the formal description to check the correctness of dataflow
behavior. Petri net model has the nature of dataflow computing,
and hence is a good tool for the verification of algorithmic
transformations and datapath scheduling. The use of the Petri-
Net is two-folded. First, the Petri-Net model of dataflow
algorithm can hold the data dependence and hence any legal
transformation has to conform to the firing rules of the Petri-
Net model. Secondly, the scheduling candidates is correct if
and only if the initiation of each task is allowed in the Petri-
Net model. Comparing with the traditional model checking
techniques, the first use can provide simple but thorough model
for restructured algorithms while the second use can avoid

0-7803-9390-2/06/$20.00 ©2006 IEEE
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false negative problems.

The inputs to the proposed formal verification are the
system description and task schedule. The system description
is basically a dataflow graph (DFG). Given a DFG, the
proposed algorithm converts it to a Petri-Net model which is
expressed by Petri-Net characteristic matrix. Later, the matrix
will be used to verify primary properties, such as reachability,
liveness, safeness, and boundedness. The other input is the
schedule generated by HLS. The proposed verification starts
from the extraction of firing status and then find out the legal
algorithmic transformations applied for the original DFG. The
legal algorithmic transformations will then be candidates to
trace the firing sequence of the given schedule. If there exist
at least one candidate who can allow the firing sequence to
execute legally (without against the firing rules), the HLS re-
sult is claimed as a correct solution; otherwise, the verification
will show the counter example in proof of the incorrectness.
In addition, we propose three approaches to realize the Petri
Net (PN) based formal verification and conclude the best one
who outperforms the others in terms of processing speed and
resource usage.

II. DEFINITIONS AND PROPERTIES

In the following section, we will discuss some useful
properties and proposed transformation technique to transform
a FSFG into PN model.

A. Fully-Specified Flow Graph (FSFG)

Fig. 1. A second order IIR filter in the form of FSFG

Fully-Specified Flow Graph (FSFG) [1] or DFG is a nat-
ural paradigm for describing dataflow algorithms. A FSFG

ISCAS 2006
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GFSFG (V7E,D), where V' = {711,...7Um} and FF =
{e1,...,en}, is a three-tuple directed and edge-weighted
graph which contains a vertex set V', a directed edge set F/, and
aideal delay set D). Vertex set V' represents atomic operation of
functional units. Directed edge set 2 describes the direction of
flow of data between functional units. Inter data dependencies
between functional units are represented by weighted edges.
Figure 1, for instance, shows a second order IIR filter in the
form of FSFG.

B. Transformation from FSFG to PN model

A Petri net Gpy (P, T, W, My) is a four-tuple [2], where
P={p,...,pny and T = {t1,... t,} are finite sets of
place and transition, W is the weighted flow relation, and Mg
is the initial marking. A marking is a function M : P — Z. If
M (p;) = k for place p;, we will say that p; is marked with
k tokens. A marking M is said to be a valid state if and only
it M (p;) 20, Vp; € P.If W (u,v) > 0, then there is an arc
from u to v with weight W (u,v).

The FSFG Gpspg (V, E, D) of a DSP algorithm can be
modeled as PN Gpx (P, T, W, My) by applying the following
rules. First, functional element set V' and edge set ¥ of FSFG
can be transformed into the transition set 7" and the place set
P with respect. Since, each place in PN has only one output,
the pseudo transition of each fork edge will be added as source
duplicators. At last, the delay element set D of edge in FSFG
is corresponded to the number of tokens of place in PN. By
applying above transformation rules, an example in Figure 2
shows the PN model of the second order IIR filter in Figure 1.
The characteristic matrix A with the initial marking m shows
the matrix representation of the PN model, for instance.

Fig. 2. PN models of second order IIR filter in static and dynamical phase

C. Schedule of a given FSFG

Before mapping an FSFG design into a hardware, the
execution start time for each task must be determined. An
iteration is simply defined as a duration that each task node
in the FSFG executes once. Let Opé- be a task, which is
corresponded to each vertex v; € V' of a given FSFG in the 4th
iteration. A schedule of the given FSFG, Grsre = (V, E, D),
is a function ¢ : V — ZT, which arranges each task node
op} to begin its execution at the time step ¢ (op}), where
Z"T ={1,2,...} is the positive integers.

Assuming d; is the execution delay for each task node
opé-, the length le(S) of a schedule S is the latest fin-
ish time of all the operations scheduled, that is le(S) =
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max {¢ (op}) + d; — 1|Yop} € V'}. For each task node op} €
V, a schedule of the given FSFG is as following:
o Start time: t; :go(opg-), p:V—=Z"={1,2...}
« Execution delay: d; € Z={0,1,2,...}
o Finish time: £; = ¢ (op}) +d; — 1
« Length of the schedule:
le(S) = max {¢ (op}) + d; — 1[Vop’ € V'}
« The earliest task-finished step:
tery = min {¢ (op;'-) +d; — 1|Vop§ evy

III. HIGH-LEVEL VERIFICATION FLOW

A. Verification Flow

The flowchart for the proposed high-level verification is
shown in Figure 3. In the beginning, the inputs to the flowchart
are the original FSFG and the schedule scheme that needs to
be verified. Then, a FSFG is converted into PN model by
using proposed transformation. Since designers, may apply
unfolding algorithm [1], [3]-[5] on FSFG in their design flow
to pursue perfect FSFG achieving iteration period bound,
we apply unfolding checking to detect the un folding factor
from given schedule and FSFG. And then, three check points
which determine whether given schedule is valid are proceeded
in turn.

First, the start time of each operation in FSFG must be
determined in a given schedule. Thus, we perform job com-
pletion checking to make sure each task-node in FSFG has be
scheduled. A given schedule is valid if and only if there exist
an initial marking of the Petri net transformed by the original
FSFG that makes the firing sequence of a given schedule valid.
In order to find valid solution marking from the Petri net,
we build the reachability tree, which contains all reachable
markings of the Petri net, by using Breadth-First traverse
method. Since the nodes of reachability tree are exponential
growth with the height of the tree, we choose the candidate
markings from all the reachable markings in the reachability
tree filtering out the useless markings. If candidate marking
exists, Depth-First traverse method is used to verify whether
given schedule is valid. At last, if there exists reachable
markings leading a firing sequence of schedule valid, the flow
is done and we report schedule is valid, or a counterexample of
invalid firing sequence is reported if given schedule is invalid.

B. The candidate marking

Candidate marking set is defined as a subset of reachable
marking set of a Petri net. The candidate markings are prob-
ably the correct initial markings that lead the firing sequence
of a given schedule being valid.

Let S be a schedule of a FSFG. The earliest task-finished
set est_set of S are the tasks which are finished at the earliest
task-finished step ¢.s; in .S, such that

est_set = {op;|e; = test, Yop; € V}. ¢))

Assuming m is a marking of the corresponded PN model.
A firing sequence o : {rq ...1ry of transitions is denoted by
m->my, my ... my are valid states, such that

56




. The origi;al
FSFG
+ Schedule

_,./”I/Check,ioﬁr'“‘*-ﬁ._ not complete

"'-—.H_cmnp&em'_,..-"
-'I);omplel.e

First stage: Build reachability tree
with Breadth-first traverse

I

- “~.  no
2 Does cand -,
e M_Puﬂ'!(.ﬂ'ngle)tlsl’_l,, =

,‘fes

Second stage: Verify scheduling

with Depth-first traverse

— ~—
" 3 Dossthere exist N0

f“:‘--w.,‘@ny reachable markﬁ'q’/.~-":\—>
-HI}:s
Repart:
Report ; Given schedule isinvalid
Given schedule is valid The counterexample ofthe
finng sequence is given
[ Emd ) [ End |

kN

Fig. 3. Flowchart for the proposed high-level verification
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C. Proposed Verification Method

The proposed high-level verification method includes two
stages: the Breadth-First and the Depth-First traverse proce-
dures. Since the nodes of reachability tree are exponential
growth with the height of the tree, the policy to shorten the
searching space is (o find candidate markings at the first stage.
At the second stage, it verifies given schedule by checking
candidate markings rather than all the reachable markings.

51: Reachable set
52! Candidate set

| 53 Solution set

Fig. 4. The relation between reachable, candidate and solution marking sets

Assuming there are n operations in a given FSFG and
n transitions in the corresponded PN model. Let f be the
unfolding factor of a given schedule. At the first stage, the
algorithm tries (o find the candidate marking set from the
reachable marking set in reachability tree and fires each
transition once each time. The height of each node in the
reachability tree is the distance from the root node to itself.
Since, during one iteration period of the schedule S, le(S),
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each scheduled task must be fired one time, the height can also
be seen as the number of transitions that have been fired from
the root node. Thus, for an n-tasks schedule, the upper height-
bound of the reachability tree is bounded by H,, = f xn. At
the second stage, it continually finds the solution marking set
from the candidate marking set. The set relation between three
marking sets is shown in Figure 4, that is S3 C S2 C S1.
The purpose of the first stage is trying to reduce the searching
space from reachable marking set S1 to candidate marking set
52, while the second stage is trying to find solution marking
set 53 from candidate marking set S2.

IV. THREE APPROACHES FOR CANDIDATE SEARCH

At the first stage, three approaches including the exhaustive,
the early-terminated, and the optimal methods are proposed.
We will discuss in the following sections.

A. Exhaustive approach

The first approach to verify a schedule of a given FSFG
is the exhaustive method. The reachability tree represents the
reachable set of a Petri net. In Figure 5, as an example, each
node in the tree associated with a marking of the Petri net. The
root node of the reachability tree is the initial marking m of a
given PN model. In this marking, two transitions are enabled:
tre and triq. For each enabled transition, the algorithin creates
a new node in the reachability tree for the reachable markings
which result from firing both transitions. An arc, labeled by the
transition fired, leads from the initial marking to each of the
new nodes. Then it applies candidate checking for each new
node to check whether a marking is a candidate. The procedure
continually builds the reachability tree for each new produced
node until reach the upper height-bound H.p.

#.  Slates Candidate Branches

m 00100001000000 C {06410}

my 00000112000000 C {510 7}

m; 00100000000110 €[S b6 11}

m; 00001012000000 {tr10, b7}

ms 00000711170001710 {tra 510411 b7}
ms 00000102100000 {r5, tri0}

ms 00100000001010 {rG. tr11}

my; 00000111000110 {ro b5 tr10 11 7}
m; 00100000000101 {tr9, &}

o000 o0;

Fig. 5. Build reachability tree with breadth-first search algorithm

B. Early-terminated approach

The second approach is the early-terminated (raverse
method. We first consider Lemma 1.

Lemma 1: Let T},.. be areachability tree which is bounded
by upper height-bound H,, and m; be any one of the
candidate markings in T%,... For any other candidate marking

57




g in the successor path of marking iy, mg is in the solution
marking set S3 if and only if 4 is in S3.

The early-terminated traverse is based on exhaustive ap-
proach and uses Lemma 1. It tries to minimize the size of
candidate set 52 from reachable set S1. In early-terminated
approach, when a marking is a candidate, the algorithm
ignores this candidate marking. In Figure 6, as an ex-
ample, the traverse order of carly-terminated approach is
T, T T, TR, .., TI .

root{:n:;}

{mi)

CERCEE
v v v v

Fig. 6. The traverse order of early-terminated approach

C. Optimal approach

Fig. 7. Merge the redundant node in optimal traverse approach

In order to reduce reachable set S1 of the reachability tree,
the optimal method tries o merge the redundant nodes when
it proceeds breadth-first traverse.

Let m be an unvisited node to be processed. If m is a
candidate marking, the algorithm ignores this node by using
Lemma 1 and proceeds other unvisited nodes in queue. If m is
not a candidate marking, the algorithm applies negative test
to find enabled set of transitions and creates a new node on
each enabled transition. For each new produced node with
marking m, if there exists another node in the reachability
tree, and has the same marking associated with it, then the
node with marking m/ is a duplicated node. Since, the marking
m/ has appeared in the tree, this new produced node is
redundant. Then, the algorithm merges this redundant node to
the existential node and creates a transition link from marking
m to the existential node. As an example in Figure 7, when
algorithm proceeds marking ms, it founds the new created
node with marking m; is a duplicate node. The algorithm
merges these nodes and creates a transition from mjs o my.
Then, it continually proceeds other unvisited nodes in queue.
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V. EXPERIMENTAL RESULTS

We have implemented these three approaches in our study.
Each of these approaches is applied to several dataflow algo-
rithms. Figure 8 shows the experimental results of using three
approaches. Design iir2d-schl to iir3d-sch2 are the second
and third order Infinite Impulse Response filters. Design p243
[1] is a design with unfolding factor 6. Design ewf-schi and
ewf-sch2 are low power schedules for the Elliptic Wave Filter
in [6]. There are two columns on each approach including
execution time in seconds and the resource usage in unit
number of allocated nodes of the reachability tree. According
to experimental results, exhaustive approach suffers the state
explosion problem while it traverses the reachability tree. In
ifir3d, p243 and ewf cases, optimal approach takes more benefit
than early-terminated approach. According to experimental
results, the optimal approach outperforms the others in terms
of time and resource usage in average.

Exhaustive Early-terminated Optimal
sc-rl;:ztul " Time Res. Time Res. Time Res
(sec) | usage | (sec) | usage | (sec) | usage
ir2d-schi | 171.01 | 168648 | 017 16 018 16
ir2d-sch2 | 180,28 | 160648 02 14 02 14
ir2d-sch3 | 208,81 | 188701 | 24.80 | 34084 033 244
Er2d-schd | 17847 | 171341 | 19845 | 35720 032 203
Wr3d-schl MIA MA 018 19 o2 19
rdd-sch2 IR RLG 018 18 021 18
p243schi A BLA 0z 32 021 32
p243sch2 A M 022 32 01 32
ewtsch1 A RE 0.26 38 028 38
ewtsch2 MIA PLA 03 36 0328 36
Fig. 8. The experimental results

VI. CONCLUSION

This paper aims to exploit formal verification techniques
for high-level synthesis. In the top-down design flow, design
errors should be removed as early as possible; otherwise,
errors detected at the later stages will result a costly, time-
consuming redesign cycles. Although formal verification for
logic synthesis has been studied very extensively, little work
has been done for high-level synthesis. As shown in the
experimental results, we can apply the optimal approach for
the first phase to efficiently verify complex design cases.
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