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Abstract

In order to enable the cognitive radio network to utilize the radio channel resource
efficiently, one primary issue is to fast and accurately identify the spectrum opportunity (i.e., how
much radio resource is available). Then, subject to the constraint of low power and limited
interference to other existing systems, another challenge is to determine the appropriate network
architecture and information dissemination techniques to efficiently deliver messages to the
specific target users.

In this sub-project, we discuss the problems about spectrum opportunities from two
viewpoints. First, we focus on how to form clusters in a CR network, because the efficiency of
spectrum usage can be enhanced in such a network. Hence, we propose an adaptive contention
window (ACW)-based cluster head election algorithm to construct the cluster-based architecture
in ad-hoc networks. Second, we investigate the feasibility issue of establishing both an
infrastructure-based link and an ad hoc connection using the same spectrum simultaneously in an
overlapped area. We also present a cross-layer performance analysis from both the physical (PHY)
layer and medium access control (MAC) layer perspectives. At last, through our analysis, we
observe some interesting phenomena and also suggest some MAC design guides for a CR
network.

Keywords: Cognitive Radio (CR), Architecture Design, Information Dissemination Techniques,
Wireless Mesh Network, Clustering Architecture, Multicasting Routing Algorithm, Cross-layer
Analysis.
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Abstract— The clustering architecture is essential in
achieving the goal of energy efficiency for a wireless sen-
sor network. In general, a clustering algorithm consists
of the cluster head election and the cluster member as-
signment mechanism. This paper proposes an adaptive
contention window (ACW)-based cluster head election
mechanism. Unlike other legacy cluster head election
mechanisms such as LEACH (Low Energy Adaptive
Clustering Hierarchy) protocol, the proposed ACW
algorithm can achieve four major goals in cluster head
election for wireless sensor networks: 1) high successful
probability of cluster head election, 2) appropriate
number of cluster heads, 3) uniform distribution of
cluster heads, and 4) equal times to be a cluster head
for each sensor, simultaneously.

I. INTRODUCTION

To design a cluster-based wireless sensor network
(WSNs), a basic problem is how to distributively organize
a larger number of sensor nodes into different clusters.
In WSNs, in order to achieve the objective of energy-
efficiency, the cross-layer design is necessary to achieve
energy saving in each sensor node [1]. In general, a cluster
formation algorithm consists of the cluster head election
and the member assignment mechanism. In this work, we
focus on the cluster head election problem in WSNs.

The major goals of a cluster head election are four folds.
We define the lifetime of a sensor network to be the time
elapsed between the start of the system and the death of
the first node (FND). First, the successful probability of
head election must be as high as possible in order to save
energy. Second, the number of elected cluster heads should
be appropriate to enhance the network reliability. Third,
the distribution of heads should be uniform. Fourth, each
sensor node should becomes a cluster head with the same
times in order to even the energy consumption. When
the energy consumption is evened among all sensor nodes,
no sensor node consumes more energy than other ones.
Therefore, the lifetime can be extended.

In this paper, we propose an adaptive contention win-
dow (ACW)-based cluster head election mechanism to
guarantee these four concerns simultaneously. The legacy
cluster head election mechanisms such as LEACH (Low

The work was supported jointly by the National Science Council
and the MOE program for promoting university excellence under the
contracts EX-91-E-FA06-4-4, 93-2219-E009-012, and 93-2213-E009-
097.

Energy Adaptive Clustering Hierarchy) protocol [2], only
focuses on the forth concern, i.e., the equal times to
be a cluster head for each sensor. We compare three
different schemes based on the ACW-based head election
algorithm: the short-term fairness, the medium-term and
long-term fairness schemes. We simulate the upper bound
and the lower bound of the lifetimes in the proposed ACW
algorithm. From our results, we find that the short-term
fairness scheme of ACW algorithm performs better than
the medium-term and long-term fairness schemes of ACW
algorithm in terms of network lifetime.

The rest of this paper is organized as follows. In Section
II, we analyzes the performance of head election in LEACH
protocol. Section IIT shows our ACW-based cluster head
election mechanism. Section IV analyzes ACW’s designing
principle and shows some numerical results. Finally, we
give our concluding remarks in Section V.

II. MOTIVATION AND CLUSTER HEAD ELECTION
CRITERIA

In this section, we discuss the design criteria for the
cluster head election. For comparison, we analyze the
performance of the head election algorithm in LEACH
protocol. It is well know that the LEACH protocol can
only guarantee the equal times to be heads for each sensor
node. However, LEACH protocol cannot simultaneously
guarantee the other concerns during the process of head
election.

A. Background on the Head Election Mechanism in
LEACH Protocol

In the LEACH protocol, each sensor node become the
cluster head according to the probability related to the
accumulative times of not being head before this round.
The *" sensor in r*" round be head with probability:

CZ(T) =1

=0

P
E(T) _ { 6713*(74 mod &)

where P is the desired percentage of cluster heads among
all sensor nodes in the entire network, r € [0,00] is the
current round if the holding energy of each sensor node
is infinite, and C;(r) is the indicator function determining
whether the i*" sensor node had been head in recent (r
modulo 1/P) rounds (i.e., C;(r)=0 if i*" sensor had been



cluster cluster head in most recent » modulo 1/P rounds).
In the ($ — 1) round, all sensor nodes that have not yet
been head set the value of T;(r) be 1. Therefore, all of
them will be the heads in this round. After the (5 — 1)
round, the cluster heads are elected among all sensor nodes
according to (1) once again.

Assume that the number of sensor nodes in the entire
network is N. Hence, the value of P in (1) is equal to
n/N, where n is the desired number of electing cluster
heads. Let the value of k& be (r modulo 1/P) where
k € |0, % — 1]. Then, the probabilities that sensor nodes
in k** competition are the same for different k. Next,
according to the following lemma 1, we can obtain the
probability that there are j cluster heads are elected in
the k" competition.

Lemma 1: Suppose that there exists a game with NV
participants. The rules of game are described as follows:
In each round, the participants firstly pick a number from
the interval between [0, 1] randomly based on the uniform
distribution. Then the participants whose picked number
is less than a certain threshold can leave this game in this
round. The threshold is defined as ﬁ, where k is the
times of round (k € [0, £5F]), and P is a constant between
[0,1]. In the final round (k = %), the participants that
have not yet leaved before (352)" round can leave in
(15E2)" round because the threshold is set to 1 in this
round. In such a game, j participants leave the game in
k" round with probability (]]V) Pi(1 — P)N=J. Notice that
the probability is independent of k. |

According to Lemma 1, there are j cluster heads are
elected in each competition with probability:

-G -7 e

B. The Unsuccessful Probability in Head FElection

From (2), the probability with no head elected (denoted
by Py) is equal to
n\N
Pp=PO) = (1- )" . 3)
The unsuccessful probability of head election decreases as
the desired number of electing cluster heads (n) increases.
If the value of n approaches to N, the average unsuccessful
probability will approach to zero. However, the value of n
does not approach to N in WSNs, because the number
of cluster members (N — n) should be larger than cluster
heads (n) in general (i.e., the value of n is less than ).
For example, in an extreme case when only cluster is
required n = 1 and N approaches to infinite, it is followed
that
: -1
]\}Enoo Pr=e" . (4)
According to (4), in WSNs with larger amount of sensor
nodes, the unsuccessful probability in head election is
very significant under this case. Once the head election
fails, sensor nodes either transmit data directly to sink
or execute cluster head election algorithm again. Both
situations consume a lot of energy.
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Fig. 1. The unsuccessful probability (Py) in head election for the
different value of N.

Figure 1 illustrates the unsuccessful probability of head
election against the total number of sensor nodes N. As NV
increases, Py increases and saturates at 0.36 for n = 1. For
a larger value of n, although P decreases, a lager value
of n can lead to other problems as discussed in following
sections.

C. Probability of Inaccurate Number of Elected Heads

An appropriate number of elected cluster head is also an
important criteria for sensor network. With more redun-
dant cluster heads, it may induce extra load to the sink
and increase the difficulty of code orthogonality when the
cluster heads adopt the code division multiple access to
connect to the sink as considering in the LEACH protocol.
On the other hand, with fewer cluster head as the designed
value, the cluster head will be overloaded by extra cluster
members. Let A be the marginal percentage of the number
of elected heads different from the designed value. Then,
the probability that the number of the elected cluster
heads is outside the acceptable range [[(1 — AM)n], [(1 +
A)n]] (denoted by P,) becomes

[(1-A)n]—-1 N

> PG+

j=1

P, =
j=LA+X)n]+1

where |z] and [z] are the operator to choose the largest
integer less than x and the smallest integer larger than x,
respectively.

Figure 2 shows the probability P, against different
values of n. Firstly, when A = 0.1, the probabilities
P, = 0.5732 and 0.3891 for n = 20 and n = 60,
respectively. Thus, it is preferable to elect more heads
in this consideration. On the other hand, for the case
that A = 1.5, P, = 0.4297 and 0.2078 for n = 20
and n = 60, respectively. Thus, when lesser heads are
elected, the probability of inaccurate number of heads is
also increases, thereby damaging the network reliability.
Furthermore, when A\ = 0 which means that network does
not allow any inaccuracy on the number of elected heads,
the value of P, increases as the value of n increases. In
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this case, lesser n has higher performance. In general, we
hope the number of electing heads can be bounded in a
certain range.

D. The Probability of Sufficient Separation Distance

By distributing the cluster heads uniformly, a sen-
sor network can extend the lifetime. Furthermore, in an
area with crowded cluster heads, the interference become
higher. On the other hand, in an area with sparse cluster
heads, the loading of each head become heavy because it
has to manage more members. Therefore, the performance
and energy efficiency of sensor networks degrade. To judge
how the cluster heads are uniformly distributed in LEACH
protocol, we need the following lemma.

Lemma 2: Suppose that X1, X5, Y7, and Y5 are random
variables uniformly distributed in [—%, £]. Let H = (X; —
X5)%2 + (Y1 — Y3)2. Then the probability density function
of Z can be derived as follows:

= Ty TR
H = sin_ (1 — 7) 9 9

|
Assume that all sensor nodes are uniformly deployed in

a squared area with vertex coordinates (%, %), (%, —%),

(—£,-L), and (%, %). According to (1), each sensor
node that have not yet been the cluster head will become
the cluster head with the same probability. Consider ¢
elected heads and let n = (g) Then the probability of the
square of separation distance between two cluster heads
being located at (X1,Y7) and (Xo,Ys) is larger than d?

becomes

2L2

(7)

Prob(Z > d*) = <
d2

fz (z)dz) ,

where Z = (Xl — X2)2 + (Yl — Y2)2 and Xl, XQ, Y1, and
Y, are uniformly distributed in [—Z, £].
Now we calculate the average probability of the square

of separation distance larger than d? (denoted by P;) as

follows:
N 2L? (é)
PS=ZP<j><d2 fz(Z)dZ>
=0
N ) _; oL2 n
()G -9 ([ o)

(8)

Note that as n increases the probability Ps; decreases.
Hence, the issue of non-uniform distribution for cluster
heads becomes more severe.

FE. Discussion

From the above analysis, we find that it is difficult for
the LEACH protocol to simultaneously achieve the goals
of low unsuccessful probability in head election Py, low
probability of inaccurate number of cluster head P,, and
high probability of sufficient separation distance P;.

We summarize some key observations:

e For n > 2, we find that the larger the value of n, the

lower probability of sufficient separation P;.

o For n =1, although P; is satisfactory, the unsuccess-
ful probability in head election P and the probability
of the inaccurate number of cluster heads P, become
higher.

In summary, based on the above observation, we are
motivated to propose a new head election mechanism to
achieve the design goals for sensor network in terms of P,
P,, Ps, and the times of being cluster head, simultaneously

III. ACW-BASED CLUSTER HEAD ELECTION
MECHANISM

In this section, we propose an adaptive contention
window (ACW) mechanism to elect cluster heads. The
main idea behind the proposed ACW-based head election
mechanism is that all sensor nodes randomly pick a backoff
value from the contention window based on the uniform
distribution, and then the sensor node with the minimal
backoff value can be cluster head in its communication
range. In such a mechanism, ACW can rotatively elect
cluster head, avoid the non-uniform distribution of cluster
heads, bound the number of elected heads, and guarantee
that a sensor node is elected to the cluster head at least
during each round (i.e. Py =0).

A. System Model

In our system model, we assume that all sensor nodes
are synchronized by a certain synchronization mechanism
[3]. In the beginning of each round, all sensor nodes em-
ploy an existing contention-based medium access control
(MAC) protocol to contend the channel. If the channel
contention is successful, then the sensor node becomes a
cluster head. Next, the cluster heads continuously transmit
a signal to recruit other sensor nodes to be its member
in order to form a cluster. If the state between the



request node and the response node satisfies with a certain
criterion such as distance or receiving power constraints,
the response node will confirm the request node and then
become a member of this request node. Then, the cluster
head will response the scheduling policy to its members
[4].

To explain the basic concept, we consider an area with
three sensor nodes A, B and C, among which one cluster
head is elected. First, all sensor nodes pick a backoff
value from the contention window randomly based on
the uniform distribution. Then the sensor node with the
minimal backoff value become a cluster head.

B. Scheme 1 (long-term fairness based):

On the beginning, sensors A, B and C have the same
contention window size denoted as [0, CW — 1]. Assume
that sensor A has minimal backoff value picked from
[0, CW — 1] uniformly. Then sensor A become the cluster
head in this round. In the following rounds, all sensor
nodes pick backoff value from [0, CW —1] again. In the long
run, the rotation of cluster heads achieves the long-term
fairness. In scheme 1, one key designing problem is how
to decide the initial value of CW, which will be discussed
later.

C. Scheme 2 (medium-term fairness based):

First, sensors A, B and C have the same contention
window [0,CW — 1]. Let sensor A be the cluster head
in the first round. After being the cluster head, sensor
A increases its contention window size to CW + 2 in
order to decrease the probability of being the cluster head
again in the next round. In the meanwhile, B and C
decrease their contention window size to CW — 1 in order
to increase the probability of being cluster head in next
round. In the second round, sensor A pick the backoff value
from [0,CW + 1], and B and C pick the backoff value
from [0,CW — 2], respectively. In the following rounds,
in order to dynamically change the probability of being
the cluster head, all sensor nodes adjust the value of their
CW:s according to whether they have been heads or not.
By dynamically adjusting the contention window size, the
rotation of heads is more fair than Scheme 1. In this
scheme, one key designing problem is to determine the
adaptation size in contention window.

D. Scheme 3 (short-term fairness based):

Let sensors A, B and C have the same contention
window [0, CW — 1] on the beginning. If sensor A is the
cluster head in first round, sensor A will not participate
in the contention of cluster head election until all sensor
nodes have been the cluster heads exact once. Then, in the
second round, only sensors B and C compete each other,
and pick a backoff value from [0, CW — 2]. Therefore, the
rotation of heads is more fair than Scheme 2, and we call
it short-term fairness. In this scheme, one key designing
problem is why we should decrease the value of CW by
one.

FE. Discussion

The above three ACW-based schemes can fulfill the four
major design goals of head election mechanism. First, since
the backoff value eventually will become zero, it is ensured
that a sensor node will be elected as the cluster head
at least once. Second, in the ACW-based head election
mechanism, the carries sense and broadcast mechanisms
can make any two cluster heads maintain suitable distance.
Third, due to the carrier sense and broadcast mechanisms,
the number of cluster heads can also be automatically
converge to a suitable range. Forth and the last, because
the ACW-based method adapts the window size depending
on the fairness requirement, each sensor node becomes the
cluster head with about the same times.

IV. DESIGN OF THE CONTENTION WINDOW SIZE FOR
CLUSTER HEAD ELECTION

In this section, we explain how to adjust the value of
CW for the ACW-based cluster head election mechanism.

A. Scheme 1

According to [5], when the value of CW is equal to
the number of sensor nodes (denoted by N), the average
head election time (¢) can be minimized. The head election
time (t) can be estimated as follows. First, the probability
of only one sensor node in an area with IV sensor nodes
accessing the channel is calculated by

N
Ps = < 1 )Prob{a sensor picks a particular time slot

out of CW time slots}-

Prob{other sensor nodes pick other time slots}

N 1 1
_ L L (v
(1)CW < (1= Gy) ' ©)
For CW = N, it is followed that
Ps>e ! . (10)

Thus, the probability of unsuccessful head election in ¢
continuous time slots become

(1-Ps)<(1—e 1. (11)

That is, the probability that Scheme 1 can elect a cluster
head during ¢ time slots is at least 1 — (1 —e™1)%.

B. Scheme 2

The principle of Scheme 2 is to make the probability of
being cluster head for each sensor node proportionated to
its remained energy. Denote E;, and CW,, the current
remained energy and the CW value for the i*" sensor in
the 7" round, respectively. Because a sensor node with
more remained energy should be assigned with a smaller
value of CW, we can have

N
Zj:l Ej,?"

CWiy = [

1 (12)



where [z] is the operator to choose the smallest integer
larger than x. Now, we explain how to estimate Z;V:1 E;,
Let Eo, Ej, and E,, be the average initial energy, the
average energy consumption for a cluster head in each
round, and the average energy consumption for a cluster
member in each round, respectively. Then

N
> Ei,~(N-1)E—
i—1 w_/

term 1
[(r = hip)Ep + (N = DhipEn]+ Eip
~—
term?2 term3
(13)

where h; , is the times that it" sensor has been the cluster
head in 7 rounds. In (13), term 1 is the sum of the initial
energy of other N — 1 sensor nodes, and term 2 is the
energy consumption of other (N — 1) sensors in 7 round.
Note that (13) can be obtained distributively at each
sensor node.

C. Scheme 3

In this scheme, all the sensor nodes decrease their CW
value by one in each round, while the current cluster head
sets its CW wvalue to be an infinite number in the next
round. The idea of this scheme is to ensure that a sensor
node will not be the cluster head more than once in N
rounds.

D. Performance Comparison

Figure 3 compares the lifetime of the three different
schemes against different initial energy normalized to E},.
The three schemes differ in how we set the window size
CW . Scheme 1 does not need to adjust the value of CW
over rounds. Therefore, it is the simplest scheme and also
has shortest lifetime. In Scheme 2, sensor nodes decrease
or increase the value of CW depending whether a sensor
node is the cluster head in this round. In Scheme 3, sensor
nodes are rotated to serve the cluster head. This scheme
has the longest lifetime among the three considered ACW-
based head election mechanisms.

V. CONCLUSIONS

In this paper, we have discussed the cluster head election
issue. We have identified the four major goals to design
the cluster head election mechanisms: 1) high successful
probability of cluster head election, 2) appropriate number
of cluster heads, 3) uniform distribution of cluster heads,
and 4) equal times to be a cluster head for each sensor,
simultaneously. With respect to the above four objectives,
we find that the legacy LEACH protocol does not fulfill
the first three gaols very well.

Thus, we propose the adaptive contention window
(ACW) based head election mechanisms. The proposed
ACW-based head election mechanisms employ the carrier
sense multiple access (CSMA) MAC protocol with backoff
procedures. Thanks to the the backoff procedure, the
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Fig. 3. The lifetime comparison of different schemes for the different
initial holding energy normalized by E},.

first can be fulfilled. Furthermore, the carrier sensing
capability can achieve the second and the third goals. By
mapping the remained energy in each sensor node to the
contention window size, the forth goal can be achieved.
We also compare three kinds of ACW-based head election
mechanisms and discuss how to set the contention window
size to achieve different fairness requirements.

In this paper, we have only qualitatively demonstrated
the effectiveness of the proposed ACW-based head election
mechanisms. One of our undergoing work is to analytically
prove the proposed ACW-based mechanisms can achieve
the four design goals for electing head in wireless sensor
networks.
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On the Coexistence of Infrastructure-Based and Ad Hoc Connections for a

Cognitive Radio System
Li-Chun Wang and Anderson Chen
National Chiao Tung University, Hsin-Chu, Taiwan

Abstract 7 b N
Cognitive radio (CR) can sense the current spectrum us- / = ¥
age of existing networks and make intelligent decisions on 7 ‘l b
the opportunity of reusing the frequency spectrum. One fun- / \

damental issue for the CR system is how to rapidly establish I
a temporary communication link on the spectrum of the ex- \
iting users. In this paper, we investigate the feasibility issue !

Base Station

of establishing both an infrastructure-based link and an ad \ e By /
hoc link using the same spectrum simultaneously in an over- \ Qz/rfg 2
lapped area. We also present a cross-layer performance \\ //
analysis from both the physical (PHY) layer and medium < -7

~_ —

access control (MAC) layer perspectives. The analytical re-  Figure 1. An example for the coexistence of two CR-enabled
sults show that the probability that both an infrastructure- devices establishing an ad hoc link and a legacy user connecting
based connection and an ad hoc link coexist in an overlap- to the infrastructure-based network, where all devices use the same
ping area can be as high as 45%. In addition, the normal- ~ SPectrum atthe same time.

ized total throughput of the both links is more than 145% the existing infrastructure-based users for the CR-enabled
compared to the pure infrastructure-based link. However, device to establish a peer-to-peer ad hoc connection in term
considering the shadowing effects, the transmission relia- of ocation.

blllty varies from 30%-~ 90% depending on the locations A|though many studies have been reported in the lit-
of mobile stations. erature on the subject of the coexistence of the hybrid
1 Introduction infrastructure-based and ad-hoc networks [12, 8, 5], they

Cognitive radio (CR) is an important research topic in May not be directly applied for the CR system. In [12, 8],
recent years due to the efficient usage of licensed spectruni€ idea of combining ad hoc link and infrastructure-based
at anywhere and in anytime [6, 1]. A CR device senses!'”k was proposed to extend the coverage area of the
the surrounding environment and adjusts the transmissionnfrastructure-based network. The coverage area of the in-
parameters to establish an unharmful communication link to frastructure and ad hoc links were not overlapped; while in a

the existing legacy systems. The key enabling technologiesCR nétwork, both the links coexist in an overlapped area. In
for a CR device include [6, 1, 7]: [5], it was demonstrated by simulations that the throughput

e sensing a wide spectrum range; of a wireless local area network (WLAN) can be improved
if an access point (AP) can instruct the user to switch be-
tween the infrastructure mode and the ad hoc mode. How-
ever, a CR-enabled device is required to establish an ad hoc

e identifying the spectrum usage of primary users in
terms of transmit power, locations and time;

e realizing the opportunities of sharing the spectrum connection in a distributed manner

with th_e existing primary us_ers. ) In this paper we investigate the feasibility of establish-
For the first goal, the authors in [3, 9] discussed the spec-jng an ad hoc link with an existing infrastructure connec-

trum sensing issues from the viewpoint of signal process-jon ysing the carrier-sense multiple access with collision
ing. For the second goal, in [4, 2], the authors proposed 5 gidance (CSMA/CA) medium access control (MAC) pro-
a spectrum usage 'modgl of the primary users to help theyocol. We also develop a cross-layer analytical model to
CR-enabled users identify the available spectrum in termse,q1yate the throughput performance of both the links in
of time. The objective of this paper is to achieve the third 5 gyerlapping area. The results show that more than 45%
goal, i.e. to examine the opportunity of spectrum reuse of yropapility the both links can coexist, and more than 145%

1This work was supported by the National Science Council, Taiwan throughpUt performance can be obtained compared to the
under the contract NSC94-2213-E-009-060. pure infrastructure-based link.
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Figure 2. The p;rgl—si]:al representation for the coexistence
probability for a CR-based ad hoc connection and the uplink
infrastructure-based connection.

2 System Model and Propagation Model @maz(rt,r~) < R.
Figure 1 shows an example where two CR-enabled
devices making a peer-to-peer ad hoc connection (MS1
to MS2) coexist with the legacy user connecting to the :
infrastructure-based wireless network (MS3 to AP). Sup- - X ey

of link requirements

pose that at any instant only one peer-to-peer ad hoc con- ——
nection and one infrastructure-based link can be established — VS = “Rer
inside the cell coverage. We define the coexistence proba- DaEr
bility of both the connections in an overlapping area as e - I B
Peor = P{(SIRZ > Zl) n (SIRa > Za)}, (1) ———x g | \
where SIR; and SIR, denote the received signal-to- . P /w* [ R
interference ratios (SIRs) of the infrastructure-based and X ) i
ad hoc links, respectively;; and z, are the required SIR \\; ol [ﬂmﬂ]m:arm
thresholds for the infrastructure-based and ad hoc links, re- S
spectively.
Moreover, we consider the following propagation model () maz(r™,r7) > R.
for the SIR calculations [10]: Figure 3. The area of Rcgr in downlink cases: (a)
PthiphfmGames @ maz(rt,r7) < R, (b)maz(rt,r~) > R.
T )
- . Py _ dos
where P, and P, are the received and transmit power of a SIR, = By d—m)”‘ , 4)

mobile station;h,, andh,,s represent the antenna heights . .
whereP;; and P, are the received signal power at the MS2

of the access point and the mobile statién,, and G, ;
stand for the antenna gains of the access point and the moT°M MS1 and the interference power from MS3, respec-

bile station;- is the propagation distance between the trans- UVelY; di2 andd,; are the distances from MS1 and MS3
mitter and the receiver; and—= 4 is the path loss exponent. [0 MS2, respectively. Substituting (3) and (4) into (1), the

. . coexistence probabilit in theuplink casds:
3 Physical Layer SIR Analysis P yor P

_Assume MS1 is uniformly distributed in the cell of ra- P = R(CI;% =P{(rsz}/* <ri < R)N(dys < ?)}. (5)
dius R and locates atrq, 6, ); the locations of AP, MS2 and TR P
MS3 are(0,0), (r2,62) and(rs, f3). The coexistence prob- As shown in Fig. 2, the regioRg‘I)% stands for a feasible
ability Pog can be calculated as follows. region where MS1 can connect to MS2 without interfering
3.1 Uplink SIR Analysis the uplink signal from MS3 to the AP. Thus, the area of

In the uplink case the legacy infrastructure-based user Rg% can be computed as:

MS3 transmits data to the AP. Denof®, and Py the R da3 |
. =7m(—=)% - 1— 2, 6
received power from MS3 and that from MS1 at the AP, CR W(Z;/Oé) areat —area ©
respectively. From (2), the uplink SIR of the legacy Where d
infrastructure-based network (i.e. MS3 AP) can be ex- areal = ( 12/3; 2 (r—0') — R?0 + 2A ; )
pressed as Pso r Za
o130 _ (Mo d o
SIR; = 5= ()", ®) area2 = (=)’ — (r3z/*)’¢' —20" . (8)
wherer; andrs are the distancesgbetween AP to MS1 and Za

MS3, respectively. Similarly, we can express the SIR of a The definitions of parameters ¢, ¢, ¢, A, andA’ and

CR-based peer-to-peer ad hoc link from MS1to MS2 as  the detail derivation of (6), (7) and (8) will be detailed in
our journal version due to the page limit.



3.2 Downlink SIR Analysis: areal = (192! )2 (x — 0') — R?0 4+ 2A;  (19)
In the downlink casethe AP always sends data to the 9 — /a2 njay24r oAl (20
legacy user MS3 through the infrastructure link. From (2), ared (r227%)"0 = (raz 1°)°9/ + (29

the SIR of the infrastructure link can be written as: area3 = A'+(rz? a?ﬁg—lT‘%Z;/ “ sin o H
STR = 122 = (lon 2 Dy © | o
Pz Chys' s’ (r2212/ %y 2r2z’2/°‘ sin wg)—(R2¢1—§RQ sin 7). (21)

wherePy3 and P; 5 are the received power from the AP and

that from MS1 at MS3, respectively; ; stands for the dis-  The detailed derivations of (15) and (18) and the definitions
tance between MS1 to MS3;,,, h.,s andr; are given in  of the parameter8, 0', ¢, ¢', V1, V2, ¥3, A, A’, andA”

(2) and (3), respectively. Similarly, the SIR of the ad hoc Wwill be given in our journal version due to the page limit.

link can be expressed as 4 Shadowing Effects
SIR, = P — (hms )2(E)a 7 (10) In the following, we consider the shadowing impacts on
Py hey o d the coexistence probability. Due to shadowing, the mobile

where P, and Py, are the received power at MS2 from  station locating inside the regidRcr in (6), (15) and (19)
MS1 and that from AP, respectively; represents the dis-  may still fail to establish a peer-to-peer connection. Thus,
tance between MS2 and the AR, hns @nddi2 are de- e defineF(Pry) as the reliability that the coexistence
fined in (2) and (4). probability P in the presence of shadowing:

Substituting (9) and (10) into (1), we can obtain the co- F(Pen)=P{(SIR:> ) (SIR. > S1eR 29
existence probability of a CR-based ad hoc netw@lg; in (Por)=PA(STR:>z)N(SIR.>z)M crt (22)

the presence of the infrastructure-basednlinktransmis- ~ WhereSIR; andSIR, are influenced by shadowing. Note

sion as that F(Pcr) = 1 when shadowing is not considered. We
(d : . :
pl) _ Reo can expres$’'(Pcr) for uplink and downlink cases subject
crR wR2 to shadowing as:
= P{(d13 > nggl/a) N (d12 < 7’22;1/@) N (7‘1 < R)} 7(11) ® Ut)'lnk case:
F(P)) = P{(€s0 — €10 > 101logy(2:(52)%))

1 o R U
wherez, = z; R andz, = - R . Figure 3 shows the N(€1s — Egp > 1010g10(za(d12) ))MS1 € Rg;})%} (23)

coexistence regio®."), in the downllnk caseccording to e downlink case:
(11). To compute the area 6, ,, we first denote-* and F(P( r) = P{(&0 — &13 > 101logyo(2:(72)%))
r~ as the distances from the AP to the intersection points of
P N(&12 — &0z > 1010gg(24(%2)2))|MS1 € RYY) . (24)

. . 1/a .
the two+C|rcIes_of rad|U$3z ® andr,z, %, respectively. Recall that the shadowing component is a log-normally dis-
Then,r™ andr~ can be written as: : : i

1 P tributed random variable and thgs; is independent Gaus-
rto= dT{7'27“3 [rar3(za® + 2;%) + sin(f2 — 63)0 sian random variable with zero mean and the standard devi-
23 ation ofo¢. Assume thag; ; have the same standard devi-
“+cos(ls — 03)(d§3 - r%zfz — rgz )]} (12) ation for all: andj. Then, the difference between any two

1 2 2 &;,; becomes a Gaussian random variable W0, 20¢).
roo= dT{W"?) [rors(za® +2;%) — sin(02 — 03)9 Therefore,F(P")) and F(PY,) can be written
1010 z; 1010 o (G2

tcos(By — 03)(d3s — r3za — 3z )}, (13)  F(PLY)=Qf gwf( i \ 810 2a(75)" ): (25)
1010g120 s )0‘ 1010g10 za((d“

where FPYN=Q¢ B¢ =), (26)

5—\/2r2z/%(d2 +7’22/%)—(d2 —r2z/%)2—r4z/é (14) 220 220
3% 23 2~a 23 2~a 3% WhereQ o lf 712 dr.

Depending on the value ef" andr— R(CflR becomes:

5 MAC Layer Throughput Analysis
1. maz(r*,r7) < R: In Fig. 3(a), the area ORCR is

In this section, the MAC layer throughput for the inte-
RY), = m(dp32//*)? —areal —area2, (15)  grated networks with a CR-based ad hoc link and a legacy

where infrastructure connections is evaluated from a PHY/MAC

areal = (rpzlV )2 (m — 0') — R?0 + 2A;  (16) cross-layer perspective. Assume thétr, CR-enabled de-

area2 = (ryz/M/®)2¢ — (r3z'1/“) o — 27 . (17) vices andV non—QR devices are in the cell. Recall that the
CR-enabled device can sense its surrounding environment

2. maz(r*,r~) > R: InFig. 3(b), the area of, is and establish an additional ad hoc link without injuring the
RY), = W(dzszf/a) —areal—area2+area3, (18) existing infrastructure-based connection. Therefore, the to-
where tal throughput of hybrid infrastructure and CR-based ad hoc



network S¢g is contributed by the two parts, i.€; in the o4r
infrastructure-based link ansl, in the ad hoc connection, 035
and thus Scr=5;+5,. (27)
Assume the CSMA/CA MAC protocol is used to resolve
the channel contention in both the infrastructure-based and

LTl

Coexistence Probability

0.2f . .
peer-to-peer ad hoc links. In [11], the throughputof ot >,
the CSMA/CA MAC protocol with the channel impact and 01| 2 T oap(arayes .
multiuser capture effect is expressed as PN Ppnvmii '

(1 —Pns (N))E[P}

6 b)
—2 v+ (1—pns(N)) T+ N)T.—6 . B
I=(1-r) N (1=pns(N)TsFpns (N)Te Figure 4. Impact of the infrastructure uplink user's location on
whereN, E[P], Ts, T, andé represent the number of con- the coexistence probability.

tending stations, average payload size, average successful
transmission duration, average collision duration, and slot
duration. 7 and p,s(N) are the stationary transmission
probability and the failure probability in receiving a frame,
respectively. The detail derivation can be found in [11].

From (28), the cross-layer analytical model can be
applied to evaluate the throughput contributed from the
infrastructure-base(S;) and CR-based ad hd6&,,) links:

(L1—pns(N))E[P] . wf | -
5 : (29)
w+(1_pns(N))Ts+pns(N)Tc_(s
(1_pns(N/))E[P]
i+ (L= (N T+ puo (N T -
whereN’ = NcrPor.

For the infrastructure-based link, sinéé non-CR de-

vices contend for establishing an infrastructure-based link

WitE the AP, theztgronghput of finfrz;l]strggubre-bzseg r:mkl' K Therefore, there exists an optimal location of MS3 that can
is the same as (28). However, for the CR-based ad hoc lin lead to the maximal coexistence probability. In the consid-

since an infrastructure-based connection already exists iNored example, the maximal coexistence probability is 45%

the cell, onlyNcrPcr CR-enabled devices have the op- \nan the interferer MS3 is located at r=40 meters and the
portunity to establish an ad hoc link. Hence, the through- g\ i resholdz=» =0 dB. Forz.=».=3 dB Ppp=22.5%

. . . . (3 a . 3 a .
put of ad hoc linkS, is similar to (28), but the number of when MS3 is posited at (3G).

contending stations in (28) becom&s: z Pcr. Therefore,
substituting (29) and (30) into (27), we can consider the to- ba
tal throughput of the CR networK-g as two independent
networks with different number of contending statiaiis
andN¢ g Pog, respectively.

Mo, —

(2 8) 0 10 20 30 40 50 60 70 80 90 100

S:

Coexistence Probability

Si=

Se=

5’ (30) Figure 5. Impact of the infrastructure downlink user's location

on the coexistence probability.
decreasing the coexistence probability. On the other hand,
when MS3 moves away from AP, the SIR of the infrastruc-
ture link of MS3 also decreases due to higher path loss.

Figure 5 shows the coexistence probability of the CR-
sed ad hoc connection versus the distance from MS3 to
the AP. Whenz;=z,=0 dB, the coexistence probability re-
mains constant (i.ePcp=25%) as r< 100 meters. That is,
the downlink interference from the AP to the ad-hoc links
6 Numerical Results is independent of MS3's locations in this case. Neverthe-
In this section, we investigate the coexistence probability less, with a more stringent SIR requirements, e;gz,=3
and the throughput performance of a hybrid CR-based addB, the coexistence probability slightly decreases:ais-

hoc link and the infrastructure network. creases.
6.1 Coexistence Probability 6.2 Shadowing Effect on Pcr
Figure 4 shows the impact of infrastructure uplink trans-  In Fig. 6, comparing the reliability’cr with o¢=1 dB

mission on the coexistence probability of an ad hoc link and 6 dB in both the downlink case (solid lines) and uplink
and infrastructure-based link by changing the location of case (dotted lines), the larger the shadowing standard devia-
the infrastructure-based user MS3 within the entire cell. tion, the less the reliability of the mobile stations inside the
As shown in the figure, the coexistence probability versus Rcr region. For example, as MS3's locations change from
the distance from MS3 to the AP is a convex curve. This r3=0 tor3=100 meterd'cp is 90% foro:=1 dB, andFcr
phenomenon can be explained in two folds. On the oneranges between 60% to 70% foy=6 dB.

hand, when MS3 approaches AP, itis also closer to the CR- However, compared to the downlink case, the impact of
enabled ad hoc users, thereby causing high interference andhadowing onf¢r is very significant for the uplink case



Reliabiliy,

Figure 6. The impacts of shadowing on the reliabilif r for
different MS3's locations.

Normalized Throughput
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Figure 7. Throughput performance of the hybrid infrastructure
uplink and CR-based ad hoc transmissions.

when MS3 approaches the cell edge. As shown in the fig-

ure, For decreases from 90% to 50% even tr=1 dB.

7 Conclusions

In this paper, an analytical method to evaluate the co-
existence probability and the throughput performance for a
hybrid infrastructure-based and CR-based ad hoc network
is proposed. In this network, the CR-enabled device dy-
namically establishes a short-term ad hoc connection while
avoiding harmful interference to other licensed infrastruc-
ture links. Our numerical results show that the coexistence
probability for the hybrid infrastructure-based link and ad
hoc connection can be as high as 45% even considering the
shadowing impacts.
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