
. 

最佳線上即時智慧型控制系統的設計與作(3/3) 
 
 

國科會計畫編號: NSC-92-2213-E-009-056-  
成果發表會編號: 94-2213-E-009-014 

 
 
計畫主持人:  王啟旭 教授 
國立交通大學電機與控制工程系 
 
計畫協同主持人: 李祖添教授 
國立台北科技大學校長 
 
 

以下內容為本計劃三年來的執行成果。 
預計發表於 IEEE Trans. On Control Systems 
Technology。 



. 

Real-Time Hardware Implementation of 
Intelligent Adaptive Fuzzy Neural Network Controller 

For Uncertain Nonlinear Systems 
 

Abstract- In the thesis, true hardware implementation of 
an on-line intelligent adaptive TSK FNN controller is 
performed to control the planetary inverted pendulum. The 
hardware platform is dSPACE DS 1104 R&D control 
board under Windows XP running with MatLab. Excellent 
agreements have been obtained between theoretical 
simulation and hardware implementation. The effects of 
computational time delay for controller is also investigated 
through both software simulation and hardware emulation 
and by building SimuLink blocks in MatLab. The 
estimated maximum computational time delay can be quite 
practical for the industrial applications to choose cheaper 
hardware platform with less cost 

 
Keywords: Fuzzy Neural Network, TS-type FNN Model, 
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1 Introduction 
When we want to control a system, it usually has to be 

identified to have a mathematical model. But, in fact, it is 
often difficult to get the mathematical model, because the 
mathematical models of most systems are complex. Fuzzy 
neural network such as Takagi-Sugeno(TS)-Type FNN 
Model can simplify the process of identification of a 
system, and then the identified model can be controlled by 
the control technique. An on-line intelligent adaptive 
control was proposed in [1], which uses optimally trained 
TS-type FNN model [2] to identify an uncertain nonlinear 
system and then designs the controller with pole placement 
technique. Theoretically, applying the approach can obtain 
the TS-type FNN model of an uncertain nonlinear system 
in real-time environment and get a good controller to 
achieve the control specifications. The results of 
simulating some examples in [1] are good. But, it needs a 
large amount of computation to accomplish the training 
model, even though the optimal training [3] and the least 
square initialization [4] have shortened the process of 
training. In the implementation, computational delay will 
be an important factor in time delay. 

The theme of the thesis is to implement a controller 
to control a system with on-line intelligent adaptive 
control for uncertain nonlinear system using TS-type FNN 
models. The planetary inverted pendulum [7] will be 
controlled within the hardware platform, DS 1104 R&D 

control board. As the excellent results of some examples 
presented in the thesis [1], our simulation for the planetary 
inverted pendulum controlled by the on-line intelligent 
adaptive control approach is fine, too. For implementation 
of the on-line optimal training controller, the design of on-
line training process and the estimation for initial matrices 
for TS-type FNN model are the two major problems. The 
first one is how to train TS-type FNN model on-line. We 
use the “memory” and “pulse generator” blocks to build a 
training block to achieve the on-line training. We can 
determine the re-training time instant by setting the “pulse 
generator” block. For the second problem, it will be 
explained later. 

 
 
2 TS-Type FNN Model for Uncertain 

Systems 
A system can be represented by the following rules of 

TS-type FNN model [2], where Fij is the FNN set. 
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The above FNN system should be inferred as [1]: 
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and r is the number of rules for the uncertain nonlinear 
systems. Equation (2) shows that the system can be 
represented by a linear dynamical equation at any time 
instant, which can be inferred from the TS-type FNN 
model. The following Figure 1 shows the TS-type FNN 
model explained above. 
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Figure 1. TS-type FNN model for Uncertain Systems 

 
In Fig. 2-1, z1(t), z2(t), ..., zg(t), are the premise variables 
and r is the number of if-then rules and the Ai and Bi 
matrices are the locally linearized well-specified systems. 
The iA and iB  matrices in Fig. 1 are called Jacobian 
matrices [1] with 

( ) ( ) ( )i i ix t A x t B u t= +                     (4) 
In the on-line intelligent adaptive control method in [1], 
the TS-type FNN model will be trained, so that the 
matrices iA  and iB  will be different at different time 
instants. Furthermore if better initial iA  and iB  matrices 
are chosen, it can take less time to converge. Hence, the 
least square estimation-technique [4] is chosen to estimate 
the initial value of the iA  and iB  [1]. Assume the order of 
the linear subsystems of TS-type FNN model is n and the 
number of input is m, then we must measure n+m outputs 
to get the estimated initial matrices [1]. 
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Where the ε is the noise matrix, and θ and the set of 
outputs Y are presented as follows. 
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The TS-type FNN model for uncertain systems can be 
trained by using the on-line optimal training [1]. Because 
the dynamic optimal training [3] is very powerful for on-

line disturbance rejection, it will be utilized in the on-line 
optimal training of TS-type FNN model for uncertain 
nonlinear systems. 
Let the input training matrix R be 
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And the output matrix of the TS-type FNN model is 
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And the output matrix of the uncertain nonlinear system is 
xn
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The overall weighting matrix to include the uncertain Ai 
and Bi matrices can be shown as [1]: 
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Therefore the output of TS-type FNN model Y can be 
shown as: 

WRY T=                                 (11) 
It is therefore the purpose of on-line training to obtain the 
weighting matrix W . 
First, the squared error J and the error function E have to 
be defined: 
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From (12) and (13), we can have 
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Then the dynamical learning rates βopt for each iteration k 
can be determined by the dynamical optimal training in [3]. 
Define 
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The roots of aβ2 + bβ = 0 are (βu ,βl). The optimal learning 
rate βopt will be 

βopt = (βu+βl)/2 =  βt                          (18) 
This learning rate will not only guarantee the stability of 
the training process, but also have the fastest speed of 
convergence. Then, the on-line training rule for each 
subsystem is shown as 

,
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The Ai and Bi matrices for each subsystem of TS-type FNN 
model can be updated simultaneously by using (20) at the 
beginning of each time interval. The final linear dynamic 
equation, (Af, Bf), of the uncertain nonlinear system has 
been inferred from (2) at the beginning of any time 
interval. Then, the pole placement technique can be used 
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to design the controller [1]. The overall design process can 
be seen from the following Figure 2, which is from [1]. 
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Figure 2. Overall design process 

 
 
3 Design Algorithm 
Step (1)    Specify desired stable poles. 
Step (2)  Define the r nominal operating points and the 

corresponding membership functions 
for )(tx and )(tx . Use any input u(t) to excite 
the uncertain nonlinear system and measure 
sufficient data information of )(tx and )(tx . 
In real implementation, it is easier to use step 
commands to trigger the system to get 
sufficient response data. Apply (5) to find the 
initial weighting matrix ( )0iW of each 
subsystem for i=1, …, r. 

Step (3)       Apply pole placement to design the controller. 
Step (4)     If the norm of tracking error > e1, a specified 

threshold, GOTO Step (2),    Else GOTO Step 
(5). 

Step (5)     Measure on-line )(tx and )(tx . For i=1,…, r, 
applying (18) to find the optimal learning 
rates to train the weighting matrix of each 
subsystem. The optimal training must 
continue until relative errors of Wi are less 
than another pre-defined threshold e2. 

Step (6)      GOTO Step (3) 
 

Adaptive Rules for updating the closed-loop system in 
Figure 2-2 

If Thresholdt >||)(|| ε  
               Apply all Steps to update the TS-type FNN 

model, us(t) and Kp 
Else 

Stand Still 
End. 
 
 

4 Real-Time Control of Planetary 
Inverted Pendulum 

      We perform the simulation for the inverted pendulum 
system in SimuLink. The control objective of this control 
system is to stabilize the inverted pendulum. The dynamic 
equation of the planetary train type inverted pendulum is 
shown in (20) [7]. 

0 0149.3003sin 2214.3uθ θ= +                 (20) 
The control system model and the controller are shown in 
Figures 3 ~ 5. Figure 6 illustrates the trajectory for θ0 with 
the initial condition [ ]0 0 2 0.17θ θ⎡ ⎤ = −⎣ ⎦ . 
 

 
Figure 3. Simulation model of the planetary inverted 

pendulum system 

 
Figure 4. Block diagram of “Design Controller” in  

Figure 3 
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Figure 5. Block diagram of “Trained TK-Model” in  

Figure 3 
 

 
Figure 6. Trajectories for 0θ  in Figure3 

 
we consider the effect of time delay on the angular control 
system of planetary inverted pendulum. We can find that 

0θ  and 0θ  are always oscillatory and the longer is the 
delay time, the more oscillatory the responses will be. 
From Figure 7, the time delay of 0.022s is almost the 
maximum time delay for the inverted pendulum system 
with the on-line optimal trained controller. 

 
Figure 7. Trajectories of 0θ  with delay time = 0.022s 

 

 
Figure 8. Trajectories of 0θ  with delay time = 0.023s 

 
 
5 Hardware Implementation 

We design the controller in SimuLink and generate the 
control program and then sent it into the hardware 
platform, DS 1104 R&D control board, to control the 
inverted pendulum system. The overall control process is 
shown in Figure 9. 
 

 
Figure 9. Overall hardware configuration using DS 1104 

 
For the implementation of the controller for the planetary 
inverted pendulum system, we build the control block in 
SimuLink and generate the C code, and then sent the C 
code into the dSPACE hardware. We will operate the 
hardware to control the planetary inverted pendulum 
through the dSPACE system interface. 
      In the real planetary inverted pendulum system, the 
input is voltage. The mathematical relation between torque 
and voltage is unknown, so that the mathematical relation 
between the voltage and the angle of inverted pendulum is 
uncertain and nonlinear. 
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Figure 10. Block diagram of “FNN controller” 

 
In Figure 10, the “Trained TK-Model” block produces the 
inferred (Af, Bf) system matrices to represent the inverted 
pendulum system and the “Design Controller” block 
applies pole placement technique to design the controller. 
Figure 11 shows the detail of the “Trained TK-Model” 
block and the detail of the “Design Controller” block can 
be seen in Figure 12. Figure 13 shows the trajectory for 

0θ . 
 

 
Figure 11. Block diagram of “Trained TK-Model” 

 

 
Figure 12. Block diagram of “Design Controller” 

 

 
Figure 13. Trajectory of θ0 during the stabilization of the 

pendulum 
 
Figure 14 shows the trajectory of θ0 for the stabilization of 
the pendulum with time delay = 0.019s. 

 
Figure 14. Trajectory of θ0 to stabilize the pendulum with 

time delay = 0.019s 
 

Figure 15 shows the trajectory of θ0 for the stabilization of 
the pendulum with time delay =0.020s. 
 

 
Figure 15. Trajectory of θ0 to stabilize the pendulum with 

time delay = 0.020s 
 
From Figure 14, 0.019s is almost the maximum allowed 
time delay for the real inverted pendulum control system 
with on-line optimal trained controller in the dSPACE 
control platform. The maximum allowed delay time for the 
inverted pendulum control system in simulation is about 
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0.022s. If we assume the maximum time delay from 
simulation is correct, then the computational time for the 
on-line controller is less than 0.003s (=0.022s-0.019s). 
This will change when different hardware platform is 
applied. Thus it is obvious that we can still use slower 
hardware platform to control the planetary inverted 
pendulum system to reduce the cost. 
 
 
6 Conclusion 

The on-line adaptive intelligent control for uncertain 
nonlinear systems by using TS-type FNN models proposed 
in [1] has been fully implemented using real hardware 
platform, i.e., DS 1104 R&D control board, under MatLab 
SimuLink. The planetary inverted pendulum was adopted 
as the real example to be controlled. The initial 
perturbation was done by various step commands to get 
the initial TS-type FNN model matrices. Then the on-line 
optimal training algorithm was implemented in SimuLink 
to drive the DS 1104 R&D control board to control the 
planetary inverted pendulum. Excellent results have been 
obtained to show the feasibility of hardware 
implementation of the control algorithm in [1]. The 
computational time delay to obtain the control signal has 
also been studied using real hardware emulations. The 
computational time delay of the planetary inverted 
pendulum using DS 1104 R&D control board has been 
estimated to be less than 0.003 seconds. This is within the 
maximum allowable computational time of 0.022 seconds, 
which is assumed to be correct by a pure computer 
simulation. This result can be very meaningful for 
industrial applications by choosing cheaper hardware 
platform with less cost to achieve the same control 
purpose. 
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