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Abstract 
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Project Halo aims at exploring the resource 
selection and usage control issues pertained to 
persisting multimedia services offered over 
peer-to-peer overlay networks. In this report, 
we describe the work done in three areas during 
the first year of the project: (1) the provision of 
resilient application layer multicast (ALM) to 
the peers with intermittent and asymmetric 
connectivity such as the mobile nodes with 
wireless links, (2) the inference of peer per-
formance or trustworthiness through a 
scaleable algorithm for aggregating peer 
reputation, and (3) the specification of 
multimedia usage control policies as well as the 
first attempt to verify these policies using a 
temporal logic checker, J-Mocha. Among these 
three efforts, the work on resilient ALM has 
yielded a robust mechanism for providing 
quasi-real time audio- visual streaming among 
cellular phones and PDAs scattered over the 
world. The mechanism is ready for actual 
implementation and deployment. The other 
pieces of work, namely the aggregation of peer 
reputation and the verification of multimedia 
usage control policies are in their early stages. 
More efforts must be spent in order to turn 
them into useful tools. 

Subproject (1) – Resilient Application 
Layer Multicast for Peers with 
Asymmetric and Intermittent 
Connectivity 
1. Objective 
As multi-receiver multimedia applications, like 
video conferencing, Internet television, on-line 
gaming and e-learning become increasingly 
popular on the Internet, multicast becomes a 
mechanism much need to be developed. 
Because of practical issues [1], IP multicast has 
not been globally deployed. Hence, an 
alternative approach known as application layer 
multicast (ALM) has been proposed. The 
concept of application layer multicast is that 
data packets are replicated at peers (user’s 
desktops or mobile devices) and send to their 
topological children in the ALM service. In this 
effort, we tried to confront two challenges for 
providing ALM services to household users. 

1. Peers with asymmetric connectivity for up 
and down links, like ADSL, VDSL or 
Cable modem, often have narrow upstream 
bandwidth. The capacity of peer’s upstream 
bandwidth will influence on how many 
topological children it can support. 

2. Peers, especially the mobile ones that use 
wireless links, may be disconnected from 
the network at any time, and thus cause the 
ALM services they render with unexpected 
performance degradation. 
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2. Approach 
We devised a resilient application layer 
multicasting (ALM) mechanism, which has 
several desirable properties. 

1. Peers can tolerate a small number of packet 
delay or loss and they still can receive 
complete message in time. 

2. A sudden breakdown of some peers or links 
won’t disrupt the reception of downstream 
peers.  

3. Streaming data can be retrieved only by the 
peers subscribing to the ALM service, but 
not by the peers helping to provide the 
service. 

We solve the asymmetric connectivity issue by 
making full use of peers’ upstream bandwidth 
and increasing the total upstream bandwidth of 
the service. 

To reach the purpose we described, we use 
three approaches, which are described in the 
following paragraphs. 

(A) Information Dispersal Algorithm 

Rabin’s Information Dispersal Algorithm (IDA) 
[2] is used to process the message generated 
from source peer and a message will be divided 
into several stripes. The peers can’t know any 
content without receiving a constant number of 
stripes. There are two meanings. First, it means 
you can’t know any content of the message 
from one or few stripes. Therefore, if some 
peers have no authority to read the message, we 
only need to make sure not to let them receive 
too many different stripes of the message. 
Second, it means peers don’t need to receive 
whole stripes of a message and they can still 

know the complete message. By this 
characteristic, we can improve the fault 
tolerance and robustness of data transmission. 

(B) Multiple stripes 

Each message transported from source peer that 
provide streaming data will be divided into 
several stripes [3]. In the multicasting tree 
formation, we not only construct one tree, we 
construct as many different trees as the number 
of stripes that one message is divided into. And 
each tree transmits different stripe of the 
message. This approach will lead to two 
advantages. First, each stripe will pass through 
different path. When one peer leaves or crashed, 
descendants of the peer will only lose one 
stripes and they still can receive other stripes. 
Furthermore, when a hop of the path is 
congested, it only influences on the reception 
of one stripe. Second, a stripe is much smaller 
than a message. The advantage is that a peer 
with low upstream bandwidth can also support 
several children because the data it needs to 
retransmit is small enough. Therefore, every 
peer can fully utilize their upstream bandwidth. 

(C) Helper  

Because the lack of upstream bandwidth, even 
we use multiple stripes approach to fully utilize 
every peer’s upstream bandwidth; it is still 
possible that new peers can not find the parent 
in the tree that can provide them smooth 
streaming data. Therefore, the service will 
request some peers called helper that still have 
unnecessary bandwidth to join and share their 
bandwidth to increase the total upstream 
bandwidth of the service. With the aid of the 
helpers, the service can accept more peers and 
each peer can receive the streaming data 
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Figure 1: Application Layer Multicast (ALM) System
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smoothly. 

3. Results  
We have combined the three approaches we 
mention above and produced a new application 
layer multicast system which is showed in 
Figure 1. In an ALM system, there are many 
ALM services and each service provides 
different streaming data. Every ALM service 
uses information dispersal algorithm, multiple 
stripes, and helper approach to operate 
independently. Each user who joins the system 
is called a peer. The peer who provides 
streaming data is called source peer. The peer 
who wants to receive the streaming data of the 
service and join it is called subscriber in that 
service. And for other services, it is a helper. 
The peer who doesn’t join any service of the 
ALM system is called idle peer. And the idle 
peer is also a helper for all services in the 
system. 

Currently, the simulation experiments are in 
progress. Because we lack the approach of 
topology construction, we adopt the existent 
tree construction approach [3] [4] to do our 
simulation. In future, we will devise a new 
distributed topology construction approach. 
And also, we will implement our mechanism to 
experiment in real network. 

 
Figure 1. Network topology of Peer-to-Peer ALM 
Simulation1 

____________________________________ 
1 The ALM simulation network consists of 380 routers 
and 100 hosts – among them, 10 hosts are subscribers. 

 
Figure 2. Packet latencies at two dispersed sub-
scribers as more subscribers and helpers were 
introduced to the ALM trees. 

 
Figure 3. Recovered frame counts at two dispersed 
subscribers as more subscribers and helpers were 
added to ALM trees. 

Subproject (2) – Scaleable Reputation 
Management for DHT-based Peer-to- 
Peer Networks 
1. Objective 
In a peer-to-peer service grid, when a user 
needs some resources, he will search for peers 
which provide the wanted resources and decide 
to get the resources from one of these peers. 
But there will be no central servers managing 
the whole peers in such a peer-to-peer network, 
and peers always join and leave dynamically. 
It’s difficult for us to know who and where the 
peers exactly are. So the only way to help us to 
make decision is asking for other peers’ 
recommendation. By gathering, combining and 
evaluating others’ opinions, we can select the 
best one from all resource providers and start to 
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get resources from it.  

The main problem is how to select the best 
provider of a wanted resource in an ad-hoc grid 
environment, especially in DHT-based peer-to- 
peer network [5]. We need some decentralized 
mechanisms to maintain the collection of 
recommendations from peers. After gathering 
information, it is necessary to appraise the 
trustworthiness of the information and evaluate 
the reputation consisting in the recommenda-
tions [6][7][8][9]. 

2. Approach 
To reduce the cost of reputation collection, we 
let users pick up reputations along the search 
paths when searching for destination nodes. 
And to increase the number of reputations 
collected possibly, we make some adjustments 
in the storage and gathering of reputation 
scores: 

1. In DHT-based architecture, if all nodes 
only keep their own reputation scores, users 
can only collect at most ⎡log2N⎤ (where N 
is the total number of peer nodes in the 
network) reputation scores along the 
searching path. To improve the condition, 

users have to store their own reputation 
scores additionally in other peer nodes, so 
that users can get more other peer nodes’ 
reputation scores when they go through the 
searching path. 

2. For a certain destination node, all peer 
nodes’ searching paths are different. So 
some searching paths are longer and some 
are shorter. The longer the searching path is, 
the more reputation scores the user may get. 
To average the number of reputation scores 
which peer nodes can gather along their 
own searching path, we design a scheme 
about complementary nodes. We assign a 
complementary node to every peer node. 
The shorter the searching path of the peer 
node, the longer the complementary node’s 
searching path. And the sum of the length 
of the two searching paths (originated from 
the peer nodes and the complementary 
nodes) will be ⎡log2N⎤ . When a user 
gathers reputation scores, he can send 
requests to his complementary node and 
query for the reputation scores along the 
searching path of the complementary node. 
So every node will actually get the 
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Figure 4. Disposition of aggregated reputation along DHT search paths 



 5

reputation scores stored in ⎡log2N⎤ nodes. It 
is also helpful to increase the number of 
reputation scores which most peer nodes 
can get. 

After gathering enough reputation scores, users 
will estimate the trustworthiness of the nodes 
providing reputation scores and evaluate the 
information consisting in the reputations. 
According to the result, users can select the 
best provider and start to get resources. 
Moreover, users can assign new reputation 
scores to the provider after interacting with it 
and adjust the trustworthiness of the nodes 
from which users have received reputation 
scores. It is important to make sure that all 
information is up to date. 

3. Results 
Our mechanisms for maintenance of reputation 
scores are applicable to all DHT-based peer-to- 
peer networks. And now we can let users get 
θ(N) reputation scores by interacting ⎡log2N⎤ 
nodes averagely (where N is the total number 
of peer nodes in the network). Compared to the 
original reputation numbers, ⎡log2N⎤ , θ(N) is 
obviously better, especially when N is large.  

There are also many problems worth 
researching. The assignment of reputations can 
be multi-scoring, so the evaluating schemes 
have to consider that what attributes will 
influent the decision making most. Additionally, 
the part of trust management is also improvable. 
The assignment and adjustment of 
trustworthiness can be more accurate. At last, 
the whole mechanism can be more practical 
and be applied to real peer-to-peer application, 
such as file sharing system. 

Subproject (3) – Verification of Multi-
media Usage Control Policies using 
Temporal Logic Checker 
1. Objective 
Persisting Internet services such as WebTV, 
video conferences and on-line games must be 
monitored and controlled throughout the use of 
these services as some of the resources, users 
and/or system components may change their 

attributes/states, which may in turn alter the 
eligibility of the services. Notably, the control 
decisions often refer to the following factors. 

• Participant identities and attributes — the 
identities may include local identities and 
pseudonyms, and the attributes shall include 
security relevant ones such as capability 
and reputation. 

• Resource usage constraints — they are 
assigned by resource owners or external 
administration to enforce traditional 
discretionary or mandatory access control. 

• Service contexts — they embody the 
environmental and situational factors under 
the influence of which the service may or 
may not be delivered or used.  

These parameters were often considered in 
traditional access control problems. Yet, the 
introduction of subject/object anonymity, 
persistent services and dynamic contexts has 
created a new set of operational scenarios 
unforeseen in previous applications. So much 
so that it prompted experts in Role Based 
Access Control (RBAC) [10] to expand and 
rename the field as Usage Control [11]. In 2002, 
Ravi Sandhu proposed a usage control model 
called UCONabc [12]. The model introduced 
three components: authorization, obligation 
and condition. These three components com-
bined with attribute mutability are deemed 
adequate for specifying usage control policies. 

In this effort, we would like to construct a 
concrete usage control model for digital home 
multimedia applications based upon the 
UCONabc framework and use a temporal logic 
model checker, J-Mocha, to verify the usage 
control policies written according to our 
proposed model. 

2. Approach 
Our first attempt was to develop a concrete 
form for the multimedia usage control policies. 
By analyzing various usage scenarios – for 
example, a child is only allowed to watch 
movies in specific time and place specified by 
his/her parents – we identified the essential 
components of the multimedia usage control 
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policies. By matching these components with 
those in UCONabc framework, we developed a 
concrete policy model. Figure 5 shows in UML, 
the essential components of multimedia usage 
control policies. 

By applying temporal logic checking onto the 
usage control model, we aim at achieving the 
following two things: 

• Inconsistency check: it can discover contra-
dictions in the policies that result in false 
cases; 

• Usage condition analysis: it can identify 
one or more collections of cases that satisfy 
the set of policies. 

3. Results 
We chose to use a temporal logic checker 
J-Mocha [13][14] to conduct policy verification, 
and use the UNITY program specification 
language to express our policies. Our pre-
liminary investigation showed that the speci-

fication of usage control policies requires so-
phisticated data structures usually unavailable 
in BDD-based model checkers. Consequently, 
we are exploring the use of pre-processing 
techniques to reduce the complexity of usage 
control policies. 

Self Evaluation 
Among the three efforts we conducted since 
August 2005, the work on resilient ALM has 
yielded a robust mechanism for providing 
quasi-real time video streaming among cellular 
phones and PDAs scattered over the world. The 
mechanism is ready for actual implementation 
and deployment. 

The other two pieces of work, the aggregation 
of peer reputation and the verification of 
multimedia usage control policies are in their 
early stages. The reputation aggregation 
method allows peer users acquire the reputation 
scores of their targets along their search paths. 
Nevertheless, a viable way to discover the 
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Figure 5. UML Diagram of Multimedia Usage Control Policies 
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potential bias of individual reputation scores 
will need to be devised. 

The attempt to verify usage control policies 
using temporal logic checker proven to be pre-
mature as BDD-based verification techniques 
generally lack the ability to handle complete 
data structures. A pre-processing techniques is 
currently searched in order to overcome the 
problem. 
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