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Abstract

In the era of post-genomics, it is highly

important to explore the biological
functions through high-throughput
techniques. The biological data from these

new techniques include sequence data,
protein-protein interaction, biochip data of
DNA microarray, protein array, and so forth.
The fast accumulations of these biological
data raise big challenges to statistical
analysis. In this three-year project, we aim
to develop methods and perform analysis of
biological networks and pathways from
statistical perspectives.

In particular, we will investigate the
statistical properties of Boolean networks,
Bayesian networks, and dynamic systems
by differential equation models for the
biological networks and pathways by
biological data at the genomic scale.
Specifically, we will investigate the
following issues. The first issue is the
development of statistical models for
various biological data to account for
biological variations, experimental factors,
and random errors. Then, statistics and
estimates will be proposed to remove the
systematic and noise effects. We can
therefore evaluate the association and
regulation between biological elements
more accurately.  Hypothesis testing or
confidence intervals will be constructed.
The control of false negatives and positives
will be implemented. The search of
functional and structural relationships will
be further studied.

At the end of this project, statistical
methods for the analysis and reconstruction
of biological networks and pathways will be
developed for different types of biological
data by high throughput techniques. The
integration of biological databases for the



same and related techniques will be
discussed as well. These new statistical
methods will not only provide tools for
analysis of biological data but also suggest
new insights to other types of studies related
to networks and pathways in scientific
investigations.

Keywords: Biological Networks, Pathways,
Protein-Protein  Interaction,  Microarray,
Boolean Networks, Bayesian Networks,
Dynamic Systems by Differential Equation
Models.
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Currently, the studies in functional
genomics and system biology related to
biological networks and pathways are one of
the most challenging research topics due to
the fast accumulations of biological data by
high  throughput techniques, including
sequence data, protein-protein interaction,
biochip data of DNA microarray, protein
array, and so on. There are three major
types of approaches that could be applied for
modeling biological networks and pathways
(de Jong 2002): Boolean networks, Bayesian

networks, and dynamic systems by
differential equations.  This project will
investigate  their  statistical ~ properties,

improvements and integration.
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1. Statistical methods for identifying yeast
cell cycle transcription factors. PNAS
(Proceedings of the National Academy
of Sciences of the United States of
America), 102, 38, 13532-13537
(http://www.pnas.org/cgi/reprint/102/38
/13532).

Abstract:

Knowing transcription factors (TFs) involved
in the yeast cell cycle is helpful for

understanding the regulation of yeast cell
cycle genes. We therefore developed two
methods for predicting (i) individual cell
cycle TFs and (ii) synergistic TF pairs. The
essential idea is that genes regulated by a cell
cycle TF should have higher (lower, if it is a
repressor) expression levels than genes not
regulated by it during one or more phases of
the cell cycle. This ideacan also be used to
identify synergistic interactions of TFs.
Applying our methods to chromatin
immunoprecipitation data and microarray
data, we predict 50 cell cycle TFs and 80
synergistic TF pairs, including most known
cell cycle TFs and synergistic TF pairs.
Using these and published results, we
describe the behaviors of 50 known or
inferred cell cycle TFs in each cell cycle
phase in terms of activation/repression and
potential  positive/negative interactions
between TFs. In addition to the cell cycle,
our methods are also applicable to other
functions.

2. Method for identifying transcription
factor  binding sites in  yeast.
Bioinformatics, Advance Access
published online on April 27, 2006
(http://bicinformatics.oxfordjournals.org
[cqgi/content/abstract/btl160v1).

Abstract:

Motivation: Identifying transcription factor
binding sites (TFBSs) is helpful for
understanding the mechanism of

transcriptional regulation. The abundance and
diversity of genomic data provide an
excellent opportunity for identifying TFBSs.
Developing methods to integrate various
types of data has become a major trend in this
pursuit.

Results: We develop a TFBS identification
method, TFBSfinder, which utilizes several
data sources, including DNA sequences,
phylogenetic information, microarray data
and ChlP-chip data. For a TF, TFBSfinder
rigorously selects a set of reliable target
genes and a set of non-target genes (as a
background set) to find over-represented and



conserved motifs in target genes. A new
metric for measuring the degree of
conservation at a binding site across species
and methods for clustering motifs and for
inferring  position weight matrices are
proposed. For synthetic data and yeast cell
cycle TFs, TFBSfinder identifies motifs that
are highly similar to known consensuses.
Moreover, TFBSfinder outperforms
well-known methods.

3. Image  Segmentation of cDNA
Microarray Spots Using the Gaussian
Mixture Model. Technical Report.

Abstract:

The segmentation of cDNA microarray spots
is essential in analyzing the intensities of
microarray images for biological and medical
investigation. In this work, the Gaussian
mixture model is applied to segment
two-channel cDNA microarray images. This
approach groups pixels into foreground and
background. The segmentation performance
of this model is tested and evaluated with
reference to simulation and real microarray
data. Additionally, the adaptive irregular
segmentation approach employed in GenePix
Pro 6.0 is compared. In particular, spike
genes with various contents are spotted in a
real microarray to examine and evaluate the
accuracy of the segmentation results.
Duplicated and swapped designs are also
employed to elucidate the implementation
and accuracy of the model. Results of this
study demonstrate that this method can
cluster pixels and estimate statistics
regarding spots with high accuracy.

P R R IR

g batedR g ¢ o T g A R
TR EE RG> E XY P Jfﬂ °
Fp R - I R A R IR 2 KR T
HEH T 4 o TR - o Bn Rt i’"'
FRATH > R B T AAF Arhs A
1o FR 0 A J.%m/gz u/f T AEE &
13 RE o 4 FPEE R BT i

T BRI R

1. Akutsu T, Kuhara S, Maruyama O,
Miyano S. Identification of genetic
networks by strategic gene disruptions
and gene overexpressions under a
Boolean model. Theoretical Computer
Science. 2003;298:235-251.

2. Akutsu T, Miyano S, Kuhara S.
Algorithms for identifying Boolean
networks and related biological networks
based on matrix multiplication and
fingerprint function. J Comput Biol.
2000;7(3-4):331-43.

3. Akutsu T, Miyano S, Kuhara S. Inferring
qualitative relations in genetic networks
and metabolic pathways. Bioinformatics.
2000 Aug;16(8):727-34.

4. Beer MA, Tavazoie S. Predicting gene
expression from sequence. Cell. 2004
Apr 16;117(2):185-98.

5. Chen HC, Lee HC, Lin TY, Chen BS.
System Stabilization mechanism of small
heat shock proteins. Bioinformatics.
2004;to appear.

6. Chen HC, Lee HC, Lin TY, Li WH, Chen
BS. Quantitative characterization of the
transcriptional regulatory network in the
yeast cell cycle. Bioinformatics. 2004
Aug 12;20(12):1914-27.

7. Chen T, He HL, Church GM. Modeling

gene  expression  with  differential
equations. Pac Symp  Biocomput.
1999;:29-40.

8. Datta A, Choudhary A, Bittner ML,
Dougherty ER. External Control in
Markovian Genetic Regulatory Networks.
Machine Learning.
2003;52(1-2):169-191.

9. Datta A, Choudhary A, Bittner ML,
Dougherty ER. External control in
Markovian genetic regulatory networks:
the  imperfect  information  case.
Bioinformatics. 2004;20(6):924-930.

10.de Hoon MJ, Imoto S, Kobayashi K,
Ogasawara N, Miyano S. Inferring gene
regulatory networks from time-ordered
gene expression data of Bacillus subtilis
using differential equations. Pac Symp
Biocomput. 2003;:17-28.

11. de Jong H. Modeling and simulation of



12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

genetic regulatory systems: a literature
review. J Comput Biol.
2002;9(1):67-103.

Friedman N. Inferring cellular networks
using probabilistic graphical models.
Science. 2004 Feb 6;303(5659):799-805.
Friedman N, Linial M, Nachman I, Pe'er
D. Using Bayesian networks to analyze
expression data. J Comput Biol.
2000;7(3-4):601-20.

Hashimoto RF, Kim S, Shmulevich I,
Zhang W, Bittner ML, Dougherty ER.
Growing genetic regulatory networks
from seed genes. Bioinformatics. 2004
May 22;20(8):1241-7.

Imoto S, Higuchi T, Goto T, Tashiro K,
Kuhara S, Miyano S. Combining
microarrays and biological knowledge for
estimating gene networks via Bayesian
networks. J Bioinform Comput Biol. 2004
Mar;2(1):77-98.

Kim S, Imoto S, Miyano S. Dynamic
Bayesian network and nonparametric
regression for nonlinear modeling of
gene networks from time series gene
expression data. Biosystems. 2004
Jul;75(1-3):57-65.

Kim S, Li H, Dougherty ER, Cao N,
Chen T, Bittner M, Suh EB. Can Markov
Chain  Models  Mimic  Biological
Regulation? Journal of Biological
Systems. 2002;10(4):431-445.

Li L and Lu HHS. Explore Biological
Pathways from Noisy Array Data by
Directed Acyclic Boolean Networks. J
Comput Biol. 2004;to appear.

Liang S, Fuhrman S, Somogyi R. Reveal,
a general reverse engineering algorithm
for inference of genetic network
architectures. Pac Symp Biocomput.
1998;18-29.

Lu HHS, Wu HM. On visualization,
screening, and classification of cell
cycle-regulated genes in yeast. The 14th
International Conference on Genome
Informatics (GIW2003). 2003;:344-345.

Nachman |, Regev A, Friedman N.
Inferring  quantitative  models  of

regulatory networks from expression data.

Bioinformatics. 2004 Aug 4;20 Suppl
1:1248-1256.
Nariai N, Kim S, Imoto S, Miyano S.

23.

24,

25.

26.

217.

28.

29.

30.

31.

Using protein-protein interactions for
refining gene networks estimated from
microarray data by Bayesian networks.
Pac Symp Biocomput. 2004;:336-47.
Pe'er D, Regev A, Elidan G, Friedman N.
Inferring subnetworks from perturbed
expression  profiles.  Bioinformatics.
2001;17 Suppl 1:5215-24.

Qin H, Lu HH, Wu WB, Li WH.
Evolution of the yeast protein interaction
network. Proc Natl Acad Sci U S A. 2003
Oct 28;100(22):12820-4.

Shmulevich 1, Dougherty ER, Kim S,

Zhang W.  Probabilistic  Boolean
Networks: a rule-based uncertainty model
for gene regulatory networks.

Bioinformatics. 2002 Feb;18(2):261-74.
Shmulevich I, Dougherty ER, Zhang W.
Gene perturbation and intervention in
probabilistic Boolean networks.
Bioinformatics. 2002
Oct;18(10):1319-31.

Shmulevich I, Dougherty ER, Zhang W.
From Boolean to probabilistic Boolean
networks as models of genetic regulatory
networks. Proceedings of the IEEE.
2002;90(11):1778-1792.

Shmulevich I, Gluhovsky I, Hashimoto R,
Dougherty ER, Zhang W. Steady-State
Analysis of Genetic Regulatory Networks
Modeled by Probabilistic Boolean
Networks. Comparative and Functional
Genomics. 2003;4(6):601-608.
Shmulevich I, Kauffman SA. Activities
and Sensitivities in Boolean Network
Models. Physical Review Letters.
2004;93(4):048701(1-4).

Shmulevich I, Lahdesmaki H, Dougherty
ER, Astola J, Zhang W. The role of
certain Post classes in Boolean network
models of genetic networks. Proc Natl
Acad Sci U S A 2003 Sep
16;100(19):10734-9.

Tamada Y, Kim S, Bannai H, Imoto S,
Tashiro K, Kuhara S, Miyano S.
Estimating gene networks from gene
expression data by combining Bayesian
network model with promoter element
detection. Bioinformatics. 2003 Oct;19
Suppl 2:11227-11236.



SRR
FRER TP ELR R L EE TR 2

xR 4 P e o B S s 2 47 (1/2) S

356K ORI ORIOIOROIKOIIGIORIOGIOKOIOEOK

PEEgE x BUAE LFEARR
34 %EL 1 NSC94-2118-M-009-010
HEFHPH 947282 1p1 9B ET? 310

G TR R ERE R e 2abll) LS e
LRafEAo
VRPEARC

A KIRL e FEUT )@ﬁ{?‘;fp.
D{WP4izﬂ?~Hﬁ
Dawr BT P o mwﬁ
IR R ?mgéulﬁ*ﬁﬁa;ﬁ £ - i
DH%AWP”&%ﬂFpﬂﬁr——%

;ﬁ = H >

PooE X R 95#& 57 157



