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摘 要 

這個計劃的主體主要分為三個部份(一): 寬頻分碼多重存取(WCDMA)系統中
高速向下連結封包存取(HSDPA)的停滯防制(stall avoidance)機制之性能比

較;(二):多速率寬頻分碼多重存取系統中使用速率變換於傳輸控制協定層(TCP)

及實體層之擁塞控制機制 (三):HSDPA的封包排程(scheduling)技術之研究。 

第一部份，我們使用分析的方法比較了 WCDMA中HSDPA的三種stall 

avoidance的方法：計時器基礎、視窗基礎、以及指示器基礎的方法。為了達到

比較的目的，我們首先定義了一個新的評量標準稱為間空處理時間。再者，分別

推導了三種stall avoidance方法的間空處理時間的公式。藉由公式分析及模擬

結果，我們發現指示器基礎的stall avoidance的表現優於計時器基礎以及視窗

基礎的方法。此外，我們所推得的分析公式也有助於決定在停止與等待的混合自

動重傳要求機制中的平行傳輸通道的數量。同時，也可以利用此公式配合允許進

入系統的用戶數。 

第二部份，我們提出了一個明確速率變換警示(ERCN)機制以改善WCDMA系統

的TCP表現。我們首先推導了TCP層的最大暫存器容量與實體層之間的關係，並且

我們得到了平均流量的表示法。再這個表示法中包含了幾個變數分別是，暫存大

小，暫時延誤及通道容量。我們所推導的公式有助於隨機變換速率的無線電系統

中TCP及實體層的跨層級系統設計。 

第三部份討論了高速向下連結中在考慮通道影響、延遲時間以及公平性的情

況下最佳的封包排程技術。我們利用一個公平性指標評價了最大信號干擾比

(maximum C/I) 排程法、知更鳥式循環(Round Robin)排程法、比例式公平

(proportional fair)排程法以及指數型法則(exponential rule)排程。而後我

們發現在這樣的公平性指標的定義下，上述的方法無法達到有效的公平性原則。

因此我們提出了序列式指數型法則(queue-based exponential rule)排程法，使

系統能夠同時達到公平性，高流量以及低延遲的指標。 
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Abstract 
This report consists of three parts (1) gap-processing time analysis of stall 

avoidance schemes for high speed downlink packet access with parallel hybrid 
automatic repeat request (HARQ) mechanisms; (2) a transmission control 
protocol(TCP)-physical cross-layer congestion control mechanism for the multirate 
wideband code division multiple access (WCDMA) system using explicit rate change 
notification; (3) packet scheduling for the WCDMA system with HSDPA. 

In the first part, we present an analytical approach to compare three stall 
avoidance schemes: the timer-based, the window-based, and the indicator-based 
schemes for the HSDPA in WCDMA. To this end, we first propose a new 
performance metric -- gap-processing time. Second, we derive the closed-form 
expressions for the average gap-processing time of these three stall avoidance 
schemes. Further, by analysis we demonstrate that the indicator-based stall avoidance 
scheme outperforms the timer-based and the window-based schemes. The developed 
analytical approaches can help determine a proper number of processes for the 
parallel SAW HARQ mechanisms. We also show that the analytical formulas can be 
used to design the number of acceptable users for an admission control policy subject 
to the gap-processing time constraint.  

In the second part, we propose an explicit rate change notification (ERCN) 
mechanism to improve the TCP performance in the WCDMA system. We first derive 
the relation between the bandwidth in the physical layer and the maximum queue size 
in the TCP layer, and then obtain a closed-form expression for the average throughput 
in terms of average queue size, queue delay and channel capacity. We validate results 
by simulations. The analytical formula can facilitate the design of a cross-layer 
TCP-physical congestion control mechanism for the rate adaptive wireless system. 

In the third paprt, we discuss the scheduling algorithm with the concern of 
channel condition, delay, and fairness for HSDPA in WCDMA systems. By a 
definition of fairness measure, we compare the fairness performance between 
maximum C/I, round robin, proportional fair, and exponential rule methods. We find 
that these four algorithms can not achieve fairness. Under this motivation, we propose 
a scheduling method called the queue-based exponential rule to reach the goal of 
fairness, high throughput, and low delay at the same time. 
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Abstract

The parallel multi-channel stop-and-wait (SAW) hybrid automatic repeat request (HARQ) mechanism is one

of key technologies for high speed downlink packet access in the wideband code division multiple access system.

However, this parallel HARQ mechanism may encounter a seriousstall problem, resulted from the error of the

negative acknowledgement (NACK) changing to the acknowledgement (ACK) in the control channel. In the stall

situation, the receiver waits for a packet that will be no longer sent by the transmitter and stops delivering the

medium access control (MAC) layer packets to the upper layer. The stall issue seriously degrades the quality of

service for the high speed mobile terminal owing to the high probability of NACK-to-ACK errors.

In this paper, we present an analytical approach to compare three stall avoidance schemes: the timer-based,

the window-based, and the indicator-based schemes. To this end, we first propose a new performance metric

– gap-processing time, which is defined as the duration for a nonrecoverable gap appearing in the MAC layer

reordering buffer until recognized. Second, we derive the probability mass functions and the closed-form expressions

for the average gap-processing time of these three stall avoidance schemes. It will be shown that our analytical

results match the simulations well. Further, by analysis we demonstrate that the indicator-based stall avoidance

scheme outperforms the timer-based and the window-based schemes. The developed analytical approaches can

help determine a proper number of processes for the parallel SAW HARQ mechanisms. We also show that the

analytical formulas can be used to design the number of acceptable users for an admission control policy subject

to the gap-processing time constraint. In the future, our analysis can facilitate the MAC/radio link control (RLC)

cross-layer design because the gap-processing time in the MAC layer is closely related to the window size in the

RLC retransmission mechanism.

1The contact author.
2This work was supported jointly by the National Science Council R.O.C under the contract 93-2219-E-009-012, 92-2219-E-009-026,

EX-91-E-FA06-4-4, and the ASUSTek Computer Inc. under the contract 91C189.
3Part of this work appeared in IEEE International Symposium on Personal, Indoor and Mobile Radio Communications, vol. 3, pp. 2431-

2436, Sep. 2003.
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I. I NTRODUCTION

H IGH speed downlink packet access (HSDPA) has become an important feature for the wideband

code division multiple access (WCDMA) system [1]. The HSDPA in the WCDMA system aims

to deliver mobile data services at rates up to 10 Mbits/sec [2], [3]. The key enabling technologies for

HSDPA includes physical layer fast adaptive modulation and coding [4]–[6], fast packet scheduling in

the medium access control (MAC) layer [7]–[11], fast cell selection [12], multiple input multiple output

(MIMO) antenna [13], [14], and buffer overflow control [15].

In this paper, we investigate the stall avoidance techniques to enhance the MAC layer performance of a

parallel multi-channel stop-and-wait (SAW) hybrid automatic repeat request (HARQ) mechanisms adopted

in HSDPA. [16]–[21] In such a fast HARQ mechanism, a reordering buffer is equipped at the receive entity

because packets may arrive out of sequence. However, due to transmission errors in a wireless channel,

the negative acknowledgement (NACK) control signal for a damaged/lost packet is likely changed to the

acknowledgement (ACK) signal. In this situation, the transmitter mistakenly believes that the packet has

successfully reached the destination. Meanwhile, the receiver keeps waiting for a packet which will not be

sent again by the MAC layer retransmission scheme. We call this problem thestall issueif the reordering

buffer has a non-recoverable gap due to a NACK-to-ACK error. The stall of delivering the MAC layer

data to the upper layer will delay the inevitable upper layer radio link control (RLC) retransmission [22],

[23]. It has been reported that the probability of the NACK signal becoming the ACK signal can be as

high as10−2 for a high speed mobile during handoff [24], [25]. Thus, resolving the stall problem becomes

an important task to reduce the transmission delay for the HSDPA [26].

To resolve the stall issue for the multi-channel SAW HARQ, there are two main research directions in the

literature. The first direction is to improve the reliability of control packets by increasing the power of ACK

or NACK signals [24]. The second direction is to design stall avoidance schemes to inform the receiver

to stop waiting for the lost MAC layer packets and start forwarding all the received in-sequence packets

to the upper layers [26]–[30]. Since the lost packet cannot be recovered by the MAC layer retransmission

mechanism, the upper layer protocols will be responsible for requesting the retransmission of the lost

MAC layer packets. In [27], a timer-based stall avoidance scheme was suggested to trigger the process of

forwarding received packets to the upper layer as long as a gap of the received packets’ sequences in the

reordering buffer lasts over a predetermined expiration period. In [28], a window-based stall avoidance

scheme proposed using a sliding window method to detect the stall situation in the reordering buffer

before the timer expires. In [26], [29], [30], an indicator-based stall avoidance scheme is proposed with

the aid of a new data indicator (NDI). This scheme recognizes the stall situation by checking the NDI

information and the transmission sequence number (TSN) of each packet. If it is found that all the HARQ

2



processes, instead of sending the expected missing packet, are transmitting either new packets or other old

packets, the stall situation is confirmed. To our knowledge, the performances of the above stall avoidance

schemes were only evaluated by extensive simulations [16], [22], [23], [31].

The objective of this paper is to develop analytical methods to evaluate the performance of these

three stall avoidance methods: the timer-based, the window-based, and the indicator-based schemes. To

characterize the performance of the stall avoidance schemes, a new performance metric, called the gap-

processing time (defined in Section III), is introduced in this paper. We derive the probability mass

functions and the closed-form expressions for the average gap-processing time of the three considered

stall avoidance techniques. By simulations and analyses, we find that the indicator-based stall avoidance

scheme significantly reduces the gap-processing time compared to the timer-based and the window-

based schemes. When applying these three stall avoidance schemes, the presented analytical approach

can provide important information for determining a proper number of processes in the parallel SAW

HARQ mechanism. It can also be used to design the allowable retransmissions for the timer-based and the

window-based schemes. Furthermore, the number of acceptable users can also be designed by the proposed

analytical approach when the admission control and the gap-processing time are jointly considered.

The rest of this paper is organized as follows. In Section II, we describe the stall issue in the multi-

channel SAW HARQ mechanism. Section III introduces three kinds of stall avoidance schemes (the timer-

based, the window-based, and the indicator-based schemes). In Section IV, we define a new performance

metric gap-processing time and describe system assumptions. Sections V∼ VII derive the average gap-

processing time of the timer-based, the window-based, and the indicator-based stall avoidance schemes,

respectively. Section VIII shows the performance of the stall resolution schemes in the Rayleigh fading

channel. We also discuss the design principles of the expiration period for the timer-based scheme, the

window size for the window-based scheme, and the number of parallel HARQ processes for the indicator-

based scheme. Section IX gives our concluding remarks.

II. BACKGROUND

A. Multi-Channel SAW HARQ Mechanism

The multi-channel SAW HARQ is adopted in the HSDPA system [1]. The basic idea of the multi-

channel SAW HARQ is to“keep the data pipe full”. Figure 1(a) illustrates an example of a dual-channel

SAW HARQ consisting of an even transmitter and an odd transmitter [32]. As shown in Fig. 1(b), after

sending packet 0, the even transmitter waits for the acknowledgement from the receiver. Meanwhile, the

odd transmitter starts sending packet 1. With two transmitters sending data alternatively, the dual-channel

SAW HARQ can fully utilize the channel capacity, thereby achieving high throughput.
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Fig. 1. The structure and timeline for the dual-channel SAW H-ARQ mechanism.

B. Definition of Type-I and Type-II Gaps

In this paper, agap is defined as an idle space reserved for a lost packet in the reordering buffer of

the receiver. We can further classify two types of gaps for the HARQ retransmission scheme.Type-I gap

is defined as the lost packet that are possibly recovered in future retransmissions, whileType-II gapis

the one that will never be sent again by the MAC retransmission scheme due to a NACK-to-ACK error.

Whenever a Type-II gap appears in the reordering buffer, the process of sending packets to the upper

layer is stalled. Note that a regular HARQ process usually cannot distinguish a Type-II gap from a Type-I

gap. Thus, it is necessary to design a stall avoidance scheme to detect the occurrence of a Type-II gap

to expedite data forwarding to the RLC layer. After a Type-II gap is detected, the available packets in

the reordering buffer as well as this Type-II gap must be flushed out to the RLC layer. Next an RLC

retransmission request is initiated for the missing Type-II gap [22], [29], [30].

III. T HE STALL AVOIDANCE SCHEMES

Because a NACK control signal may be corrupted during transmissions in a wireless channel, many

stall avoidance schemes are proposed to prevent a receiver from waiting for a missing packet due to a
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Fig. 2. An example of the timer-based stall avoidance scheme.

NACK-to-ACK error. In this section, we discuss three current stall avoidance schemes, the timer-based

[27], the window-based [28], and the indicator-based schemes [29], [30].

A. Timer-Based Scheme

The basic principles of the timer-based method in [27] are described as follows:

1) A timer is triggered when either a Type-I gap or a Type-II gap appears in the reordering buffer of

the receiver.

2) As the timer expires, the receiver stops waiting for the lost packet and judge that the lost packet

belongs to a Type-II gap.

3) The timer is reset if the missing packet is successfully retransmitted before the timer expires.

Figure 2 illustrates the operation principles of the timer-based stall avoidance scheme. When packet

2 successfully arrives at the receiver, it is aware that packets 0 and 1 are missing and thus a timer is

triggered. Note that only one timer is triggered for the consecutive gaps. Assume that packets 3, 4, 6 and

8 reach the receiver, but packets 5 and 7 are damaged. Based on the timer-bases stall avoidance scheme, a

new timer will not be initiated for additional gaps until the previous timer expires. Thus, in this example,

only after the timer set for packets 0 and 1 expires, a new timer will be set for the missing packets 5 and

7. After that, the receiver sends packets2 ∼ 4 to the upper layer and requests for retransmitting packets

0 and 1 in the RLC layer.
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B. Window-Based Scheme

In [28], the window-based method was suggested to detect Type-II gaps in the reordering queue on

top of the timer-based scheme. To explain the operation of the window-based stall avoidance scheme, we

define thedetection window. The detection window means a set of packets that are expected to arrive at

the receiver. The detection window functions as a sliding window protocol. If a gap occurs, the detection

window is initiated and two possible scenarios follows. For a Type-I gap, the detection window will shrink

from the trailing edge after the gap is filled. For a Type-II gap, however, the trailing edge of the detection

window is halted. Thus, the detection window expands from the leading edge when other subsequent

packets arrive. In a long run, a pre-determined maximum threshold of the detection window size will be

reached.

A fully-booked detection window means that all available slots/seats in the reordering buffer have been

taken. The detection window size is usually designed large enough to guarantee a successful retransmission.

Thus, the gaps halting the trailing edge of a fully booked detection window usually belongs to Type-II

gaps. As a consequence, when a new packet arrives and the detection window is fully booked, the window-

based stall avoidance scheme forwards Type-II gaps and subsequent received in-sequence packets in the

reorder buffer to the upper layer in regardless of timer expiration.

Figure 3 shows an example to illustrate the operation principles of the window-based stall avoidance

scheme. Consider a detection window with a size of seven, which currently contains packets 2, 3, 4, and

6 and the gaps for missing packets 0, 1, and 5. Suppose that packets 0, 1, and 5 are Type-II gaps and

new packets 7 and 8 arrive at this moment. Since the detection window is alreadyfully-bookedand its

trailing edge is halted by packets 0 and 1, the window-based stall avoidance scheme can recognize that

packets 0 and 1 are Type-II gaps. Accordingly, the receiver forwards packets 2, 3, 4 together with gaps

of packet 1 and 2 to the upper layer. Now the detection window size becomes two and its trailing edge

slides until the gap for packet 5. With more space available in the reordering buffer, packets 7 and 8 are

accommodated and the detection window is reserved for packets 5 to 8.

C. Indicator-based Scheme

In [26], [29], [30], a new stall avoidance scheme is proposed by taking advantage of the new data

indicator (NDI). The NDI (just a one-bit tag) is associated with every packet and is transmitted in the

high speed downlink control channel [33]. The NDI is toggled for a new transmitted packet, but is not

changed for a retransmitted old packet. By checking the NDI in the control channel and the transmission

sequence number (TSN) in the traffic channel for each packet, the indicator-based stall avoidance scheme

can determine whether the missing packet will be transmitted or not. If all HARQ processes are transmitting

6



Fig. 3. An example of the window-based stall avoidance scheme with the detection window size equal to seven.

new packets or other old packets except for the expected missing packet, then this gap in the reordering

buffer can be judged to be a Type-II gap.

Table I illustrates the status of a 4-process SAW HARQ mechanism for a particular user in two cycles.

The cycle duration is defined as the sum of the transmission time interval (TTIs) with all different parallel

processes transmitting one packet, e.g. the cycle duration is 4 TTIs in this case. The field in the table

is filled with a triplet variable (TSN,Sc, NDI). Here SC ∈ {ACK, NACK, and N→A} denotes one

of the three events: “receiving anACK”, “receiving a NACK”, and having a NACK-to-ACK error,

respectively. The statusNEW or OLD in the fieldNDI is equivalent to that the NDI ischanged for a

new packet or isunchanged for a retransmittedold packet, respectively. An empty field implies that this

time slot is idle or assigned to other users. Assume that the target user requests to transmit five packets

with TSN = 0 ∼ 4 from the RLC layer. The functions of the indicator-based stall avoidance scheme

associated with Table I are explained as follows:

1) In cycle 1, the four parallel processes transmit packets 0 to 3, respectively. Assume that packet 3

passes the cyclic redundancy check (CRC), but packets0 ∼ 2 fail. In the feedback channel, suppose

that a NACK-to-ACK error occurs in process 1, and processes 2 and 3 successfully receive NACK

for packets 1 and 2. The reordering buffer currently contains packet 3 together with the three gaps

of packets0 ∼ 2. At this moment, processes 1, 2, and 3 assumes that the missing packets0 ∼ 2 will

be retransmitted, but are unsure which packet will be received. The stall avoidance scheme starts

monitoring the status of processes 1, 2, and 3 to check whether these gaps belong to Type-II gaps.

7



TABLE I

AN EXAMPLE OF THE STATUS IN A4-PROCESSSAW HARQ MECHANISM FOR A TYPE-II GAP BEING DETECTED BY RECEIVING NEW

PACKETS IN THREE PROCESSES AND OLD PACKET IN ONE PROCESS.

Process ID in 4-process SAW HARQ

Process1 Process2 Process3 Process4

(TSN,Sc,NDI) (TSN,Sc,NDI) (TSN,Sc,NDI) (TSN,Sc,NDI)

Cycle 1 (0,N→A,NEW) (1,NACK,NEW) (2,NACK,NEW) (3,ACK,NEW)

Cycle 2 (4,ACK,NEW) (1,ACK,OLD) (2,ACK,OLD)

2) In cycle 2, processes 1, 2, and 3 receive a new packet 4, and old packets 1 and 2, respectively. Now

the holes of packets 1 and 2 in the reordering buffer are filled. Since the NDI status of processes

1 and 4 are NEW and the TSNs of processes 2 and 3 indicate that packets 1 and 2 are received,

the subsequent packets arriving at the receiver will have TSNs higher than 4. Thus, no process is

responsible for sending the missing packet 0. Consequently, it can be confirmed that the gap of

packet 0 is a Type-II gap. Hence, the available in-sequence packets1 ∼ 4 are forwarded to the

upper layer together with packet 0.

IV. PERFORMANCEMEASURE AND SYSTEM ASSUMPTIONS

A. Gap-processing time

To measure the performance of the stall avoidance schemes, we define a new performance measure –

gap-processing time (GPT). It is the duration from the occurrence of a Type II gap until a stall avoidance

scheme recognizes the existence of nonrecoverable gaps. The gap-processing time is an important perfor-

mance metric to evaluate the quality of service (QoS) for HSDPA. A short gap-processing time means the

RLC retransmission can be initiated earlier, which is especially critical for the delay sensitive services.

Referring to the analytical model in [34], the packet delivery delay (denoted byTd) in the third-generation

(3G) WCDMA with transport control protocol (TCP) can be decomposed as

Td = Qd + Rd + Nd , (1)

whereQd, Rd, andNd are the queuing delay, reordering delay, and the wireline network delay, respectively.

However, the packet delivery delay of (1) does not cover the effect of NACK-to-ACK error. To incorporate

the effect of NACK-to-ACK error into packet delivery delay,Td should be modified as

Td = Qd + Rd + Nd + GPT . (2)

Note that the reordering delayRd is caused by Type-I gaps while theGPT is caused by Type-II gaps.

Clearly, a longer period of gap-processing time causes longer packet delay because Type-II gaps halt the
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procedure of forwarding the received packets to the upper layer. Consequently, the stall problem may

seriously degrade the fluency of packet delivery. For the probability of a NACK-to-ACK error equal to

0.01, packet error rate of 0.3, and transmission time interval of 2 milli-seconds, a five seconds transmission

of delay sensitive service may experience5/0.002 × 0.3 × 0.01 = 7.5 times of the stall problem. If the

stall problem can not be solved, the procedure of forwarding packet to the upper layer will be held up

forever. As a result, the data delivery delay can be extremely long and the goodput can be seriously

decreased. Therefore, how to solve the stall problem become an important issue, especially for the delay

sensitive services. Furthermore, if the gap-processing time is longer than the RLC timeout, the excess

gap-processing time may induce some additional RLC retransmission causing even longer packet delivery

delay. In this paper, we assume that the RLC timeout is longer than the gap-processing time.

The longer period of gap-processing time also leads to more packets accumulated in the MAC layer.

Therefore, the overflow probability of the reordering buffer is increased. Moreover, as more received

packets are forwarded to the RLC layer due to longer gap-processing time, a larger-sized buffer in the

RLC layer is required to accommodate these packets. With large enough buffers of both MAC and RLC

layers, the received packets can be accommodated in the receiver. In this paper, we focus on the analysis

of GPT of the three stall avoidance schemes. Gap-processing time is influenced by the physical layer

parameters, such as packet error rate (PER) and the probability of a NACK becoming an ACK (PN→A),

and the MAC layer parameters, e.g. the size of the reordering buffer and the number of processes in the

parallel SAW HARQ mechanisms.

B. Assumptions

Being a function of both physical layer and MAC layer parameters, gap-processing time is difficult to

be computed analytically. To make the analysis tractable, we make the following assumptions:

1) Because a NACK-to-ACK error usually occurs when a mobile terminal moves at high speeds, it

is assumed that the fast changing channel is modelled by an independent Rayleigh fading channel

from one packet to another packet.

2) All packets are assumed to have the same priority.

3) All transmit processes in the HARQ mechanism always have packets ready for transmission.

4) Effects of incremental redundancy and Chase combining are not considered. The provided analysis

in the paper can be viewed as the worst-case analysis.

5) Assume the modulation and coding scheme and the packet length are not changed during the period

of the gap-processing time.

6) The feedback delay is not taken into account of the gap-processing time.

9



V. A NALYSIS OF TIMER-BASED STALL AVOIDANCE SCHEME

In Proposition 1, we derive the average gap-processing time for the timer-based stall avoidance scheme.

Proposition 1: DenotePs and PN→A the probability of a packet being successfully received and that of

having a NACK-to-ACK error, respectively. Then the probability with a Type-II gap (denoted byPG) is

equal to

PG = (1− Ps)PN→A . (3)

Let D be the expiry time of the timer normalized to the transmission time interval (TTI). In terms ofPG

and Ps and D, the average gap-processing time for the timer-based stall avoidance scheme (denoted by

GPT timer) in the single user case can be expressed as

GPT timer =
D∑

`=0

GPT (`) , (4)

where the average gap-processing time with` Type-II gaps (denoted byGPT (`)) is

GPT (`) =





(1− PG)D[D +
∞∑
i=1

i(1− Ps)
i−1Ps] , ` = 0 ;

P `
G(1− PG)D−`

D−`+1∑
t1=1

D−`+2∑
t2=t1+1

...

D∑
t`=t`−1+1

∑̀
j=1

2D − tj
`

, ` = 1, · · · , D ,

(5)

and tj is defined as the elapsed time of the previous timer until the end of gapj (j = 1, · · · , `).

Proof: Assume that a timer is already initiated for a certain gap. We consider the following two scenarios:

(I) No new Type-II gap occurs in a period ofD, ` = 0:

Referring to Figure 4(a), let gap 0 occur after the previous timer expires. Suppose thati TTIs later a

packet with higher TSN than gap 0’s is successfully received. A new timer is then initiated for gap 0.

For this case, the gap-processing time of gap 0 isi plus the expiration time of the timerD. Because the

probability of not having new Type-II gap withinD TTIs is (1− PG)D and the average time to start the

timer for gap 0 is
∞∑
i

i(1 − Ps)
i−1Ps TTIs, the average gap-processing time in the case ofl = 0 can be

computed as follows:

GPT (0) =

[
D +

∞∑
i=1

i(1− Ps)
(i−1)Ps

]
(1− PG)D . (6)

Thus, the first part of Proposition 1 is proved.

(II) ` Type-II gaps occur before the timer expires,` 6= 0:

Assume that̀ new Type-II gaps occur before the timer expires, as shown in Fig. 4(b). For gapj,

(j = 1, ..., `), a period of time (D − tj) is needed before its own timer starts. Recall thattj is defined

as the elapsed time of the previous timer until the end of gapj. The total gap-processing time for gap

10



(a) No new Type-II gap occurs before the timer expires for a previous gap.

(b) Some new Type-II gaps occur before the timer expires for a previous gap.

Fig. 4. Two scenarios for the timer-based stall avoidance scheme to remove a Type-II gap.

j is equal to (2D − tj) in this case. As a consequence, given (t1, · · · , t`) of ` Type-II gaps, the average

gap-processing time is equal to

Gap(`|t1, · · · , t`) =
∑̀
j=1

2D − tj
`

. (7)

The probability of having̀ Type-II gaps conditioned on knownt1, · · · , t` can be computed by

Prob{having ` Type-II gaps| t1, · · · , t`} = P `
G(1− PG)D−` . (8)

By considering all the possible occurrence time of` Type-II gaps inD TTIs, we have

Gap(`) = P `
G(1− PG)D−`

D−`+1∑
t1=1

D−`+2∑
t2=t1+1

...

D∑
t`=t`−1+1

∑̀
j=1

2D − tj
`

(9)

Hence, we prove the second part of Proposition 1.

¥
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Fig. 5. An illustrative example of the seat allocation in a detection window for the window-based stall avoidance scheme.

VI. A NALYSIS OF WINDOW-BASED STALL AVOIDANCE SCHEME

In this section, we first concisely derive the closed-form expression of the average gap-processing time

for the window-based stall avoidance scheme in Proposition 2. Then, due to complexity, we separately

derive its probability mass function (pmf ) of the gap-processing time.

A. Average Gap-processing time

Proposition 2: Let W be the detection window size of the window-based stall avoidance scheme for

an M -channel SAW HARQ mechanism. DenotePnew and Pold the probability of receiving a new packet

and that of receiving a retransmitted old packet, respectively. From the definitions ofPs and PN→A in

Proposition 1,Pnew and Pold can be expressed as

Pnew = Ps + (1− Ps)PN→A , (10)

and

Pold = (1− Ps)(1− PN→A) . (11)

Then the average gap-processing time of the window-based stall avoidance scheme normalized to TTI

can be computed in terms of parametersPnew, Pold, W , and M as follows:

GPTwindow = M +
M∑

m=1

[
(W −m)

∞∑
n=1

nPnewP n−1
old

] (
M − 1

m− 1

)
Pm−1

new PM−m
old . (12)
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Proof: The gap-processing time for the window-based stall avoidance scheme is derived in two steps.

In the following, we will prove that

GPTwindow = cycle duration+ residual detection time, (13)

where the cycle duration is defined in Section III(C) and the residual detection time is defined as the extra

time to detect a Type II gap in addition to one cycle duration.

1) cycle duration:The minimum gap-processing time for the window-based stall avoidance scheme

is equal to one cycle duration (M TTIs). Consider the smallest detection windowW = M . The

detection window size (or equivalently the reordering buffer size) is usually larger than the number

of parallel HARQ processes, i.e.W ≥ M . Suppose that a Type-II gap occurs in processPR∗ in

i-th cycle. If subsequentM−1 processes transmit new packets successfully, processPR∗ intends to

send a new packet (PKT ∗) in the (i+1)-th cycle due to a NACK-to-ACK error. However, because

the detection window is fully-booked, the gap in thei-th cycle for processPR∗ can be judged to

be a Type-II gap according the rule of the window-based stall avoidance scheme. In this situation,

the gap-processing time is equal to one cycle duration (i.e.M TTIs).

2) residual detection time:The residual timeis defined as the extra time after one cycle duration for

the detection window becoming fully-booked. The residual detection time spans in the following

two cases (a)W > M and (b)W = M with some of theM − 1 processes subsequent to process

PR∗ receiving old packets.

a) W > M : Now let’s examine the seat allocation of a detection window, as shown in Fig. 5.

Recall in step 1 that processPR∗ produced a type-II gap (gap∗) in cycle i. Thus, processPR∗

will transmit a new packetPKT ∗ in cycle i + 1. Without loss of generality, choose(m− 1)

processes out of the total other(M − 1) processes to send new packets, and the remaining

(M−m) processes to send old packets. Clearly, the probability of(m−1) processes transmitting

new packets isPm−1
new and that of(M−m) processes retransmitting old packets isPM−m

old . Since

there are
(

M−1
m−1

)
choices, the probability ofPKT ∗ and gap∗ being separated bym seats is

equal to

PM(m) =

(
M − 1

m− 1

)
Pm−1

new PM−m
old , (14)

where
∑M

m=1 PM(m) = 1. A Type-II gap will finally halt the trailing edge of a detection

window and is seated at the first place of the detection window. Hence,PKT ∗ will be

positioned at the(m + 1)-th seat. Accordingly, there will be another(W −m − 1) available

seats remained in the detection window. Note that the detection window extends its leading

edge only when receiving a new packet and the old packets just fill in the empty holes in
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the reserved seats of the reordering buffer. Since the probability of a new packet arriving at

the reordering buffer withinn TTIs is equal toPnewP n−1
old , the average time for the detection

window extending its leading edge by one seat (denoted byT0) can be computed by

To =
∞∑

n=1

nPnewP n−1
old . (15)

As a result, it takes extra(W −m− 1)To TTIs to have a fully-booked window in addition to

one cycle duration. When another new packet arrives in the nextTo, the receiver can judge the

gap at seat 1 is a Type-II gap and start the process of forwarding the received packets with

type II gap to the upper later. From (14) and (15) and the above discussion, the total residual

detection time for that case ofM > M in addition to one cycle duration is calculated as

residual detection time=
M∑

m=1

[(W −m)To] PM(m)

=
M∑

m=1

[
(W −m)

∞∑
n=1

nPnewP n−1
old

](
M − 1

m− 1

)
Pm−1

new PM−m
old .(16)

b) W=M: Recall that the residual time forW = M lasts when some of theM − 1 processes

subsequent to processPR∗ receive old packets. Following the same approach of obtaining

(14) in the case ofW > M , we assume that the(m− 1) processes of the subsequent(M − 1)

processes send new packets and the remaining(M −m) processes send old packets. In this

situation,gap∗ can be recognized as a Type-II gap when the remaining(M −m− 1) plus one

seats in the ordering buffer are occupied. Then, one can easily find that the residual time for

W = M is just a special case of that forW > M by settingW = M in (16).

Adding the residual detection time (16) to the cycle duration (M TTIs), we obtain the average gap-

processing time of the window-based stall avoidance scheme as shown in (12).

¥

B. Probability Mass Function of Gap-processing time

In this subsection, owing to the complexity, we separately derive thepmf of the gap-processing time for

the window-based scheme. Assume thatPKT ∗ is positioned at the(m+1)-th seat with probabilityPM(m)

in (14). Following from the above subsection, we know that the Type-II gapgap∗ can be detected when the

remaining(M −m− 1) plus one seats in the ordering buffer are occupied. Then, the gap-processing time

for gap∗ will be M +(W−m) TTIs whenW−m consecutive new packets arrive the receiver successfully

with conditional probabilityPW−m
new , whereM is the cycle duration. In this case, the probability of gap-

processing time equal toM +(W −m) TTIs is PW−m
new PM(m). However, the gap-processing time will be
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longer thanM +(W −m) TTIs if one or more of theW −m new packets fail the CRC at their first trials

to reach the receiver. Thus, the gap-processing time will beM +(W −m)+ 1 TTIs if one of theW −m

new packets takes two transmissions (one transmission with probabilityPnew and one retransmission with

probability Pold) to reach the receiver. In this case, the probability is(W −m)PW−m
new PoldPM(m).

Now we assume that there areW−m transmissions and totaln−(W−m) retransmissions before these

W −m new packets successfully reach the receiver. The gap-processing time isn+ M TTIs in this case.

Because these totaln− (W −m) retransmissions may belong to some of theW −m packets, there are
(n−1)!

(W−m−1)!(n−(W−m))!
=

(
n−1

W−m−1

)
choices in this case, for each of which the probability isPW−m

new P
n−(W−m)
old .

Thus, the probability of gap-processing time equal ton + M (denoted byP [GPT = n + M ]) can be

expressed as

P [GPT = n + M ] = P [GPT = n + M |PKT ∗ at (m + 1)-th seat]PM(m)

=

(
n− 1

W −m− 1

)
PW−m

new P
n−(W−m)
old

(
M − 1

m− 1

)
Pm−1

new PM−m
old

=

(
n− 1

W −m− 1

)(
M − 1

m− 1

)
PW−1

new P n+M−W
old . (17)

Note that (17) is not valid forW = M and m = M . For W = M and m = M , P [GPT = n +

M |PKT ∗ at (M + 1)-th seat] = PnewP n
old becausePKT ∗ may successfully reach the receiver aftern+1

transmissions, wheren ≥ 0. Then, we can have
M∑

m=1

L∑
n=W−m

P [GPT = n + M ] = 1 , (18)

where L is the required TTIs to detect a Type-II gap. The average gap-processing time can also be

calculated by
∑M

m=1

∑L
n=W−m(n+M)P [GPT = n+M ], which is equal to the result obtained from (12).

VII. A NALYSIS OF INDICATOR-BASED STALL AVOIDANCE SCHEME

In Proposition 3, we derive the average gap-processing time for the indicator-based stall avoidance

scheme.

Proposition 3: Consider anM -channel SAW HARQ mechanism. The gap-processing time for the indicator-

based scheme can be calculated in terms of parametersM , Ps, Pnew, and Pold as follows:

GPT indicator = M(Pnew + PoldPs)
M−1 +

C∑

k=1

M∑
m=2

(m− 1 + kM)P (xk = S1)

[
k∑

i=0

P (xi = S1)

]m−2 [
k−1∑
j=0

P (xj = S1)

]M−m

,

(19)
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where

P (x0 = S1) = Pnew + PoldPs (20)

and

P (x` = S1) = P `
old(1− Ps)Pnew for ` ≥ 1 . (21)

C is the required cycles of involving all the processes in the M-channel SAW HARQ mechanism to detect

a Type-II gap.

Proof: Recall that the basic idea of the indicator-based stall avoidance scheme is to examine the status

of each HARQ process by the use of the NDI in the control channel and the TSN in the traffic channel

to confirm whether the missing packet will be transmitted or not. To ease our discussion, the status of an

HARQ process are described by the following two events:

A , {NDI(rec) = NEW} ; (22)

B , {{TSN(rec) 6= TSN∗} ∩ {NDI(rec) = OLD}} , (23)

whereNDI(rec) andTSN(rec) are the NDI and the TSN of the received packet;TSN∗ is the TSN of the

missing gap. If either eventA or eventB is sustained for a HARQ process, then this HARQ process is

ruled out to be the candidate for sending the missing packetTSN∗. If all the HARQ processes are ruled

out, it implies that the existing gap in the reordering buffer belongs to the nonrecoverable Type-II gap

since no HARQ process will transmit the missing packet. However, if none of eventsA and B happens

(denoted by{A ∪ B}), the receiver believes that the HARQ process still possibly transmits the packet

TSN∗ to fill the gap of the reordering buffer in the future. Note that whenTSN(rec) = TSN∗, this Type-I

gap is filled in the reordering buffer, which will not cause the stall issue.

Assume that a Type-II gap appears in the first process (PR1) of the M -processes SAW HARQ

mechanism in the cycle 0 (` = 0) as shown in Fig. 6. To begin the proof, we first define a semi-

Markov chain to describe the status of each HARQ process. Fig. 7 shows this Markov chain with two

states defined as follows:

1) Retransmission state (S0): If event {A ∪ B} happens, this HARQ process enters the retransmission

state. Denotex` the state variable in thel-th cycle. If a process in the retransmission state in the

(`− 1)-th cycle, the receiving process will issue a NACK signal for requesting a retransmission in

the `-th cycle. However, if the NACK signal is changed to an ACK signal, a new packet will be

transmitted in thè -th cycle instead. Based on the definition of eventA in (22), we have

P (A|x`−1 = S0) = PN→A , (24)
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wherePN→A is the probability of having a NACK-to-ACK error. On the contrary, if the NACK

signal arrives the transmitter correctly, the missing packet will be retransmitted in the`-th cycle.

Note that probability of the NACK signal arriving the transmitter correctly is(1− PN→A) and the

probability of successfully retransmitting packet to the receiver isPs. According to the definition

of (23), the occurrence probability of eventB is equal to

P (B|x`−1 = S0) = (1− PN→A)Ps . (25)

Because eventsA andB are mutually exclusive and from (24) and (25), we can obtain

P (x` = S0|x`−1 = S0) = P ({A ∪ B}|x`−1 = S0)

= 1− [P (A|x`−1 = S0) + P (B|x`−1 = S0)]

= 1− [PN→A + (1− PN→A)Ps]

= (1− PN→A)(1− Ps)

= Pold . (26)

Recall that in (11), we definePold = (1− PN→A)(1− Ps). According to the definition ofS0, when

a process receives a retransmitted old packet which fails the CRC test, it enters stateS0. Thus, the

initial probability of a process atS0 can be expressed as

P (x0 = S0) = Pold(1− Ps) . (27)

2) Stop state (S1): If either eventA or eventB happens, the state of process will enter the stop state.

From Fig. 7 and (24) and (25), the probability of a process in the stop stateS1 in the `-th cycle

can be expressed as

P (x` = S1|x`−1 = S0) = P (A ∪ B|x`−1 = S0)

= P (A|x`−1 = S0) + P (B|x`−1 = S0)

= PN→A + (1− PN→A)Ps

= Ps + (1− Ps)PN→A

= Pnew . (28)

Recall that in (10), we definePnew = Ps + (1− Ps)PN→A. According to the definition of stateS1,

when a process receives a new packet or successfully receives a retransmitted old packet, it will

enter stateS1. Thus, the initial probability of a process atS1 can be expressed as

P (x0 = S1) = Pnew + PoldPs . (29)
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Fig. 6. An illustration for the gap-processing time of the indicator-based stall avoidance scheme.

Fig. 7. The state transition diagram for the indicator-based stall avoidance scheme.

From (26) and (28), we obtain the state transition probability matrixΓ of the two-state Markov chain

in Fig. 7 as follows:

Γ ,


 P (x` = S0|x`−1 = S0) P (x` = S1|x`−1 = S0)

P (x` = S0|x`−1 = S1) P (x` = S1|x`−1 = S1)




=


 Pold Pnew

0 0


 . (30)

Then from (27) and (29), a state probability vectorP(x`) , [P (x` = S0), P (x` = S1)] can be obtained

by

P(x`) = P(x`−1)Γ = P(x0)Γ
`

= [P `+1
old (1− Ps), P `

old(1− Ps)Pnew] . (31)
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Now referring to Fig. 6, we derive the average gap-processing time for the following two possible

scenarios.

(I) Detect Type-II gap right after cycle0:

If in cycle 0 processesPR2 ∼ PRM are all in stateS1, the gapTSN∗ can be detected as a Type-II gap

right after the end of cycle 0. Due to a NACK-to-ACK error,PR1 transmits a new packet in cycle 1. As

long as processPR1 receives the NDI and findsNDI = NEW , the receiver can confirm that the missing

packetTSN∗ is a Type-II gap since all processes are handling other packets except forTSN∗. In this

case, the receiver spendsM TTIs to detect this Type-II gap. Thus, from (29), the average gap-processing

time for detecting a Type-II gap immediately after cycle 0 can be expressed as

GPT 0 = M × [P (x0 = S1)]
M−1

= M(Pnew + PoldPs)
M−1 . (32)

(II) Detect the Type-II gap more than one cycle:

Recall that if a process is in stateS1, this process is ruled out to be the candidate for sending the missing

packetTSN∗. When all the processes are all ruled out, the remaining gap in the reordering buffer is the

Type-II gap. DenotePInd(m, k) the probability the Type-II gap being detected in thek-th cycle byPRm,

wherem ≥ 2 andk ≥ 1. As shown in Fig. 6, the gap-processing time for this case is(m− 1 + kM). To

computePInd(m, k), three eventE1, E2, andE3 are defined as follows:

E1 = {PRm is ruled out in thek-th cycle.} (33)

E2 = {PR2 ∼ PRm−1 are ruled out withink-th cycle.} (34)

E3 = {PRm+1 ∼ PRM are ruled out within(k − 1)-th cycle.} (35)

From the state probability of the Markov chain in (31), it is obvious that

P (E1) = P (xk = S1) . (36)

Before calculatingP (E2), we first denoteP (α)
k the probability of processPRα being ruled out within

k-th cycle. Because all processes send data independently, the probability for processesPR2 ∼ PRm−1

being ruled out withink-th cycle can be expressed as

P (E2) =

(m−2)︷ ︸︸ ︷
P

(2)
k × P

(3)
k × · · · × P

(m−1)
k

=

[
k∑

i=0

P (xi = S1)

]m−2

. (37)

Similarly, for eventE3 we can have

P (E3) =

[
k−1∑
j=0

P (xj = S1)

]M−m

. (38)
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Since eventsE1, E2, andE3 are mutually independent, combining (36), (37), and (38), we can express

the average gap-processing time for case (II) as follows:

GPT 1 =
C∑

k=1

M∑
m=2

(m− 1 + kM)PInd(m, k)

=
C∑

k=1

M∑
m=2

(m− 1 + kM)P (E1)× P (E2)× P (E3)

=
C∑

k=1

M∑
m=2

(m− 1 + kM)P (xk = S1)

[
k∑

i=0

P (xi = S1)

]m−2 [
k−1∑
j=0

P (xj = S1)

]M−m

,

(39)

whereC is the required cycles of involving all the processes of anM -channel SAW HARQ mechanism

to remove a Type-II gap. For given parametersPnew, Pold, Ps, andM , the value ofC can be obtained

from

(Pnew + PoldPs)
M−1 +

C∑

k=1

M∑
m=2

P (xk = S1)

[
k∑

i=0

P (xi = S1)

]m−2 [
k−1∑
j=0

P (xj = S1)

]M−m

= 1 . (40)

Combining (32) and (39), the average gap-processing time for the indicator-based stall avoidance scheme

can be computed by

GPT indicator = GPT 0 + GPT 1

= M(Pnew + PoldPs)
M−1 +

C∑

k=1

M∑
m=2

(m− 1 + kM)P (xk = S1)

[
k∑

i=0

P (xi = S1)

]m−2 [
k−1∑
j=0

P (xj = S1)

]M−m

.

(41)
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VIII. N UMERICAL RESULTS AND DISCUSSIONS

In this section, by analysis and simulations, we investigate the average gap-processing time and the

corresponding probability mass function for the timer-based, the window-based, and the indicator-based

stall avoidance schemes. We will discuss the relation between the gap-processing time, the allowable

retransmissions, and the number of acceptable users for different stall avoidance schemes. For these

purposes, we conduct a simulation cross physical and MAC layers under the assumptions of IV.(B). In the

simulation, each packet is transmitted through the flat Rayleigh fading channel. The correctness of each

received packet is checked by CRC. If the received packet passes CRC, a ACK signal will be sent through

1The PER of the 1st transmission in the fast retransmission mechanism in HSDPA can be 50% [22].
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TABLE II

THE SIMULATION ENVIRONMENT

Channel model Rayleigh fading

Doppler frequency 100 Hz

Packet size 320 bits

CRC bits 16 bits

No. of parallel
4, 6, 8

HARQ processes

TTI 2 msec

Eb/N0 (dB) 10∼ 20 dB

1st transmissionPER 1 0.09∼ 0.42

the feedback control channel otherwise a NACK signal is sent. If a NACK-to-ACK error occurs in the

feedback control channel, a Type-II gap will appear in the reordering buffer. Then, the received packets

are accumulated in the reordering buffer until that Type-II gap is detected by the stall avoidance scheme.

The gap-processing time is calculated from its appearance until it is detected. To confirm the correctness

of simulation results, we run 100000 packets for each simulation. The Doppler frequency of the Rayleigh

fading channel is 100 Hz, which is equivalent to54 km/hour with a carrier frequency of2 GHz. Other

simulation parameters are shown in Table II. Furthermore, in the discussion of the number of acceptable

users, we assume that each user contributes equal traffic load to the system and the system capacity can

support the all the requests from users. Also, all the users are under the same QoS requirements, i.e. the

required gap-processing time should be lower than 100 TTIs. A fair scheduling policy is implemented to

allocate resource to multiple users.

A. Average gap-processing time of the Timer-Based Scheme

Figure 8 shows the average gap-processing time of the timer-based stall avoidance scheme with various

settings on the timer’s expiration (D). It is shown that the analytical results are close to the simulation

results. In the case ofD = 20 TTIs andEb/N0 = 14 dB, the analytical average gap-processing time

(21.7 TTIs) is only 2.7% smaller than the simulation value (22.3 TTIs). Regarding the 2.7% discrepancy

of the analytical result, the following summarized the reason. Recall that the stall avoidance scheme will

be triggered when the receiver successfully receives a packet with a TSN larger than that of a gap in the

reordering buffer. However, this rule may be conflicted in the derivations of Proposition I. Referring to

Fig. 4(a), a timer begins to count for gap 0 when the packet denoted by “O” reaches the receiver under the

assumption that the packet “O” possesses a TSN larger than that of gap 0. This is not always the case for

packet “O” carrying a larger TSN. If the TSN of packet “O” is less than that of gap 0, the receiver needs
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Fig. 8. The average gap-processing time of the timer-based stall avoidance scheme with different timer expiration for the 4-channel SAW

HARQ mechanism in the Rayleigh fading channel with Doppler frequency of 100 Hz.

to wait for a next successful packet with larger TSN to discover gap 0. In this case, the gap-processing

time will be extended. The same phenomenon happens in another case of Proposition I. As shown in Fig.

4(b), a new timer starts for gap1 ∼ ` immediately after the previous timer expires under the assumption

that the packet (denoted byPKT ?) received in the last time slot of the counting period of the last timer

carries a TSN larger than that of gap`. However, in the following two cases, the new timer will not count

for gap `: (1) the TSN ofPKT ? is smaller than that of gap̀; (2) PKT ? has a TSN larger than that of

gap` but it fails CRC. In these two situations, gap` will not be discovered and included in the counting

period of the new timer. Consequently, the gap-processing time of gap` will be extended. This explains

the lower values of the analytical results.

The timer’s expiration impacts the MAC layer performance of HSDPA in two folds. On the one hand, as

shown in the figure, a longer timer results in longer gap-processing time. ForD = 20 TTIs atEb/N0 = 14

dB the average gap-processing time (GPT timer) is 21.7 TTIs , while forD = 28 TTIs GPT timer = 30.1

TTIs. On the other hand, a larger value of time expiration allows more retransmissions. Specifically, for

an M-process SAW HARQ mechanism, the allowable number of retransmissions (h) is equal toD/M in

the single user case. A properly designed timer expiration is to allow enough retransmissions to recover

the lost packet, and in the meanwhile not to cause too long gap-processing time. From Proposition 1, we

can rapidly evaluate the impact of the allowable retransmissions (h = D/M ) on the gap-processing time

(GPT timer) for different values ofPs andPN→A without time consuming simulations.
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Fig. 9. The number of acceptable users of the timer-based stall avoidance scheme versus the numbers of allowable retransmissions (h) for

various number processes (M ) in the parallel SAW HARQ mechanism subject to a constraint of gap-processing time 100 TTIs.

Furthermore, the derived analytical method of computing the gap-processing time can also be applied

to design the proper number of acceptable users from the admission control standpoint. LetTo be the

constraint on the maximum allowable gap-processing time. Then the acceptable users in the system can be

approximated bybTo/GPT timerc, wherebxc is the function of obtaining a maximum integer less thanx.

According to the above guidelines, Figure 9 shows the number of acceptable users of the timer-based stall

avoidance scheme versus the number of allowable retransmissions (n) for different numbers of parallel

processes (M ) subject to the constraint ofTo = 100 TTIs. As shown in the figure, the more the allowable

retransmissions (n), the fewer the users can be accepted. ForM = 4, as the value ofh increases from

2 to 6, the number of acceptable users decreases from 10 to 3. This is because for a givenM , a larger

value ofh leads to a longer timer expiration (D = n×M in the single user case), thereby resulting in a

longer period of the gap-processing time. That is, more retransmissions increases the gap-processing time

and thus decreases the number of acceptable users. Similarly, as the number of parallel HARQ processes

increases, the effect of increasing gap-processing time will reduce the acceptable users.

B. Average gap-processing time of the Window-Based Scheme

Figure 10 showsGPTwindow againstEb/N0 for various window sizes. The accuracy of the derived

average gap-processing time (i.e. (12)) of the window-based stall avoidance scheme is validated by

simulations. As shown in the figure, the analytical results match the simulations well. Most importantly,

Fig. 10 also provides important insights into designing an admission control policy subject to the gap-
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Fig. 10. The average gap-processing time of the window-based stall avoidance scheme with different window sizes for the 4-channel SAW

HARQ mechanism in the Rayleigh fading channel with Doppler frequency of 100 Hz.

processing time constraintT0. Consider a fair scheduling policy. The number of acceptable users (N ) in

the system can be approximated by

N = bTo/GPTwindowc , (42)

wherebxc is the function of obtaining a maximum integer less thanx. ForEb/N0 = 14 dB in Fig. 10, one

can observe thatGPTwindow = 15.3, 19.2, 23.1 TTIs for W = 12, 15, 18, respectively. For the maximal

gap-processing time constraintT0 = 100 TTIs, the allowable users are therefore equal to 6, 5, and 4 for

the window of size of 12, 15, and 18, respectively.

As a matter of fact, the window size is a function of the allowable minimum retransmissions (n) and

the number of HARQ processes (M ). In the single user case, for an M-process SAW HARQ mechanism

with a window of size ofW , the allowable retransmissions (n) of a missing packet is at least

n =
W

M − 1
− 1 . (43)

For M = 4 and W = 12, the missing packet can be retransmitted byW
M−1

− 1 = 3 times. Assume one

process keeps transmitting a missing packet and the other 3 processes transmit new packets successfully.

After 4 cycles, a window with a size of 12 is fully occupied. Because the window has no more space for

the missing packet, this packet will not be transmitted.

Hence, the admission control policy subject to the gap-processing time requirement can also be designed

for different combinations of parametersn and M . Take M = 4 as an example. Figure 11 shows the
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Fig. 11. The number of acceptable users of the window-based stall avoidance scheme versusEb/N0 with various number minimum

allowable retransmissions (n = 3, 4, 5) in the 4-process SAW HARQ mechanism subject to a gap-processing time constraint of 100 TTIs.

number of acceptable users versusEb/N0 with various minimum allowable retransmissions (n) subject to

a gap-processing time constraint of 100 TTIs. These curves are obtained by mapping Fig. 10 according to

(42). From (43),n = 3, 4, and 5 correspond toW = 12, 15, and 18, respectively. As shown in the figure,

the acceptable users is reduced from 7 to 4 asn increases from 3 to 5 for16 dB≤ Eb/N0 ≤ 18 dB.

Figure 12 shows the number of acceptable users of the window-based stall avoidance scheme against

packet error rate (PER) with various numbers of parallel processes (M ), where the maximal allowable

gap-processing timeTo = 100 TTIs and the minimum allowable retransmissionn = 3. These curves are

obtained by substituting the parametersM , W , Ps, andPN→A into (12). Note thatPER = 1 − Ps and

the corresponding window sizeW = 12, 20, and 28 is obtained fromW = (n + 1)(M − 1) according

to (43). This figure can be associated with an admission control policy subject to gap-processing time by

observingPER. According to the CRC results andPER, suitable number of allowable users to maintain

the QoS can be determined from the standpoint of meeting the gap-processing time requirement. In the

figure, we find that more parallel SAW HARQ processes results in fewer allowable users in the system

subject to the total gap-processing time requirement. ForPER = 0.15, the number of acceptable users

decreases from 7 to 3 asM increases from 4 to 8. Recalln = W
M−1

−1 in (43). For a fixedn, a larger value

of M also leads to a lager value of W and longer gap-processing time. Hence, the number of acceptable

users is reduced for a larger value ofM to satisfy the gap-processing time requirement.
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Fig. 12. The number of acceptable users of the window-based stall avoidance scheme versusPER with various number processes (M ) in

the parallel SAW HARQ mechanism subject to a gap-processing time constraint of 100 TTIs. The minimum allowable retransmission (n) is

three.

Fig. 13. Effect of the number of processes in the multi-channel SAW HARQ mechanism on the gap-processing time for the indicator-based

avoidance scheme in the Rayleigh fading channel with Doppler frequency of 100 Hz .
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C. Average gap-processing time of the Indicator-Based Scheme

Figure 13 shows the analytical average gap-processing time for the indicator-based stall avoidance

scheme obtained from (19) and simulations. As shown in the figure, the differences between the two

are quite small. The reason for the difference is similar to that for the discrepancy of the timer-based

scheme. Referring to Fig. 6, it indicates that the minimum gap-processing time for the indicator-based

stall avoidance isM when processesPR2 ∼ PRM receive packet successfully. However, if the packet in

processPR2 carries a TSN smaller thanTSN∗ of the gap in processPR1 at ` = 0, then the indicator-

based stall avoidance scheme can not be triggered to monitor the activities of the parallel processes at` = 0

of processPR2 even if processPR2 receives a packet successfully at` = 0. Then, it may take another

cycle for processPR2 to enter the stop state defined in Section IIV. Consequently, the gap-processing

time must be longer thanM in this situation. Furthermore, there could be some kind of probability for

the indicator-based scheme to finish the monitoring procedures at cycle` > 1 of processPR1. Consider

that (1) the TSNs of processesPR2 ∼ PRM at cycle ` = 0 are all smaller thanTSN∗; (2) process

PR1 receives a new packet which fails the CRC at cycle` = 1; (3) processesPR2 ∼ PRM successfully

receive packets with TSNs larger thanTSN∗ at cycle` = 1. In this situation, the monitoring procedure

of the indicator-based stall avoidance scheme will be finished whenever processPR1 receives a packet

successfully at cyclè > 1. Especially note that the probability of the occurrence of the above joint

conditions of (1)∼(3) is larger for a smallerM . This explains the larger discrepancy of the analytical

results ofM = 4. The above cases are excluded from the derivations of Proposition III because it is very

difficult to include the information of the TSN into derivations. Thus, actually, Proposition III provides

an elegant approximation of the average gap-processing time for the indicator-based scheme.

Comparing to Figs. 8, 10, and 13, the indicator-based scheme outperforms the timer-based and the

window-based schemes in terms of the gap-processing time. For a 4-process SAW HARQ mechanism with

Eb/N0 = 14 dB, the gap-processing time of the indicator-based scheme is4.9 TTIs; the gap-processing

time is 21.7 TTIs for the timer-based scheme with a timer expiration of 20 TTIs; the gap-processing time

is 15.27 TTIs for the window-based scheme with a window of a size of 12. Also, it is found that the

more the parallel HARQ processes, the longer the average gap-processing time.

The developed gap-processing time computation method for the indicator-based scheme can be applied

to determine the acceptable users throughbTo/GPT indicatorc as the timer-based and the window-based

schemes, whereTo is a given constrain on the gap-processing time. Figure 14 shows the number of

acceptable users of the indicator-based stall avoidance scheme againstPER with various numbers of

parallel HARQ processes (M ) under a constraint of the gap-processing time 100 TTIs. One can find that

with the aid of the indicator-based stall avoidance scheme, an HSDPA system can accommodate more
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Fig. 14. The number of acceptable users of the indicator-based stall avoidance scheme versusPER with various number processes (M )

in the parallel SAW HARQ mechanism subject to a gap-processing time constraint of 100 TTIs.

users compared to the window-based scheme. ForM = 4 at PER = 0.2, the number of acceptable users

are 4, 6, and 24 for the timer-based, the window-based, and the indicator-based schemes, respectively.

Furthermore, although more parallel HARQ processes can enhance throughput, the side effect of increasing

gap-processing time can not be ignored. AsM increases from 4 to 12 atPER = 0.2, it is necessary to

reduce the acceptable users from 24 to 6 if the gap-processing time requirement is fulfilled.

D. Probability Mass Function of the Gap-processing Time

Figure 15 shows the probability mass functions of the gap-processing time for the timer-based, the

window-based, and the indicator-based stall avoidance schemes, where the timer’s expirationD = 24 and

the detection window sizeW = 20 with M = 6 parallel HARQ processes atEb/N0 = 14 dB. From the

figure, one can see that the analytical results can approximate the simulation results. Most importantly,

the gap-processing time for the timer-based and the indicator-based schemes are centralized while that

of the window-based scheme is widely spread. For example, 78% and 71% of the gap-processing time

of the timer-based and the indicator-based schemes are lower than 26 and 8 TTIs, respectively, where

the corresponding average gap-processing times are 26.8 and 8.4 TTIs. However, for the window-based

scheme, only 53% of the gap-processing time are lower than the average value of 25.6 TTIs. Thus, we

can conclude that indicator-based scheme is more capable of maintaining stable and better QoS for the

packet data access.
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Fig. 15. The probability mass functions of the gap-processing time for the timer-based, the window-based, and the indicator-based stall

avoidance schemes, where the timer’s expirationD = 24 and the detection window sizeW = 20 with M = 6 parallel HARQ processes at

Eb/N0 = 14 dB.

IX. CONCLUSIONS

In this paper, we have defined a new performance metric – gap-processing time – to evaluate the stall

avoidance schemes for HSDPA. We derive the probability mass functions and the closed-form expressions

for the average gap-processing time of the timer-based, the window-based, and the indicator-based stall

avoidance schemes. Through analyses or simulations, we find that the indicator-based stall avoidance

scheme outperforms the other two schemes in terms of the gap-processing time. The proposed analytic

model can also be used to design the proper size in the reordering buffer in the MAC layer and the

window size in the RLC layers, and the number of acceptable users in the radio resource management

layer. Some interesting future research topics that can be extended from this work include the joint design

of the MAC and RLC retransmission mechanism and the investigation of the effect of Chase combining

on the gap-processing time and its related upper protocol layers.
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A TCP-Physical Cross-Layer Congestion Control

Mechanism for the Multirate WCDMA system

Using Explicit Rate Change Notification

Li-Chun Wang and Ching-Hao Lee

I. INTRODUCTION

Due to the fact that the WCDMA system adapts its transmission rate according to the radio link

quality, transmitting TCP traffic in the WCDMA system becomes a difficult but challenging task

[1] and [2]. To this end, a base station is usually equipped with a buffer to accommodate for the

load variations of TCP traffic. The buffer management has two major considerations. One is the

link utilization, and the other is the queueing delay. The former consideration prefers to a larger

queue, while the latter consideration prefers to a smaller-sized queue [3], [4] and [5] .

In the wireline network, the active queue management (AQM) mechanism and the random early

detection (RED) are two well-know buffer management techniques for the Internet routers [6] and

[7]. The basic principle of AQM and RED is to react on buffer overload before the buffer reaches

its capacity limit.

However, in the wireless link, there exist different issues in buffer management for delivering

TCP traffic in the WCDMA system. There issues includes rate variation, long latency [8] and [9],

and per-host queueing [3]. Thus, in [3], they proposed the packet discard prevention counter (PDPC)

method. In [3], the major goal was focussed on the maximization of radio link utilization, while

the impact of queue delay and link delay jitter was not a key design consideration.

In this work, by analyzing the relation of bandwidth in the physical layer and the queue size in

the TCP layer, we obtain a closed-form expression for the throughput in the TCP layer in terms of

queue size, queue delay and channel capacity. Accordingly, we suggest a physical-TCP cross-layer

buffer management technique to improve the TCP throughput and queue delay and link delay jitter.
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Fig. 1. The TCP flow in the WCDMA system with a queue.

We call this proposed buffer management technique the explicit rate change notification (ERCN)

mechanism in this report. The ERCN mechanism can explicitly notify the TCP sender about the

situation of the usage for the wireless link capacity by changing the buffer capacity limit. Hence,

the proposed method can support the delay-sensitive TCP traffic [10], such as interactive data traffic

in the WCDMA system [11].

The rest of this report is organized as follows. Section II describes the background on the

TCP behavior. Section III formulates the buffer management for the WCDMA system. Section IV

introduces the proposed ERCN mechanism. Numerical results are shown in the section V. We give

our concluding remarks in the section VI.

II. BACKGROUND ON TCP BEHAVIOR

In this report, we focus our work on the TCP with ERCN mechanism. We discuss the TCP

behavior in the WCDMA system as shown in the Fig. 1, where, a TCP connection is established

between TCP sender and mobile terminal with an intermediate base station. The wire link between

TCP sender and the base station can have high capacity, while the wireless link between the

base station and the mobile terminal has a very limited relatively. The base station has a queue

for buffering the TCP segments and controls the WCDMA physical layer data rate. The variant

WCDMA physical data rates would affect the performance of the TCP flow between the base station

and the mobile terminal. In this work, we only consider the downlink transmission. Fig. 2 describes

the variations of congestion window (CWND) size when sending TCP traffic. In Fig. 2, a round is

defined as the duration of sending the first packet of W packets until the ACK is received, where

W is the current CWND size. The reception of the ACK represents the end of the current round

and the beginning of the next round. The CWND size is changed in each round according to the
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Fig. 3. The variations of the CWND size in a TCP block.

additive increase multiplicative decrease (AIMD) mechanism. In the AIMD mechanism, the CWND

size is increased by one segment when receiving ACK, and is decreased by half when receiving

the rate change notification. Next, we define the block period (TB) as the duration between two

reductions of the CWND size, which is resulted from the notification of rate change sent from the

base station.
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III. M OTIVATION AND PROBLEM FORMULATION

A. The Relations of Queue Size, Throughput and Delay

Now we derive the TCP throughput in terms of queue size in the base station. Fig. 3 shows

the variations of the CWND size for a TCP block, which has four rounds. LetWi be the CWND

size in the last round of the i-th block. According to the AIMD mechanism, the CWND size of

the first round in the i-th block isWi−1/2. Thus, there are(Wi − 0.5Wi−1 + 1) rounds in the i-th

block. Consequently, the total number of segments in the i-th block becomes(Wi−1/2+Wi)(Wi−
0.5Wi−1 + 1)/2. Denote B the throughput in a block.

B = (
(Wi−1

2
+ Wi)(Wi − 0.5Wi−1 + 1)

2
)

1

TB

. (1)

DenoteW the average number of segments in a block.

Then B can be approximate by

B =
3
8
W

2
+ 3

4
W

TB

. (2)
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Now from Fig. 3,TB will increase when the CWND size is larger than the link pipe capacity

(PC). In such a situation, the TCP segments are buffered in the queue, and queue size increase the

TCP delay fromRTTb to (RTTb + queue size/R), where theRTTb is the round trip time when

no segments be buffered in the base station and the R is the data rate of the radio link [3] and

[12]. There exist a transition period in a block duration (see Fig. 4). During the transition period,

the TCP sender receives a number ofW/2 ACKs on average without sending any segment and the

queue size will deceaseW/2. Referring to Fig. 3, we have

TB = RTTb(
W

2
+ 1) +

Qtotal

R
. (3)

DenoteQtotal the total queue size in a block. As mentioned above, we can express theQ as

Q = Qtotal
1

W
2

+ 1
, (4)

DenoteQ the average queue size in a round.

Substituting (3) and (4) into (2), we can obtain

B =
3W
4

RTTb + (Q + PC
W+2

) 1
R

. (5)

We also drive the average round trip time as

RTT = RTTb +
Q

R
. (6)

We assume theRTTb and R are known by the base station. From (5) and (6), if we get the

relation betweenW andQ, we can derive the B andRTT as a function ofQ. Now, we consider

two situations.

In the case of (PC<W<2PC), we have

Q =
(1 + W − PC)(W − PC)

2

1
W
2

+ 1
, (7)

and
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W =
−A +

√
A2 − 4(PC2 − PC − 2Q)

2
, (8)

where denote A is

A = −2PC −Q + 1. (9)

In the second case (2PC≤W ), we have

Q =
((W

2
− PC) + (W − PC))(W

2
+ 1)

2

1
W
2

+ 1
, (10)

and

W =
4(PC + Q)

3
. (11)

Fig. 5 shows the relations between the TCP throughput and the average queue size according

to (5), (8) and (11). In the figure, the size of TCP segment is 500 bytes include the TCP header

of 40 bytes; R is 256 kbps; the delay of the Internet is 100 ms; the delay of the radio link is

(TCP segment size)/R equal to 15.6 ms; theRTTb is 115.6 ms; the PC is((RTTb) × (R)) equal

to 29.6 kbits. Observing Fig. 5, whenQ increases from 5 kbits to 15 kbits, the TCP throughput

only increase 10 kbits (2%).

Fig. 6 shows the relation between the TCP delay and average queue size based on (6), (8) and

(11). WhenQ increases from 5 kbits to 15 kbits, the TCP delay increase 40 ms (30%). From the

above observation, we can control the queue size to reduce the TCP delay without decreasing too

much throughput. In next section, we will discuss how to control the queue size.

B. Control of the Queue Size

In our work, we apply the ECN mechanism [13] to control the queue size and Fig. 7 shows the

relation between theQ andp. The (12) is the detail behavior of the ECN.

p =





0 , Q<Qmin

Pmax
Q−Qmin

Qmax−Qmin
, Qmin≤Q<Qmax

1 , Qmax≤Q

(12)
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Fig. 5. The TCP throughput is a function of average queue size.

Fig. 6. The TCP delay is a function of average queue size.
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Fig. 7. The relation between average queue size and marking rate of the ECN.

Since theQ size is relative to the marking probability of the ECN, we investigate the relation

amongQ, marking probability and the throughput. As in [14], B can be expressed in terms of

marking probability, i.e.,

B =

1
p

+
√

8
3p

RTT (
√

2
3p

+ 1)
.

(13)

In each TCP round, when the segments in the TCP link are larger than PC, some segments will

be buffered in the queue. Thus, theQ is equal to

Q = B × (RTT )− PC,

Q =

1
p

+
√

8
3p√

2
3p

+ 1
− PC. (14)

Fig. 8 shows the relation between average queue size and marking probability. As Fig. 5, we

consider the case that R is 256 kbps and 512 kbps. We find that different data rate allocations have

different relations betweenp andQ. Now we try to modify the ECN to get different average queue

size for the various data rate allocation systems. Specifically, we can changeQmax in the ECN

mechanism to modify the marking probability.
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Fig. 8. The relation between queue size and marking probability for various data rates.

Fig. 9. Different ECN parameters settings can have different average queue size for different data rates.
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The base station chooses the parameters Qmax and Qmin of the


ERCN for delay and throughput requirements  based on


allocated data rates.


The base station obtains the TCP delay and throughput


requirements from TCP senders.


The base station 
allocates 
the WCDMA link data rates for the


mobile
 b
ased on the radio resource management strategy
 .


The base station sets the marking probability of the ERCN


according to (12).


Fig. 10. Flow chart of the ERCN procedures.

In Fig. 9, we change theQmax parameter of the ECN to show that differentQmax settings can

have different average queue size for different data rates. For example is designed for R=512 kbps,

average queue size 25 kbits should be theQmax=64 kbits. ForQ=18 kbits and R=256 kbps, one

should setQmax=32 kbits. In the next section, we will discuss how to modify the ECN to get

different average queue sizes in the WCDMA system.

IV. T HE PROPOSEDERCN MECHANISM

We propose Explicit Rate Change Notification (ERCN) by modifying the ECN mechanism. With

ERCN, we can choose the queue size to control TCP delay and throughput for different WCDMA

wireless link data rates. The detail ERCN procedures of the base station are shown in Fig. 10.

In the ERCN mechanism, we adapt the parametersQmax and Qmin for different data rates as

Fig. 11.

First, we set theQmin as Qmax

3
as recommended by [6]. Now, we analyze the relation between

Qmax andQ. From (14), we obtain the relation betweenp andQ.
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Fig. 11. The ERCN adapts the Qmax dynamically to different WCDMA air link data rates.

p = (
−

√
2
3
(Q + PC − 2) + Y

2(Q + PC)
)2. (15)

We denote Y as

Y =

√
2

3
(Q + PC − 2)2 + 4(Q + PC). (16)

From (12) and (15), we obtain

Qmax =
3(Pmax)(Q)

2((
−
√

2
3
(Q+PC−2)+Y

2(Q+PC)
)2) + Pmax

. (17)

Notice that the relations betweenQ, RTT and B are shown in (5), (6), (8) and (11). Hence, we

can obtain the relations betweenQmax, RTT and B.

V. NUMERICAL RESULTS

A. The Simulation Model

We applied the enhanced UMTS radio access network extensions (EURANE) [15] for ns-2

(network simulator version 2.26) [16] to simulate the system shown in Fig. 12. First, we describe

the nodes in Fig. 12.
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The mobile is a mobile device in the WCDMA system. There are a radio interface between the

mobile and radio network. The radio resource control (RRC) functions of the WCDMA network

can dynamically adjust the transmission bandwidth for the variant radio channel condition.

The base station of the WCDMA system connects the mobile and the WCDMA network. The

base station communicates with radio network controller (RNC) in wide bandwidth wire link and

communicates with the mobile in narrow air link bandwidth which is the bottleneck of the TCP

link. Therefore, the TCP segments will be buffered in the queue of the base station. In the wire

interface between base station and RNC, the transmission blocks are the radio link control (RLC)

blocks.

The RNC controls the WCDMA radio link traffics over the UMTS network. It arranges the RLC

channels for each mobile and connected to the the gateways which are connected to the Internet.

The TCP source is a node attached in the Internet. The TCP agent version is the TCP New Reno.

The delay and bandwidth information of the simulation model are described in Table. I. There, we

only show the fixed wire link information. About the wireless link information, as mentioned, the

wireless interface bandwidth between the base station and the mobile will be dynamically allocated

by the RRC function and the allocated bandwidth also impacts the propagation delay.

TABLE I

THE CONNECTION INFORMATION OF THE SIMULATION MODEL.

to node bandwidth delay

(Mbps) (ms)

TCP source gateways 100 30

gateways RNC 622 10

RNC basestaion 622 15

B. The Accuracy Validation of the Analysis

We establish a TCP flow between the TCP source and the mobile, in which base station is

equipped with the ERCN mechanism with the parameters in (12) :Pmax=0.04;Qmax=3Qmin. We

consider the TCP segment of 500 bytes with 40 bytes of TCP header. Let the the radio link
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Fig. 12. UMTS reference architecture.

bandwidth is set to be 128 kbps and 256 kbps and the link layer channel is dedicated channel

(DCH) with 20 ms transmission time interval. The RLC block size has 40 bytes payload and 2

bytes header. Because the 2 bytes RLC header impacts the analytical results we modify the (5) and

(6) as follow.

B = D ×
3W
4

RTTb + (Q + PC
W+2

) 1
R

, (18)

where denote D is

D =
RLC payload size

RLC payload size + RLC header size
. (19)

RTT = E × TCP segment size

R
+ RTTb +

Q

R
, (20)

where denote E is

E =
RLC header size

RLC payload size + RLC header size
. (21)

Fig. 13 shows the relation ofQmax and the total delay for R=128 kbps and 256 kbps. The

analytical results are obtained according to (8), (11), (17) and (20) which match the simulation

results well. Now consider the delay requirement is 260 ms set for example. From the figure, one

can obtainQmax=10 kbits and 55 kbits for R=128 kbps and 256 kbps, respectively. The achievable

throughput by this option can be obtained by the next figure.

44



Fig. 13. The relation of Qmax and delay.

Fig. 14. The relation of Qmax and throughput.
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Fig. 14 shows the relation ofQmax and throughput by simulations and analysis according to (8),

(11), (17) and (18). One can find the simulation results match the analytical results well. From the

figure, one can determine the expected throughput for different values ofQmax. For example, for

Qmax=10 kbits and 55 kbits, the throughput is 110 kbps and 240 kbps, respectively.

C. The Comparison of ECN and ERCN

There, we have an example to compare the numerical results of the ECN and ERCN. In the

WCDMA system, the 128 kbps service class is considered to support video telephone and various

other data rate application [11]. We assume the RRC function allocated 128 kbps for the wireless

interface between the base station and mobile in the wireless link setup state. After the wireless

link setup state, for maintaining specific bit error rate, the WCDMA network can adapt the link

data rate to variant wireless link condition, for example, increases the spread factor for worse link

condition and the data rate will be 64 kbps, decreases spreading factor for better link condition and

the data rate is 256 kbps. In this example, the ERCN dynamically adapts the Qmax to different

wireless link data rates but the previous work ECN has a fixed Qmax in different wireless link data

rates. Table. II shows the numerical results of the ERCN and ECN.

TABLE II

THE PERFORMANCES OF THEECN AND ERCN.

Throughput delay delay jitter

(kbps) (ms) ×104(ms2)

ECN 115 307 1.73

ERCN 119 286 0.6

In Table. II, the throughput of the ERCN is better than the ECN, it is because when the wireless

link data rate is 256 kbps the ERCN maintains a largerQmax than the ECN, observing Fig. 14,

the largerQmax obtains the lager TCP throughput. The ERCN also has smaller average delay than

the ECN, it is because the ERCN maintains a smallerQmax than the ECN for 64 kbps wireless

link data rate, observing Fig. 13, the smallerQmax obtains smaller TCP delay. Since the ERCN

maintains largerQmax for larger wireless link data rate, smallerQmax for smaller wireless link data
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Larger distribution range


Fig. 15. The delay distribution of the ECN.

Smaller distribution range


Fig. 16. The delay distribution of the ERCN.
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rate, observing Fig. 15 and Fig. 16, the TCP delay distribution range of the ERCN is smaller than

the ECN. Therefore, as the results of Table. II, the ERCN has better TCP delay jitter than the ECN.

VI. CONCLUSIONS

In this report, we have analyzed the relation among the physical layer bandwidth, the TCP

layer throughput, delay and queue size when delivering the TCP traffic in the WCDMA system.

The developed analytical formulas can facilitate the design of queue sizes in the buffer of base

station for different TCP throughput and delay requirements. Specifically, we propose an explicit

rate change notification (ERCN) mechanism to dynamically change the queue size of the buffer in

the base station based on the TCP/Physical cross-layer performance issues. Hence, when the radio

link capacity in the physical layer is changed, the suitable queue size in the base station can be

effectively adapted and the TCP sender can accordingly change the transmit data rates, thereby both

the TCP delay and throughput requirements can be met in the varying radio channel conditions. In

addition, we validate the accuracy of the analysis by simulation in the EURANE, the simulation

results are similar to the results of analysis. Finally, we have numerical results to show the ERCN

can improve the TCP throughput, delay and delay jitter when the WCDMA system adapts the

wireless link data rate to the radio channel condition.
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Comparisons of Link Adaptation Based Scheduling

Algorithms for the WCDMA System with High

Speed Downlink Packet Access

Li-Chun Wang and Ming-Chi Chen

I. I NTRODUCTION

In order to satisfy the fast growing demand of the wireless packet data services, the concept of

high speed downlink packet access (HSDPA) is proposed as an evolution for the wideband code

division multiple access (WCDMA) system [1]. The goal of the WCDMA system with HSDPA is

to support peak data rates from 120 kbps to 10 Mbps by adopting many advanced techniques, such

as fast link adaptation, fast physical layer retransmission, and efficient scheduling techniques [2].

A fast link adaptation mechanism can enhance throughput performance by adapting modulation

and coding schemes in the rapidly changing radio channel. The hybrid automatic repeat request

(HARQ) technique can improve the radio link performance by combining retransmitted packets

with previous erroneous packets. Scheduling is the key to achieving fairness in a shared channel

for multiple users. Basically, a scheduling algorithm is to select a most suitable user to access the

channel in order to optimize throughput, fairness, and delay performances.

Recently, scheduling has attracted much attention for wireless data networks because it can exploit

the multi-user diversity [3] [4]. In the traditional voice-oriented cellular network, the fluctuation

of the fast fading is viewed as a drawback. However, channel variations can be also beneficial to

the wirelessdata network. Because data services can tolerate some delay, a scheduling mechanism

can be designed to select the user with the highest channel peak and serve one user at a time in a

time-multiplexing fashion. With a higher channel peak, a more efficient modulation/coding scheme

can be applied to enhance data rates. In general, a larger dynamic range of channel variations can

yield higher channel peaks, thereby delivering larger multi-user diversity gain.
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In addition to throughput optimization, service delay and fairness are another two important

aspects needed to be taken into account in designing a good scheduling algorithm. The reason why

wireless scheduling can improve system throughput lies in the fact that data services can tolerate

certain level of delay. Nevertheless, a constraint on the maximum service delay is still necessary. In

wireless systems, mobile users are located at different locations with different channel conditions. If

a scheduler always selects the user with the best channel condition, some users at the cell boundary,

for instance, may never have a chance to access the system. Hence, how to design a scheduling

algorithm to achieve high throughput subject to delay and fairness constraint becomes a crucial and

challenging issue for the wireless data network.

In the literature, according to the considered channel models, wireless scheduling algorithms

can be categorized into two major types. First, the wireless scheduling algorithms in [5] [6]

[7] considered a two-state on-off Markov channel model. Because of simplicity, the two-state

Markov channel model is suitable to examine the fairness performance of scheduling algorithms.

However, using the simple two-state Markov channel has limitations in capturing actual radio

channel characteristics. Second, some wireless scheduling algorithms like [1] [8] [9] [11] considered

a more practical radio channel model with the emphasis on exploiting the multi-user diversity. In

[1], the maximum carrier to interference ratio (C/I) scheduler is designed to assign the channel to the

user with the best C/I. Obviously, the maximum C/I scheduler fully utilizes the multi-user diversity,

but is an unfair scheduling policy. In contrast to the maximum C/I scheduler, a fair time scheduler

(or called the round robin scheduling algorithm [8]) allocates the channel to users in sequence with

equal service time. Clearly, the fair time scheduler does not consider the channel effect. In [2] [8]

[9] [10], the proportional fair scheduler was proposed for the IS-856 system and the WCDMA

system. The proportional fair scheduler improves the fairness performance of the maximum C/I

scheduler at the cost of lowering system throughput. However, in [11] it was pointed out that the

proportional fair scheduling algorithm does not account for service delays. Thus, the authors in [11]

proposed the exponential rule scheduler to improve the delay performance of the proportional fair

scheduler. It was proved that the exponential rule scheduler is throughput optimal in the sense of

making a service queue stable [12]. In [13], it was concluded that the exponential rule scheduler is

superior to the proportional fair scheduler since it provides excellent latency performance even with

a slightly lower system throughput. Nevertheless, the factor of queue length is still not explicitly
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considered in the exponential rule scheduling policy.

To our knowledge, a wireless scheduling policy with consideration of all the factors of channel

variations, service delay, and queue length is still lacking in the literature. Consequently, we are

motivated to develop such a wireless scheduling algorithm. The contributions of this work are two

folds. The first contribution of this work is to propose a queue-based exponential rule scheduler

to explicitly take account of all the factors consisting of queue length, service delay, and channel

variations. We find that the queue-based exponential rule scheduler can further improve the fairness

performance as compared to the original exponential rule scheduler, while maintaining the same

throughput and delay performances.

Second, in the context of multi-type services, we suggest a fairness index to evaluate the fairness

performance of the link adaptation based wireless scheduling algorithms, i.e., the maximum C/I,

proportional fair, and exponential rule schedulers. This fairness index is modified from the one used

in the two-state Markov channel based wireless scheduling algorithms [5] [6] [7] [14]. Interestingly,

we find the fairness of current link adaptation based wireless scheduling algorithms [1] [8] [9] [11]

is not clearly specified. Thus, we are motivated to adopt a formal fairness index to evaluate the

fairness performance of these link adaptation based wireless scheduling algorithms. Using this

fairness index to compare scheduling algorithms is important, especially supporting multi-type

services. For example, the fair time (or round robin) scheduler is viewed as the performance upper

bound in terms of fairness for most link adaptation based wireless scheduling algorithms. However,

this upper bound is only valid under the assumption that all users subscribe the same type of service

any time. In the case of multi-type services, the fair time scheduler can only guarantee the equal

access time for multiple users, but not ensure to satisfy the different requirements for different users.

Thus, even the fair time scheduler may not be the fairest scheduling algorithm in supporting the

multi-type services. Thus, to support multi-type services, it is important to re-evaluate the fairness

of these link adaptation based wireless scheduling algorithms based on a formal fairness index.

Our simulation results show that in the time-multiplexing fashion, the fairness performance of the

exponential rule scheduler is very close to that of the fair time scheduler and both schemes are

superior to the proportional fair scheduler. On the other hand, in the code-multiplexing fashion, we

find that the exponential rule scheduler is only slightly better than the proportional fair rule, and

both schemes are worse than the fair time scheduler.
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TABLE I

MODULATION AND CODING SCHEMES IN THEHSDPA CONCEPT

Modulation and coding schemes (MCS) Modulation Effective code rate

MCS 1 QPSK 1/4

MCS 2 QPSK 1/2

MCS 3 QPSK 3/4

MCS 4 16-QAM 1/2

MCS 5 16-QAM 3/4

The rest of this part of report is organized as follows. Section II briefly introduces the background

of the HSDPA concept in the WCDMA system. Section III describes existing link adaptation based

scheduling algorithms. We discuss our new proposed queue-based exponential rule scheduling

algorithm in Section IV. Simulation results are presented in Section V. Finally, we give our

concluding remarks in Section VI.

II. H IGH SPEEDDOWNLINK PACKET ACCESS

In this section, we introduce three key technologies in implementing the HSDPA concept,

including adaptive modulation and coding, fast scheduling, and multi-code assignment.

A. Adaptive Modulation and Coding

Adaptive modulation and coding is a link adaptation technique to adapt transmission parameters

to the time varying channel conditions. The basic principle in applying adaptive modulation and

coding is to assign higher order modulation and higher code rate to the users in favorable channel

conditions, whereas allocate lower order modulation and lower code rate to the users in unfavorable

channel conditions. To obtain the channel conditions, the receiver is required to measure the channel

conditions and feedback to the the transmitter periodically, e.g., 2 msec of every transmission time

interval (TTI) in HSDPA. The major benefit of adaptive modulation and coding is to deliver higher

data rate to the user with better channel conditions, thereby increasing the average throughput of

the cell. Table I lists the modulation and coding schemes used in HSDPA.
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Fig. 1. Thehull curve with five modulation and coding schemes and the multi-code operation of maximum 10 codes [1].

B. Fair Scheduling

In the downlink shared channel, scheduling techniques can be used to exploit multi-user diversity

by taking advantage of short-term channel variations of each user terminal. With scheduling the

selected user is always served in the high channel peak or a constructive fade. When combined with

adaptive modulation and coding, the scheduled user can therefore have a better chance to transmit

at a higher rate with higher order modulation and higher code rate.

C. Multi-Code Assignment

To achieve a higher data rate in HSDPA, adaptive modulation and coding technique needs to

function together with multi-code assignment. Because the number of modulation and coding

schemes is limited (e.g., only 5 formats in HSDPA), the dynamic range of selecting adaptive

modulation and coding scheme may not be enough, e.g., 15 dB of dynamic range in an example

of Fig. 51 in [1]. To increase the dynamic range of adapting transmission parameters to channel

variations, selecting both the modulation/coding scheme and the number of codes is an effective
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method. Figure 1 shows thehull curve of combining 5 modulation/coding schemes with the multi-

code operation of 10 codes. As shown in the figure, the dynamic range of selecting transmission

parameters for differentEc/Ioc (i.e., signal to interference ratio (SIR)) becomes -5 to 20 dB, which

is 10 dB larger than the single code case of [1]. Generally speaking, it is better to increase the

number of multi-code first before transiting to the next higher order of modulation/coding scheme

based on a spectral efficiency viewpoint. Note that Fig. 1 in this report is produced by referring to

Fig. 51 of [1], both of which do not consider HARQ. If ARQ is considered, we can straightforwardly

use the hull curve of adaptive modulation and coding with ARQ in the single code operation (e.g.,

Fig. 50 of [1]) to produce a hull curve of the adaptive modulation/coding scheme with HARQ for

the multi-code operation.

III. C URRENT L INK ADAPTATION BASED SCHEDULING ALGORITHMS

As mentioned, the key factor in determining the performance of the WCDMA system with

HSDPA is the link adaptation based scheduling algorithm [1] [8] [9] [11]. We will evaluate these

scheduling algorithms in terms of three performance metrics: system throughput, delay, and fairness.

In order to achieve the multi-user diversity, a good scheduling algorithm should take account of

channel variations. The more the multi-user diversity, the higher the system throughput. However,

for some delay-sensitive services, such as streaming video, a good scheduler also needs to pay

attention to the latency performance. Furthermore, from an individual user standpoint, it is desirable

to receive the service as fair as others. Thus, to design a good scheduling algorithm, we need to

make a better tradeoff design between these three performance metrics.

Before we detail the scheduling algorithms, let us first define the following notations:

• k: the index of thekth transmission time interval (TTI).

• γi(k): the short-term SIR of useri averaged in the(k − 1)th TTI.

• γi(k): the long-term average SIR of useri observed in[(k − T ), k], whereT is the length of

sliding window in terms of the number of TTIs.

• di(k): the delay time for the packet waiting in the head of line (HOL) TTI before getting the

service for useri.

• qi(k): the queue length of useri at the beginning of thekth TTI.
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A. Maximum C/I Scheduler

The maximum C/I scheduler always selects the user with the best carrier-to-interference ratio

(C/I). At the beginning of each TTI, the scheduler compares the C/I levels of all active users and

grants the channel access to the user with the highest C/I level. Specifically, the maximum C/I

scheduler will select the userj in the k-th TTI if

j = arg{max
i

γi(k)}. (1)

Obviously, the maximum C/I scheduler is the upper bound in terms of system throughput because

it can achieve the maximum multi-user diversity. However, those who are located far from the base

station may feel unfair owing to the poor radio link condition. This unfairness phenomenon makes

the maximum C/I scheduler in practical.

B. Fair Time Scheduler

At any scheduling instant, the fair time scheduler serves all non-empty source queues in a round-

robin fashion. That is, the fair time scheduler will schedule userj in the k-th TTI if

j = mod((k − 1), N) + 1, (2)

where mod(·) denotes the modulus operator and theN is the number of active users in the

system. One can easily finds that this fair time scheduling algorithm is independent of the channel

characteristics and thus does not exploit the multi-user diversity at all. However, this scheduler

has the best delay performance and is much fairer than the maximum C/I scheduler. Note that the

fairness here is defined from the viewpoint of equal access probability. In this report, we will adopt

another fairness index used in the two-state Markov channel based wireless scheduling algorithms

[14] to examine the fairness performance of the scheduling algorithms.

C. Proportional Fair Scheduler

The proportional fair algorithm was proposed to the HDR system [9]. The basic idea of this

algorithm is to select a scheduled user based on the ratio of the short-term SIR over the long-term

averaged SIR value with respect to each active user. The proportional fair scheduler takes advantage

of the temporal variations of the channel to increase system throughput, while maintaining certain
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fairness among all active users. Specifically, the proportional fair scheduler will schedule userj in

the k-th TTI if

j = arg{max
i

γi(k)

γi(k)
}. (3)

Based on the above criterion, theγi(k) is the average SIR measured over a sliding window as

follows,

γi(k + 1) =





(1− 1
T
)γi(k) + 1

T
γi(k)

if user i is scheduled,

(1− 1
T
)γi(k)

if user i is not scheduled.

Note that the proportional fair scheduler does not consider the delay issue in each user’s service

queue and thus has poor delay performance.

D. Exponential Rule Scheduler

The exponential rule is a modified version of proportional fair. This scheduler further takes delay

issue into consideration [11] [13]. This policy tries to balance the weighted delay of all active users

when the differences of weighted queue delay among users become significant. For thekth TTI,

the exponential rule scheduler will choose userj if

j = arg



max

i
ai

γi(k)

γi(k)
exp


aidi(k)− ad(k)

1 +

√
ad(k)






 , (4)

where

ad(k) =
1

N

N∑
i=1

aidi(k), (5)

andai > 0, i = 1, ..., N are selected weights to characterize the desired quality of service.

To obtain the intuition behind the exponential rule scheduler, let us focus on the exponent term

of (4). If an active user has a larger weighted delay than others by more than
√

ad(t), then the

exponent term will become dominant and even exceed the impact of channel effect. In such a case,

this user will get higher priority of the access opportunity. On the other hand, for small differences

in the weighted delay, the exponent term will approach to 1 and the exponential rule scheduler

is exactly the same as the original proportional fair rule scheduler. Note that the factor 1 in the

denominator of (4) is to prevent the exponent term from increasing dramatically when
√

ad(t) is
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too small. In brief, the exponential rule scheduler incorporates both the effect of channel variations

and service delay and aims to further improve the performance over the proportional fair scheduler.

IV. PROPOSEDQUEUE-BASED EXPONENTIAL RULE SCHEDULER

In this section, we will first define the fairness and then propose an improved version of

exponential rule scheduler.

A. Fairness Definition

Based on the traditional fluid fair queueing in wireline networks, backlogged flows are served in

proportion to their weighted rate. Mathematically, for any time interval[t1, t2], the channel capacity

allocated to flowi, denoted asWi(t1, t2), should satisfy the following condition [14] [15]:
∣∣∣∣
Wi(t1, t2)

ri

− Wj(t1, t2)

rj

∣∣∣∣ = 0, ∀i, j ∈ B(t1, t2), (6)

whereri andrj are the weights of flowsi andj, respectively, andB(t1, t2) is the set of backlogged

flows during(t1, t2).

However, this condition in terms of bits can not be maintained in a practical packet switched

network. The goal of the packetized fair queueing algorithm is to minimize the difference of

|Wi(t1, t2)/ri −Wj(t1, t2)/rj|. Therefore, we define a fairness index as follows,

FI =
1

l

∣∣∣∣
Wi(t1, t2)

ri

− Wj(t1, t2)

rj

∣∣∣∣ , (7)

wherel is a normalization factor of the packet size. In wireless networks, many wireless scheduling

algorithms, such as IWFQ [5], CIF-Q [6], and WFS [7], were proposed to minimize the value of

FI during a long period, i.e., achieving the long-term fairness. Here, we define the packet size as

the number of data bits that can be transmitted at the minimum data rate during one transmission

time interval (TTI).

B. Queue-Based Exponential Rule Scheduler

The exponential rule scheduler considers the effect of the delay time in the head of line (HOL)

TTI. However, it does notexplicitly incorporate the factor of queue length into the scheduling

policy. By observing (7), we note that to achieve fairness not only the HOL delay is required to be
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considered, but also the queue length. Consequently, we are motivated to propose a queue-based

exponential rule scheduler as follows. In thekth TTI, the proposed scheduler will choose userj if

j = arg{maxi ai
γi(k)

γi(k)
exp

(
aidi(k)−ad(k)

1+
√

ad(k)

)
·

exp
(

qi(k)−q(k)

1+q(k)

)
}, (8)

where

ad(k) =
1

N

N∑
i=1

aidi(k), (9)

and

q(k) =
1

N

N∑
i=1

qi(k). (10)

The basic idea of second exponent term in (8) is to balance the service queue length among

multiple users. Moreover, in order to prevent the second exponent term from exceeding that of first

exponent term, the denominator of the second exponent term does not take the square root as that

of the first exponent term.

C. Time-Multiplexing Fashion v.s. Code-Multiplexing Fashion

In HSDPA, there are five available modulation and coding schemes and sixteen orthogonal

variable spreading factor (OVSF) codes [8]. There are two methods to implement the multi-code

operation. One is to assign all available multi-codes to one user at a time in a pure time-multiplexing

fashion. The other is to assign different active users to each code in a code-multiplexing fashion.

For the code-multiplexing multi-code assignment, we can treat each code as a server and scheduling

algorithms will select suitable users for multiple servers simultaneously. Note that the total power

budget in each base station is equally shared by all codes for both methods. The performance

comparison of these two methods will be discussed in Section V.

V. SIMULATION RESULTS

Through simulation, we compare the performances of different scheduling algorithms. Three

types of simulation configurations are considered. First, we focus on the performance with the

single code operation in the time-multiplexing fashion. In this case, the maximum data rate for

each scheduled mobile user is 720 kbps. In the second simulation configuration, we focus on the
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performance of the multi-code operation in the time-multiplexing fashion. With maximum 10 codes,

the maximum achieved data rate in this configuration becomes 7.2 Mbps. For the third simulation

configuration, we investigate the performance of the multi-code operation in the code-multiplexing

fashion.

A. Simulation Model

We consider a cell layout with a center cell surrounded by other six neighboring cells. We only

focus on the performance of the center cell and treat other cells as the sources causing the downlink

interference. The mobile users are uniformly located in the center cell. We assume that 60% of

the total base station transmitted power is allocated in supporting the HSDPA services. In HSDPA,

there are 16 orthogonal codes with processing gain of 12 dB. Nevertheless, many other dedicated,

shared and common channels may also need to use some codes. Thus, for the multi-code operation

in HSDPA, the suggested maximum number of codes can be assigned to a user is 10 [8]. Table

II lists other parameters used in our simulations [1]. We apply thehull curve of the link level

simulation results obtained from [1] into our system level simulation. For each randomly located

mobile user, the system will first calculate the corresponding received signal to interference ratio

(SIR). It is assumed that the measured SIR in each mobile can be correctly sent back to the base

station in time. We consider a mobile at a speed of 3 km/hr in a flat Rayleigh fading channel, or

equivalently the maximum Doppler frequencyfd = 5.5 Hz.

B. Single-Code Operation in the Time-Multiplexing Fashion

Figure 2 compares the fairness performance according to the fairness definition of (7) for all

the considered schedulers. Based on (7), the smaller the fairness index, the fairer the system.

Obviously, the scheduler of the least fairness is the maximum C/I scheduler. The fair time scheduler,

proportional fair scheduler and exponential rule scheduler almost have the same fairness perfor-

mance. It is noteworthy that the proposed queue-based exponential rule scheduler is fairer than

all the other schedulers. Specifically, the proposed new scheduling algorithm improves the fairness

index values by 31% to 50% as compared to the original exponential rule scheduler. Figure 3

compares the throughput performance of the proposed scheduling algorithm with four existing

scheduling algorithms. For the maximum C/I scheduler, one can find that when the number of
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TABLE II

SIMULATION PARAMETERS

Parameters Explanation/Assumption

Cell layout 7 hexagonal cells

Cell radius 1.6 km

User location Uniform distribution

Antenna pattern Omni-direction

Propagation model L = 128.1 + 37.6 Log10(R)

HS-DSCH power budget/the total Node-B power 60 %

Shadowing Std. deviation 8 dB

Correlation distance of shadowing fading 50 m

Carrier frequency 2 GHz

Base station total transmit power 44 dBm

Fast fading model Jakes spectrum

Number of HS-DSCH multi-codes 10

Transmission time interval (TTI) 2 msec

Simulation duration 5000 TTIs

users in the system increases, the system throughput improves because more multi-user diversity

gain are achieved. The fair time scheduler results in the lowest throughput, whereas the throughput

of the proportional fair scheduler is between the maximum C/I scheduler and the fair time scheduler.

Our proposed queue-based exponential rule scheduler performs the same as the original exponential

rule scheduler, but has lower throughput than the proportional fair scheduler. Note that when the

number of users per cell increases, the achieved average throughput of both the exponential rule

scheduler and queue-based exponential rule scheduler slightly decrease because the effect of the

exponent term becomes dominant for the case with a large number of users in the system. Although

the proportional fair scheduler has better throughput, the exponential rule scheduler has better delay

performance, which will be discussed next.

Figure 4 shows the delay performance of the considered schedulers in terms of the maximum
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Fig. 2. The average of fairness index value for all schedulers without multi-code operation in a time-multiplexing fashion.

delay for the packet waiting in the HOL TTI. In general, higher traffic load causes longer delay

because of more contenders. One can find that both the maximum C/I and proportional fair

schedulers have very poor delay performance. As expected, the fair time scheduler performs the best.

Note that both the proposed queue-based exponential rule scheduler and the original exponential

rule scheduler perform well and have the same delay performance, while the proposed queue-based

exponential rule scheduler has better fairness performance as shown in Fig. 2 previously.

C. Multi-Code Operation in the Time-Multiplexing Fashion

Figures 5, 6 and 7 show the performances of fairness, system throughput and delay for different

schedulers with multi-code operation in the time-multiplexing fashion, respectively. Basically, the

trends of these performance curves are the same as in the single code case except that for the

multi-code operation, the maximum achievable system throughput becomes 7.2 Mbps. Again, the

fairness index of the new proposed algorithm improves ranged from 15% to 30% as compared to

original exponential rule scheduler, while maintaining the same throughput and delay performance.
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Fig. 3. System throughput performance of all schedulers without multi-code operation in a time-multiplexing fashion.

D. Multi-Code Operation in the Code-Multiplexing Fashion

Figure 8 shows the fairness performance of all schedulers in the case of code-multiplexing

model. Interestingly, we find that the exponential rule scheduler is only slightly better than the

proportional fair rule, and both schemes are worse than the fair time scheduler. Nevertheless,

when we further evaluate the variance of the fairness index for different schedulers. As shown in

Fig. 8, the variations of the fairness index of the queue-based exponential rule scheduler is much

smaller than that of the fair time scheduler. This phenomenon implies that the proposed queue-based

exponential can still have a high possibility to be fairer than the fair time scheduler even in the

code-multiplexing case. In addition, the new proposed algorithm improved the fairness index value

by 5% to 15% as compared to the original exponential rule scheduler. Figure 9 shows the system

throughput performance of all schedulers with the multi-code operation in the code-multiplexing

fashion. We consider more than 10 users in this simulation. One can find that the code-multiplexing
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Fig. 4. The performance of maximum delay of all schedulers without multi-code operation in a time-multiplexing fashion.

fashion cannot fully take advantage of the multi-user diversity even for the maximum C/I method.

This observation shows that assigning only one user at a time can achieve the maximum system

throughput, which was also mentioned in [4]. Specifically, comparing Fig. 6 with Fig. 9 in the case

of the system load equal to 15 users, the proposed scheduling algorithm can provide 2.3 Mbps

of system throughput in the time-multiplexing scheme, while in the code-multiplexing scheme the

throughput decreases to 1.8 Mbps. Figure 10 compares the corresponding delay performance of all

schedulers in the code-multiplexing case. Because of more servers during each scheduling instant,

the delay performance in the code-multiplexing is much better than that in the time-multiplexing

fashion. For example, in the case of 30 users, the maximum delay of the queue-based exponential

rule scheduler in the code-multiplexing fashion is reduced to 80 TTIs as compared to 100 TTIs in

the time-multiplexing fashion. Thus, when comparing the performance between the second and third

simulation configurations, we can conclude that the delay performance of the code-multiplexing

scheme is better than the time-multiplexing at the expense of lower system throughput compared
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Fig. 5. The average of fairness index value for all schedulers with multi-code operation in a time-multiplexing fashion.

to the time-multiplexing scheme.

VI. CONCLUSION

In this report, we adopt a fairness index to examine the fairness performance of current link

adaptation based scheduling algorithms, including the maximum C/I, fair time, proportional fair,

and exponential rule schedulers. Moreover, we have proposed a new queue-based exponential

rule scheduler for the HSDPA system. As summarized in Table III, the proposed scheduling

algorithm outperforms all the existing scheduling algorithms in terms of fairness for the time-

multiplexing fashion. In the time-multiplexing case, the proposed queue-based exponential rule

scheduler improves the fairness index in a range of 15% to 50% compared to the original exponential

rule algorithm, while in the code-multiplexing case the improvement reduces to the range of 5%

to 15%. For the code-multiplexing configuration, Table IV compares the schedulers considered

with respect to fairness, delay, and throughput. Note that although the fairness performance of the

proposed queue-based exponential rule scheduler is slightly worse than the fair time scheduler in
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Fig. 6. System throughput performance of all schedulers with multi-code operation in a time-multiplexing fashion.

terms of the average fairness index value, the variations of the fairness index value of the proposed

scheduler is smaller than the fair time scheduler, thereby still having possibility to be fairer than

the fair time scheduler. It is noteworthy that in both the time-multiplexing and code-multiplexing

cases, the proposed queue-based exponential rule scheduler and the original exponential scheduler

improve the fairness and delay performances over the proportional fair scheduler at the cost of

slightly degrading throughput. Of the comparison between code-multiplexing scheduling and time-

multiplexing scheduling, we find that the time-multiplexing method is a better choice by taking all

the factors of system throughput, service delay, and fairness into consideration.
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TABLE III
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Summary 

Part I 
In the first part, we have defined a new performance metric --gap-processing 

time -- to evaluate the stall avoidance schemes for HSDPA. We derive the 
closed-form expressions and the probability mass functions for the average 
gap-processing time of the timer-based, the window-based, and the indicator-based 
stall avoidance schemes. Through analyses or simulations, we find that the 
indicator-based stall avoidance scheme outperforms the other two schemes in terms of 
the gap-processing time. The proposed analytic model can also be used to design the 
proper size in the reordering buffer in the MAC layer and the window size in the RLC 
layers, and the number of acceptable users in the radio resource management layer. 
Some interesting future research topics that can be extended from this work include 
the joint design of the MAC and RLC retransmission mechanism and the investigation 
of the effect of Chase combining on the gap-processing time and its related upper 
protocol layers. 

 

Part II 
 In the second part, we have analyzed the relation among the physical layer 
bandwidth, the TCP layer throughput, delay and queue size when delivering the TCP 
traffic in the WCDMA system. The developed analytical formulas can facilitate the 
design of queue sizes in the buffer of base station for different TCP throughput and 
delay requirements. Specifically, we propose an explicit rate change notification 
(ERCN) mechanism to dynamically change the queue size of the buffer in the base 
station based on the TCP/Physical cross-layer performance issues. Hence, when the 
radio link capacity in the physical layer is changed, the suitable queue size in the base 
station can be effectively adapted and the TCP sender can accordingly change the 
transmit data rates, thereby both the TCP delay and throughput requirements can be 
met in the varying radio channel conditions. In addition, we validate the accuracy of 
the analysis by simulation in the EURANE, the simulation results are similar to the 
results of analysis. Finally, we have numerical results to show the ERCN can improve 
the TCP throughput, delay and delay jitter when the WCDMA system adapts the 
wireless link data rate to the radio channel condition. 
 

Part III 
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 In the last part, we adopt a fairness index to examine the fairness performance of 
current link adaptation based scheduling algorithms, including the maximum C/I, fair 
time, proportional fair, and exponential rule schedulers. Moreover, we have proposed 
a new queue-based exponential rule scheduler for the HSDPA system. As summarized 
in Table III, the proposed scheduling algorithm outperforms all the existing 
scheduling algorithms in terms of fairness for the time-multiplexing fashion. In the 
time-multiplexing case, the proposed queue-based exponential rule scheduler 
improves the fairness index in a range of 15% to 50% compared to the original 
exponential rule algorithm, while in the code-multiplexing case the improvement 
reduces to the range of 5% to 15%. For the code-multiplexing configuration, Table IV 
compares the schedulers considered with respect to fairness, delay, and throughput. 
Note that although the fairness performance of the proposed queue-based exponential 
rule scheduler is slightly worse than the fair time scheduler in terms of the average 
fairness index value, the variations of the fairness index value of the proposed 
scheduler is smaller than the fair time scheduler, thereby still having possibility to be 
fairer than the fair time scheduler. It is noteworthy that in both the time-multiplexing 
and code-multiplexing cases, the proposed queue-based exponential rule scheduler 
and the original exponential scheduler improve the fairness and delay performances 
over the proportional fair scheduler at the cost of slightly degrading throughput. Of 
the comparison between code-multiplexing scheduling and time-multiplexing 
scheduling, we find that the time-multiplexing method is a better choice by taking all 
the factors of system throughput, service delay, and fairness into consideration. 
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