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Auto-adjusting the Photodetector in an Optical Head System for Optimum Focus
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1. Abstract
In the assembly of an optical head system, it is
required to mount the photodetector integrated chip
(PDIC) in the correct position so that the astigmatism
phenomenon can be achieved. The conventional means
of adjustment requires an experienced engineer to shift
the PDIC in the three dimension (3D) space until the
S-word profile is obtained. This paper proposes an
automatic method for replacing an experienced
engineer, which can be formulated as an optimization
problem with parameters trained by a neural network
method. During the training process, a convex cost
function of the 3D position is established and the
minimum of this function indicates the correct position
of the PDIC. In the mounting stage, the steepest
descent method is then applied to search for the
optimum of the trained function, so that the PDIC is
automatically mounted at the optimal position.

CD-ROM,
optimization
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2. Introduction

Optical data storage devices such as compact disk
rom (CD-ROM), digital versatile disk rom
(DVD-ROM), and digital versatile disk ram
(DVD-RAM), have become popular recently. In these
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devices, a head system is the key component for
picking up the data signals from an optical disk. It
consists of a objective lens, laser generators, a
photodetector integrated chip (PDIC), and actuators.
Several studies have dealt with the design and the
servo control of a head system. Kouchiyama et al.[1]
reported a plasma etched lens in a head system by
using a novel selectivity control during the transfer
processes. Hashimoto et al.[2] developed a miniature
two-axis actuator for the DVD-R format using a
miniature objective lens. Takahashi et al. [3] showed
that a two-dimensional search for the optimum focus is
effective for a high numerical-aperture thin cover-layer
disk system. However, there is little information
available on the mounting of a PDIC in the head
system. Conventionally, the mounting operation of a
PDIC in an optical head system relies on an
experienced engineer to adjust the mounting position
so that the astigmatism phenomenon is achieved. This
paper attempts to develop an automatic method for this
mounting operation. It is expected to speed up the
mounting process and reduce the manual labor required.
The proposed method is formulated as an optimization
problem with parameters trained by a neural network
method. During the off-line neural network training, a
convex cost

function of the 3D position can be found and the
minimum of this function indicates the correct position
of the PDIC. The Steepest descent method [4][5] is
then applied to the mounting operation to move the
PDIC to the global minimum point of the trained
function.

An optical head system in a compact disk
re-writable (CD-RW) is taken as an example, to verify
the proposed method. Experiments show that a convex
cost function can be obtained by the proposed neural
network method. Only a few of steps are required to
achieve the global minimum of the trained cost
function by the steepest descent search method.

3. Problem Formulation

Consider the optical head system of a CD-RW driver
shown in Fig. 1. Each emitting beam reflected by a
beam splitter (BS) is collimated to an optical path,
projected onto the objective lens, and then focused on
the disk. The reflective beams from the disk pass
through the BS and the plano-concave lens so that they
are projected on the PDIC. The PDIC is a tool for



detecting the focus error of an optical storage system.
The signal of the PDIC is used as a feedback signal to
control the focus actuator, which moves the objective
lens translationally. There are six split photosensors, A,
B, C, D, E and F, in the PDIC, as shown in Fig. 2. We
define the focus error signal epz as (S,+Sc)— (SptSp)
and the tracking error signal eyz as Sg— Sk, where Sy,
Sz, Sc, Sp, Sk, and Sy are the outputs of photosensors A,
B, C, D, E, and F, respectively.
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Figure 1: Optical head system in a CD-RW driver.
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ngure 2: Layout of the PDIC.

In the assembly operation of an optical head system,
it is required that the PDIC be mounted in the correct
position so that the astigmatism phenomenon can be
achieved for the forward and backward movement of
the objective lens. The so-called astigmatism
phenomenon occurs when the light spot on the four
sensors A, B, C, and D of the PDIC forms a circle at
the center, as shown in Fig. 3 (b), when the emitting
beams are on focus; the light spot on these four sensors
of the PDIC forms an ellipse as shown in Fig. 3 (a) and
3 (c), when the emitting beams are off focus. The
means of adjusting the mounting position is to place a
standard disk on the turntable of a locked spindle motor,
and the focus actuator moves forward and backward
with the period of 2¢p. Under such conditions, the
astigmatism phenomenon of the PDIC is equivalent to
the S-word profile of the ey signals, as shown in Fig.
4,

(a) (b) (c)
Figure 3: (a) Off focus, exg <0; (b) on focus, egz = 0; (c) off
focus, epx >0.

Figure 4: S-word profile of the astigmatism phenomenon.

The conventional means of adjustment requires an
experienced engineer to shift the PDIC in the 3D space
until the S-word profile is obtained. Instead, this paper
proposes an automatic adjustment procedure, which
can be formulated as an optimization problem. This
means that a convex cost function of the 3D position
can be found and the minimum of this function
indicates the correct mounting position of the PDIC,
for examples, (x , v, z) = (xf', yf, zf) for x, y, z as
defined in Fig. 2. It is reasonable to select such a cost
function f{x , y, z) as

fy. )= [ Sa(e,y,z0dt + o[ Sp(x,y,z,t)dt
+as [ Sc(x,y,z,0)dt + s [ Sp(x,p,2.0)dt (1)

+ ws J'é') (SE (x,y,2,t) = Sr(x,y, z,t))dt

where Sy, Sz, Sc, Sp, Sg, and Sp are the photosensor
outputs and are functions of x, y, z, and time ¢, while
Wi, W) @3 @4, andws are the five weighting
factors to be determined. Furthermore, we introduce a
constraint of | =1, without loss of generality. Note
that the objective lens is still moved forward and
backward periodically with the period of 2¢5.

For the head system with three beams (one main and
two side beams), the term |fo’” (Se(x,y,2,0) - SF(x,y,z,t))dt|
is required to make sure that the astigmatism
phenomenon on the sensors of the PDIC is generated
by the main beam. The CD-RW specification requires
the side beams for the tracking servo, and then
specifies that the main beam should be projected onto
the sensors A, B, C, D, while the side beams should be
projected onto the sensors E and F. The mounting
criterion of the PDIC is that the main beam can cause
the astigmatism phenomenon on the sensors A, B, C, D
and the signals of the sensors E and F generated by the
side beams should be equal to each other.
Consequently, the cost function f(x, y, z) is selected
such that it has a global minimum at which the main
beam cause the astigmatism phenomenon and

J‘é/’ (SE(X,y,Z,t)—Sp(x,y,z’[))dt‘ =0



4. Proposed Method

For the present problem, it is assumed that the PDIC
has only translational motion, that is, the rotation of the
PDIC is negligibly small.

In this paper, a neural network constructed by N
nerves is used to determine the five weighting factors
in eq. (1). Each nerve has four perceptrons as shown in
Fig. 5. A perceptron [4] is a classifier in a neural
network, and is used linearly to separate two different
clusters by a hyperplane. Each perceptron in Fig. 5 has
five inputs, a hyperplane, and an output, that is, a nerve
has twenty inputs and four outputs. The perceptron
with the inputs ¢, ;, ¢, 4.3, qi4, and g;s classifies the
inputs into two clusters, C; and C,, by a hyperplane
vi;1. 1 g;1, 4i2, 43, qi4, and g, 5 all belong to C;, then f
satisfies the condition of a strictly convex function.
Similarly, the perceptrons with the inputs g;s, ...,qi20
classify the inputs into two clusters C; and C, by three
hyperplanes, v;,, v;3;, and v;4. Also, if g;g, ..., ;2 all
belong to Cj, then fhas a minimum at (xf', yf, zf).
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Figure 5: Structure of the i-th nerve in the proposed
neural network.

Given any two points Py = (X, Vair Zai), and Pp; = (xp;,
Yiis Zbi)s W asSign Pei = (Xei Veis Zei) = A Pai + (1= A )Py
with 0< {; <1. Let P, = (x7, y; z). Furthermore, S(x,
¥, z, t) is defined as Sg(x, y, z, £)—SH(x, v, z, ), and then,
Sc(Pai, 1) = Sp(Pai, ) — S (Pyi, 1), S6(Pui, 1) = Se(Pyi, 1) —
St (Py;, 8), and Sg(Pgi, 1) = Sp(P, ) — Sk (P, ). For a set
of {P,, Py, P.i}, we define g;; and v, where k=1,... .4,
j=1,...,20, as

vig = A f (i) + (1= 4:) f (Poi) = f (Pei)
tp tp tp
o | Al Sa@a.0)de + (1= 20)[" Sa(Poi,0)dt - j(: S84 (Pai, 1)dt
o | Al SsPat)dt + (1= 24" Su(Poi,0)dt = [\ s (Pei, )t
=@y | Af) ScPu.0dt+ (1= Sc(Poi,t)dt - [\ Sc(Pa, 1)t
o1 || A [ SpPa,t)dt + (= A)[" Sp(Pui,t)dt — [" Sp (Pei, £)dt
0 0 0
@s z,-|j(j” Sa (Pai,l‘)dt| + (1= A)|[;" S6 (P ,t)dt| - |j(; Sa (P ,t)dt|

qil
qin2
= qi3
qi4
qis

2

vig = f(Pai) = f(Po)
o [ S 4(Put)dt = [" S (P, t)dt
o || 17 Ss(Pu.t)dt = [ S5 (P, 0)dt
[\ Sc(Pu,tydt — [" Sc (Po,t)dt €)
@i | | [ S (Pu.t)dt = [\ Sp (Po,t)dt
[ S (Pa ,t)dt| - |j(; S¢ (Po,t)dt|

ves = £ (Po) ~ /(Po)
7t j(;p S4(Pui,t)dt — j[;” S4(Po,t)dt

w\
o || 17 Ss(Pui,0)dt = [\ S (P, t)dt
oy || [V Sc®o,t)di— [ Sc(Po,t)dt “4)

@i | | [V S (Poi,0)dt = " Sp (P, 1)t
@s ]| So (P ,t)dt| -l S¢ (Po,t)dt|

q‘.n_

qi,12

ZW/ qi13
qi4
qi,ls_

via = f(Pei) = f(Po)
o' B Sa (B0t = [V S (Po 1)t
o || 17 Ss(Pa.t)dt = [ S5 (P, 0)dt
" Sc(Pa,t)dt — [" Sc (P, t)dt ®)
o | | [" Sp (P, t)dt = [\ Sp (Po, t)dt
@s |j(; S (P ,t)dt| -l s¢ (Po,t)dt|

=| w3

qil6
qi17
= W/ qi,18
qi19
qi20

Furthermore, an index & ; is introduced as

0 forvi; 20

Sij(w) = { forvi; <0 ©

1-vi;
where j=1, 2, 3, and 4. It is apparent that if the
set {Pu,Pw,PileC, then v;; > 0, and then &;=0.
Similarly, if f at P, is less than that at any point in the
line segment of P,; to Py;, then v;,, v; 3, v;y > 0, and then
En=E3=E4=0 . Whenever &; is not zero, the
weighting factors w need to be adjusted. A
larger &, means that the function f with the current
weighting factors is further away from the condition of
a strictly convex function with the minimum at P,. A
performance index ¢ is then defined as

_ N (§,J +§1.2 + 55'3 +§1.4)
fo0 =3 " )

where N is the number of sets, or equivalently, the
number of nerves.

The problem of tuning the weighting factors w is
found to minimize &(w) for all points in the 3D space,



and the optimization problem of eq. (7) can be solved
by the gradient method. First, find the gradient
of &(w) as

VE(w) = zi; (Vft.l + Vf:.z;]'vvfi.s + me) (®)

The update formula for the network is then

Wk +1) = w(k) — 10V E(w(k)) ©)
wik +1) = 26D (10)
||{u(k +1)]

wherez, >0, and k is the iteration step. s is the step
size of the adjustment, and (10) is used to normalize w.
As long as w converges to a constant vector, the
training process is then terminated.

5. Implementation

The training process described above is implemented
by moving the objective lens periodically with the
frequency of 10 Hz, that is, #, is 50 ms. In this process,
a manual adjustment method is still needed to find the
correct position of the PDIC and define it as the origin,
that is, P,=(0, 0, 0). This is done only once. After this
manual procedure has been completed, a cube in the
3D space is selected as

R ={(x, 3, 2o €[-12000m,1 20401,y € [1 2010m,1 2000m], 2 & [-3010m, 3010}

(1n

The movement of the PDIC is restricted within this
cube R, . For a collection of approximately 1000
positions randomly distributed within R.,;, the signals
of [/ Sadt , [ Ssdt , ["Scdt | ["Spdt and | Scdt for each
position of the PDIC are measured and calculated.

In this collection of positions, we randomly select
100 pairs of P,; and Py;, and randomly pick out five P;
for each pair of P,; and Py;, that is, we randomly select
A; for Pg. As a result, there are a total of 500 sets of
(Pai» Pui, Pei), i=1,...,500. The signals for these 500 P
are measured again by moving the PDIC to the
assigned positions of P.;. During the training procedure,
we let o = 5x10 75 the initial of w =[1, 0, 0, 0, 0], and
the total number of adjustment iterations be 30. It is
found that the performance index ¢ decays gradually
with the increase of the iterations (see Fig. 6). Figure 6
shows that& converges to 0.246, which is near zero.
Therefore, the training result is reliable. Furthermore,
the comparisons of curve levels of the untrained f and
trained f are plotted in Fig. 7. The pro les of the
untrained f with w=[ 1, 0, 0, 0, 0]’ are shown in Figs.
7(a), 7(b), and 7(c) for three di_erent planes with z =0,
y =0, and x = 0, respectively, while Figs. 7(d), 7(e),
and 7(f) show those of the trained f with w=[0.433,—

0.526,—0.666,—0.221, 0.206]". It can be seen from Fig.

7 that the trained f'is a strictly convex function with the
global minimum at P,=(0, 0, 0).

In the automatic assembly operation, the steepest
descent method is used to solve the optimization
problem (1) with the weighting factors obtained in the
training process. The correct position Po of the PDIC
for each head system is the minimum point of f(x, y, z)

=100%
"

in (1). The search trajectories of the correct position of
the PDIC for four initial positions are shown in Figs.
8(a) and 8(b), and the initial positions are marked by
circles in these figures.

It is apparent that the correct position is found for
these four initial cases and the numbers of search steps
are all less than 15. Furthermore, Fig. 8(c) shows that
the ey signal of the PDIC at each of these four initial
points is not a S-word profile, that is, it is not the
astigmatism phenomenon. On the contrary, the e
signals all meet the astigmatism phenomenon for the
PDIC at the final search points of the steepest descent
method (see Fig. 8(d)). This verifies the proposed
automatic mounting method.

o

15

5 10 15 20 b2 SRR
Iteration No.
Figure. 6: Plot of ¢ and the iteration number.
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Figure. 7: Curve levels of the untrained f observed in the
planes of (a) z =0, (b) y = 0, (c) x = 0; curve levels of the
trained fin (d)z=0, (¢) y=0, (f)x=0.
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Figure 8. Four experimental cases: (a) search trajectories in

the x-y plane; (b) search trajectories in the z direction; (c)
initial profiles of exz; (d) final profiles of exg.



In the practical implementation, there are a number
of correct positions for the PDIC, instead of just one
point. These correct points form a connected region,
particularly along the z-axis. It is apparent from Fig.
8(b) that the gradients of f along the z-axis are very
small and therefore, the convergent rate is also small,
particularly in cases 1 and 3. It is therefore not sensible
to wait until the steepest descent method converges to
the origin set by the manual procedure, since this
would require great number of search steps.
Alternatively, a program which monitors the profile of
the epr signal is also implemented, and this terminates
the steepest descent method when the profile looks like
the standard S-word profile. This is the reason why the
z-component for cases 1 and 3 in Fig. 8(b) does not
converge to the origin.

6. Conclusions

This paper develops an automatic method for
mounting the PDIC in the correct position for optimum
focus in the assembly of an optical head system. An
experienced engineer will take 2 min or more to
complete the adjustment of the PDIC. However, the
PDIC can be moved to the correct position by the
proposed method in less than 30 sec, that is, the
automatic method is at least four times faster than the
manual method. The experiments demonstrate the
implementation of the proposed method and verify its
usefulness in industry.
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