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Abstract

With the development of Wireless Local Area Networks (WLANS), people are interested
in developing the location-based services for WLAN users. In this project, we design and
integrate a location-based service system with four modules: location determination
technologies, location gateway, geographic location provisioning and location tracking
service, to provide a location tracking service and application. This system has the ability of
compatibility, extensibility, module, and unlimited circumstance.

Keywords: Wireless local area networks, Location gateway, Location tracking service

II



..............................................................................

III



R B2 TENKG S AT 3 H LS gf&\mp,@\ﬁa
7R B A RS ARG R AR Aot § R R R R TR
,_&rfi;‘amj%nm\,@;/\g{,«né 2R BN ﬂikﬁ?mh:—ﬁiﬂgimﬁ
R B T e R

.f‘:}&}ifé.fégii%]ﬁ
[ ERF s B BE R o1 d WHFTHBH fg;}%% oM eangE s pEa
FI T AR ‘L%?E[l]‘ (78 Fa2]2 BN B A R IRIA[3]E

M iz 5 & * PRix(application services):if # H ’Eb "i:'rﬁ, =y FRadikd w2
PRAR > R m i e TRAT DA HAALTEEE > WERPF R & IR
SR RN e B B TR A0 B =R T 5 ¥ % (Location-based
Services) & * #2.;% e & HjiF o

AR EEE FARMOFTL 2R 02 VLRV R 0 R Al B
FREH g E @ U] 0 blde 23R FE L H(Global Positioning System) [4, 5] » &L
BiTEEE P AR RBRES g AR A B R A B Aa g N kB Y B2
BlcRE m @2 RH i F 204 F ORI TR PN ch e whr:%%i#}*ﬁ((mgnal
fingerprinting)[6] %% 2 > FE L L Z P RBE PN BRI HE > TREGITHRES
e g;* GIRET o d SRR BB 0 - T ;jugg.ﬂz L EEELE EE
Jgh s 3 DV-Hop[7] » oo Rni#[8] 7 49 54 BH[0] s waLIlE s Lont k
(Angle of Arrival, AOA) )[10,11] ~ 3 5LF|:E K 5 mﬁ‘—** 7 £ (Time Difference of Arrival,
TDOA)[10,11] ~ # 24 > 3 % %= % ¥(Assisted-GPS) [12, 13] » fm¥e sk u] % i= 4 5.8 >
T Y L R R FRAF TP Ao iRt o Bl o PR AR R - BT R R p
2 Rehny A - BEEFENFE O R o

-

4\*\'

-

yoebo BRgpE- B EENE R le“:}iﬁri T RN F (R F o B kil
FER DR FS 5 REMERD AR TR I LR F Ao 0BT R A
TP TR F e RAT fe T AP E R R RPN - ipak gk 2
GRS BAEATOR M RS AP R ERRAT L R i
o gt ARG AHRF- BB TR Ee DR AN NBRERIEHROT (T4 2

~FL B

TP RS $ L AR DRI D 2 - 0 4P R B R
R A PRI L i ] 63 I S i
’**%W LR BT R o AR SR BB TS e e ARt s
AR TR FL ﬁ“ﬁiﬁ“ﬁﬂﬁw@%&&ﬁm{@%ﬂ’ \W@m

puiy]

AR FI A A A R o FASBEF R KR P TR AT AR RIS
(R E N N A Jﬂﬁ;‘frsﬁﬁ”#pmﬂ‘n’i‘ﬁﬁ%#’ "m@mﬁi? wﬁ {3
Lo Ft o FT MBS EETALER R RSO RARZ B R F Tl
BTN ERNE R AL SR e A Eahp AR —'B‘iq“?*l”ii
bk kLo

7R ;g_g;wg—fge %%?;n;p\aifvwn T RATFERR B R MAF R R 2L g o

4—35‘

fﬁ';‘it'_ /Jli ..:/u ’ ’\' F’B );? :” ﬁ'q—m Llf_;}i,{ﬂﬁ‘fg

_%; then PR - B S B et
k3
| rad
PR L ke g ke it iR gk B iR

[



ﬁii\'%}?’kgiﬂ‘&}@%ﬁii\‘mﬁf KB izl ?\; ZHESRY N @
ﬂj@@wﬁ“bm& ¢MA%7fﬁ#ﬂ§%?@?ﬁ%%meﬁ
B A TRA PR R B LR AU g S
PR iE S AT IE S S B FHAE L PP T AR o

Ka RBE PN R R R N R RS 2 R A PR
ML F e MR F Ao PRI HS oA g SRRl MEg Ay F
Mg L hft@(delay)‘\‘ BT o TPl T BT e P Y 4R M e Bt 4T £
PAFEFELEZRNZ 3Tl AR TN Y ENER FE o

FEIESPETTE AP AP R FEN - BEE RN E R RET
Boo Frrgt i AAH s PR F e MEN kS et G T F B S - BRI
PR AR F TR R BRIRORET CATA S B A AT RERRF T RE T
WG apRI R A o

h«}W;J
WK

“E.@
ot
= s

A~

P e § ST TR B AR kA PR AR 2 A AT

1. pf7 fifr_ % %u(Self-positioning system) : {78 % % it B4tk p Ay srg & )

Keni= B AR B > p (Tl ~ LT gggg L B F

¢ DV&MH FU% 23 B he S BT B e B Hop BP0 B e B 2% Bheh

SRR KRB Egag o

¢ PexEABl 7¥*}%m@*&'ﬁ%ﬁ%ﬁ’%@%ﬁ&%—@iﬁﬁ
%'?Fiéf‘\’ﬂ'ﬁ B g j@%"g\l’%’}f.ﬁﬁji%%_o

® »IfiFEh Tk «u(Global Positioning System, GPS)[4, 5] : I * J& ¥ k24
WL o R AR B R LR R BETIR Y F PR L
BT R ?f.ﬂd‘{tﬁg~»¢ BechieE o

® T HE LY EL9]: I VRO FH AT HE :ﬁ%gmﬁé}{{g&,,lgg;ﬁ
al u»]’zg;g}\df%mwﬂ_v %Eu;,,\*fr YL SEE W ﬂmff_ﬁ?;‘% .

2. ;‘éw + % #(Remote positioning system) : f 4k # ¥ 4o 35w chiE AT 4 5
mfﬂ’w—ﬂﬂ“% i o S U kRSB L o E PR RIF L ¢ A
PIRE |k B SR

® GUEIEAS o fﬂ*im%bdAmmhMMMm1ﬂz§ LTy B
WFRRUBLE D AR SPEE R R A 1T Y F Ay e fRah AR S
AL E LT ZAMEREFRT FPEE TR

® <y F|iE A o apF A (Time Difference of Arrival, TDOA)[10,11] : &3 5 %
Y - BRH 0 U A FEWMELE T A SRR L U g _%zﬁ,ﬂ o
FAPTREOA S L AnUSLE T A kzrnéﬁﬁnm«“ﬁ: .

3. RBHEe ik si(Indirect pos1t10n1ng system) © gt R kAL E AL B TRk s ded

T A Ko A EEE AR FRBIMET —}1 K 14 -ﬂ"ﬁ*‘%‘“ﬁ,p E Iy

Po BT AR ERNMELTAHE T TR OB LE 0 TR

/

T E R e

® it RaRfiTh Rk 4i(Assisted-GPS) [12, 13] ¢ 3 A 2Tk GFE Rz h 4
4;%P%ﬁwuwﬁWﬁ$£|FR$oq;ﬁf WiEnF g F LB AL F et at
J‘-%m A4 Ao wmidEy El'}_l_lpFRB?;jz_hﬁ-»J-_’;g: 575”ff’_ﬁ?€%4c_l'lﬁ}/ﬁ y
b ﬁi‘fffmlﬁﬁp‘vﬂ.’ngiﬁﬁm S I I

® uEL3 Hi(signal fingerprinting)[6] ®_ = phae 1% © 5 fehfe i 0 T A E RN



B RN AcE o AT
T ’—"Lr#q-‘i{ 'JW’J I(.%'i,ﬁ‘,{*((‘/‘l B Dhad
BE S B gphen E T o b F
RARDAR[14] s % -

® mPr IhE| T_ir kALl ﬂ?f A S A w g s 2e 5 (Cell ID) » 1‘?’:}7%\?% * -‘*‘#&-v]’z
P padiulieiFe > T EREROP L ZE Fl;iggj\i—"’—“r l"'_%‘_ )
4ol e 2 5 A enE = (cell-based position method)[15, 16] -

IFREY o frE i RY FRFHw A
= " B ORRE A :z\%iiaé&m%ﬂl’”?
et T L I m AR R K R

'z

F_*

FRA PP L B/ R R L S ADERR T P
Pk YV UERB YA PRIFE Y ¢ 4o Active Badge[17]5w% 2 2 A B R

AN

Feho ARARRY - B lm’;”ﬂ“a? o E B SRR T - B g Byt
»?m%aiém#ﬁ P RE[BR T R TR e O TR R AT
Fo @ gt AR A Rl 0 TR R IES BT 1 i A

<k
ﬁﬁ o I BT AR R AT B enE ik 3 et RADAR[14] ~ SpotON[18] »
H¥Y RADAR #_g* - 2T o eng ) 2> @ SpotON[I8]R] ¥ * A= BT 5 g N T
5 Cricket[19] 2= A Ao Az P e § R B AR5 AFHE &2 Jﬁin%—? EEICE
E _iz)];;,% 1‘“%“#&‘1{5‘]7 FF’W’J%:LE, /}i;?_e,j-ﬁgmr;? gj—;?:}:ﬂﬁi“j_:i;a%_ ?‘;HL : p;ﬁ;b,;?
RAAFHEZ ZCEDRE > » BB IIFE Fdehh 7 A B L[20] nE#d
AT G R TR DRAE S AR ﬂs:ﬁéﬁ-ﬁ ..w[l | PR ERBLLHF- BELG R
FEH TR R P R AR Y Bl A B T Al IR R L g
LR oV OUE BLEE T R B mE e o

VR

AR REEL e BRI A ) é@i%gﬁm%&%%%aﬁﬁﬁﬁ
Ao A A FEHRACR - TR T A G e BAR e ’(l)a
Technologies) (2) i % R if % (Location Gateway) (3) 12

Provisioning)(4) i~ ¥ if ¥z PR3% (Location tracking service) »

t7(Location Determination
~ 2% (Geographic Location
RO A 0 PR T
[l A= R A S
FLE P A7 2 & fﬂP}ﬁ{n G
e BH R oo AfiCE
+ ’]‘R—.ﬁﬁ'_mﬁ TE UL

)24
B
¥ B

1. izt (Location Determination Technologies)fi-i& © f 7 &

%,ﬁﬁﬂhgagmfﬁpx,j\i_ AR e en g i P T F“

P~ ®(Access point) eI ¥ FIE RREIRE K H = § ’

A A S Wl SR e S S O o LI 4
LA e BT i A7 ok

2. % Wi B?(Locatlon Gateway)fr e @ f F# it ¥ E BEIRF DY & 'J“\(location
request) T 4 1% G T B o A E T E & R € LEH - B AR e v g2
S T m;{»k R sl & A Rk ST B R gk i e ﬁir o
e w @iy T o & Bre g RSk w B R BRI o

3. # @ i> ¥ F 3 (Geographic Location Provisioning) -3 @ #& & ¥ i Er - 9720 2
FEFER O R B BRI SFRETR

4. = ¥ i E7 JR7%+ (Location tracking service)Brie @ fi7d ¥ F B4 = ¥ i BrIRAE*
AN IR ERNCEFTAN LG ROBRERELREE TR TR
BT T g T

=

»%m
‘éﬂ -nz‘_‘_\_\; GL[-W‘-L TR l1

o

L

I \a = \g‘”}& '\\

v

i

1\‘%



LEPHT | Location data_|

® T g FERYERE
® T EE | ocation request

W
|
. | Latitude
Location request | | .
I Longitude
Map data v
D changes e
BREE oo > | EREE
Fain [ . PR7%
PF Subscriber
information

F- AP E AR

AP ERBTRLIGEIMFEN RS I FER e T UEFLE LB P =
B BIRAAGURY A A kB D B
LA et X REBI PP R e p2RFI 2R REFFLRT
MECHFEFTOREAY > A TR F e B AT A il ot =
TPt
2.8 R B ok {3 M 1995 B BRI IRAR AR B D “l%gm Ki-E i K P
a"“ruﬂi%f‘ ”E%’**j%\’»mg PTRES N ETE R T
R e o I 34)1 FTPNEFhEE g @A kA s P E)
Fo Febs fbd 28 M Benpher s Ao ™ g s 4o r 2 /6 BB A3
PEB B iF o pE R FABAEF
L E FR O ATERDEE FRT MG o e b Y F et G

RSN s St WU

*3hE 2k SLR B -4 (1) iz (Location Determination Technologies) (2) - %
W i % (Location Gateway) (3)# I = ¥ F 3t (Geographic Location Provisioning)(4) > ¥ if
BIRIEE e Bice B g Lo B p 4o
2 imdpriile © Aicee Z w2 P
(1) 2% 4402 fm e 2 5 A enE -7 % (cell-based positioning method)[15,16]# 7 ~ & 7
3 iR s :iéz-?w{-g‘ @‘rﬁ‘;&ﬁﬁ AR IR AR R & 0 R R R R I
EH TR DL T Nl FRBDOFTC R AT AeR S T ) TR ¥
L2 o kamiiy o T MR AR N L w2 (REFABL =S
= p;ﬂgff@w ) Fd A it a1 38 (beacon frame) % F L E 4 e 58, @ 1F
= i Jﬂ""uﬁ | % KNI kR ,’{ﬁ“d BH G EFY T P T RS AT
N AT KA o d A S PEMEG R R A L A R e 2TV Y
FH LEDREEA B2 97) 0 B AL R AR e TR
(2) # £ ;% % & T (multilateration) [21]:’67—% ;‘é s AR A BREE R - PEE R G
DV-hops 343+ 5 diA4-dachiz B 0% = FE BRI " & Bt = 8 ped > & f i
iﬂ*i#Am’TF%Amm?iﬁ&—%nkﬁéx Bi7 % & T

—



(3) 3 5L4F fx(signal fingerprinting) T =7 72 > £ EL 7 b=} € 5 7 b et
%ﬁi’f&%diiiﬂﬂ%ﬁﬁiﬁﬁﬁﬁﬂﬁﬂ’E?ﬂ*ﬂ%”%ﬁ%
Fa A U L

(4) >3k = % % (Global Positioning System)&_f|* 7 Y83+ 3k 12437 £ i3 GF5 &
HiB A5 % FRT AR e gl i EFE R TR

(X1 Ye) (X1 Yo)

G B
"% ot o' o2

B B
of  /xuy) (XY, e

Al
c® (%5 Yo) © (x5, Y,) 8 ¢ ;3

BS B3
° (% Ys) (X, ) ©
o o o
C5 B, C,
(b)

- (@Qf B wiFb)EH S Fohd s 8

<2
Io‘«\

A

SOS—283

S,
K

Bz JRPABLa RT3 2 T

5



R WY RN Al Ban A E A R R I Skt e
Bkl i U G AR T R B TR 2 R Y PR R e LR YT
ﬁﬁi&ﬁﬁ’ﬁifﬁWﬁ@W@W'A“w’**Lg SR s
sz-%s: o

APLAPLNGES BE LT SR L o - BEZ O h 2 FE 2= (GPS)

s ¥ - BRIE_F PN G L e(signal fingerprinting) € i HiF 0 2 4 F] 5 g ¢hend
HEE LE(GPS)HM > FR Y AFP PR T R A F 20 TP AUk
LSRR Y LRGSR FRLR D Lk £ B
Y PTREGE DR ATR Z AR o ¢ Ft o AR - B RRE DY %
iﬁﬁ’% TR TR mwﬁv‘ "Ua Pk Wi i R g TR

Z g}'\"%i}a FERB o T AR FRE IR R H TR AN P ETRIE o &
#%-,.é;:%—‘i (seamless handoff) =_i+ ,]‘ SR AR 7T o

\

Pk B E - B A g5\ (client-server) (0 ﬁ F RIS B eL s AR S
(client)eri & 1 Tt:(l)%’e‘.{%lﬁ m,‘-,q;z Joht MRl Xt L ED
i PR =4 (server) 5 (2)#-i& * ﬁml“ﬁiﬁé&f#?_’ o @ P PR:H(server)eni & 1 i¥4 F A
B(DRE AR g ﬁ%@iﬁmﬁw~'d@%ﬂpaww hiz g o 3%
PR T AT ,(2)2}: TR kP17 ?"Fﬁ‘mw T Ll w @y
R HGRRY HBA T S N EREE T
-%ﬂ&'ﬁ%ﬁm AN F G IR R A PR TR m%@?ﬂ(&
S S iUk "/El) SRR G VA B SR BB R T W AT
i&c‘ R R EBERBEFECE TR (ER AT R AT FRTH )L
LR %ﬁf EERHEL RE R BFN o ST 0 S ERe Bl LR
HFiE e
SRR BRSSO FEEER GO AR YRR R U
B ERPRFE o & ¥ ﬁlﬁﬁﬁmr}'ﬁm’— r> A S Fwifg 1 s H —'fqu TR~
THe o ﬁ'@ﬂ%ﬁa~kwﬁéwgmmﬁfa,m—%ﬁ Lenie ¥ K i 3
AR FRDEG T DR G IR E IR R Y i R R e R
H B A i g o



l personal
location
I information
User
Location I I
pw monitgr
I E — I/ locatoin
Monitor & =| ool information
= 1.Register r
2.Location - .
I metrics (_expire ) register )
I 3.HO msg (" handoff )( outdoor ) I
Decisio - I I
n Kernel I
|
J h A —— A A
( Client Part ) ( Server Part )
Ble @ FEFP 2 F hoh@ ik =+ (seamless handoff) T i i 3Lz 7F {8l -

I~Braun(Z BRaER)
AERFERANLEAD G RBARLFEI P FEHEL LR
WooR N R BRASEY R FEAR R Y e A PR

ZNSIEME R RO pefe 5 A e 2T F g g T
APiET AP Ry (dok - 2 A2 ) c RS ST (- ) o FHEARRR

0% (20%) %% BEAF i ™, T30 ¥ R334 7§ 11.92%R (18.48%R) 2 # R
S BLRE PR OL D Vb SRR A & 20% SR & F T, L5
i 10.65%R (%% % =) -

i< F_L

Ed

g L2l g ¥ 4
-1 PE \:7&73;:’)?

F- DR RV FOR TR GERT o T Y A
%4 B R Tihie g A
0% (Optimal) 5.869%R
1% 2 6.425%R
5% 66 8.769%R
10% 280 11.917%R
20% 1310 18.482%R
*R A% Bhemit 5Lid F 45 B e o



2=

otz 4

%

e 4 iécﬁ#i

0% (Optimal) 5.869%R
1% 6.092%R
5% 6.99%R
10% 8.161%R
20% 10.65%R

R L% % BTN E B R e

FOECE EBRAORT B RT A G ARl ~L T o BT AR BRI
SAiFG oy PRHE A RRE T g Pt - Fa (SR EE AT R D
AREE) 0V d 2 hERERTE TRDER (IRl 7 ) TR AR T
PR (AeRl= HTm ) o BP 3 RS R AR R RIRE SRS D £ T

ES i‘*?]m?&éf/‘*mlgs\'/\ﬁiﬁffﬁﬂ,zifﬁmﬁ}@ﬁlﬂ ¥

¥k, s ur“:lé’»-“‘ﬁ ek :»u#g,‘ﬁo;f?n%f"?lmg 3 8
“;%"J ?l}ég\If“'
el x 8051 H & 4 El z}\)’f’ o A lF“ﬂflJ ;{T—'gfr’ C++8 ¥ Socket 4 & 423¢ » Ltﬁ%;ﬂ‘pt-
Betile & A i 2 RIR Eoh(Server) & & * 4 4 (Client) i 5 © & 8051 § & 7
e EFT 155&-#’"#] A8 {7 iE o %ﬁ" ﬁrrwﬁ'fﬁmﬂ A fdﬁ’jﬂb—ﬂngzgj;«%ﬁg
TpAd  THERMER "PE%'?*Ié;l?uu.I%f“? n’z»@i#"ﬂ °

BIAEfI* 2l ~ B8 e 2 -
KIFPp AT FH o Zp A B ER j@fﬁw ’ﬁ £
ﬂﬁ}gﬁ""f"fﬂﬂf‘?@%@(ﬁ@‘iﬁi )
B2 R 5 o IR 1ol Rt o

SR
’_’r—"}]ﬁfﬁ@‘?ﬁln\ﬁ'a



¥ Location System - KEman

BEO REEQ WRD BRO BORBL SERGD HAW
@« » K & oo 0 ¥ 5 & e
m—R #—H iR ik EHEHE| BH 0 KKety #8F1 0 FlED =E | 2EE
| WWW  BBS  [&] hep#140.113 167 220-position/bonitor html I ENEWF X
;ﬂﬁﬁﬂﬂ;ﬁ?;ﬁ‘ﬁgz@“ﬂgzﬁ‘ag
- e _ 132 ll}
- =HET
Bl
129 _E;amera
it R 3

126
V—
=
p—
E = 5 ®E ® =
1258
E
- 122

&1 1Google &1 2 Location Sy
=i [ [

;
- . b, 4L =
BT @ siFm

M Location Sysiem - KKman

#BEL RHE BRE BEO FSREW SERED HAD
«* K &8 o 06 ¥ 5 6 F bk
—E #-F DR fik Byl BE KKeity {EF] | FED FE | 2EF
| WWW  BBS  [&]hip:#140.113.167 230/-positionMonitor htm] ~| ENEW? |
EETHEE A
it ellie 140.113.24.134 1
© ENEE kiang 140.113.24.135 1 3
5 o @ 140.113.24.131 3 13
john 140.113.24.138 3 9
tony 140.113.24.100 4 13
il
EETEES A
1401132490 2447 286 12059.855
@ 14011324 134 20 2447210 12059.745 30
kelle 1403,113.24.183 21 2447190 12059.866 30
johnny 14011324101 21 2447 237 12059.866 30
mary 140.113.24.137 21 2447222 12059.833 30
&) 1.Google &7 2 Locstion Bys..

=i | =4




¥ Location System - KEman
wREE REE WRY ERO FREL SERED HAW

@ s K &8 o a0 K5
B—F 5 e Bk BEEE §E KRy S8 | FUED
| WWW  BBS  [&] hitp:/140.113.167.220/-position/Monitor il

&1 1.0o0gk &1 2Location Ss.. |
= ——(

A | @ g = Y . By - 5 x
HNRG LR sEB - LJELMA D @
AXIS 2400 Video Server AXISa
Video All e e et e —— ey retr$ ey Yo ns
IRIS Close 4| _—————-—lthpen Auta
video 1
st FOCUS Near 4| B [ B [or Auto
Niden s ZOOM Wide | Il | B | Tl
105801 2005
ideo 3
\ideo 4
Select
preset
osition:
HNone »
Admin
PAN-TILT
vile
a/H|m
»yld
&) IER 1 BB ) hpirl40.113.214.3 ipghviden.c gifresalutio 1 &eompression=50 © S

BN RiEAF1fz- e HeEld Tirie

10



RS232/UART i3 /i &

11



R )}%

[1] N. Davies, K. Cheverst, K. Mitchell and A. Efrat, “Using and determining location in a
context-sensitive tour guide”, Computer, vol. 34(8), Aug. 2001, pp. 35-41.

[2] T. S. Rappaport, J. H. Reed, and B. D. Woerner, “Position location using wireless
communications on highways of the future,” IEEE Communications Magazine, pp. 33-41,
Oct. 1996.

[3]J. M. Zagami, S. A. Parl, J. J. Bussgang, and K. D. Melillo, “Providing universal location
services using a wireless E911 location network”, IEEE Communications Magazine,
vol.36(4), Apr. 1998, pp. 66-71.

[4] E. G. Masters, C. Rizos, and B. Hirsch, “GPS...more than a real world digitizer”, IEEE
Position Location and Navigation Symposium, 1994, pp. 381-387.

[5] K. Chadha, “The Global Positioning System: Challenges in Bringing GPS to Mainstream
Consumers”, Proc. of IEEE International Conf. on Solid-State Circuits, 1998, pp. 26-28.

[6] Rong-Hong Jan and Yung Rong Lee, "An indoor geolocation system for wireless LANSs,"
ICPP Workshops 2003, pp. 29-34.

[7] D. Niculescu and B. Nath, “DV based positioning in ad hoc networks,” Kluwer Journal
Telecommun. Systems, vol. 22, no. 1, Jan. 2003, pp. 267-280.

[8] N. Bulusu, J. Heidemann, and D. Estrin, “GPS-less Low Cost Outdoor Localization For
Very Small Devices,” IEEE Personal Communication, vol. 7, Oct. 2000, pp.28-34.

[9] K.-F. Ssu, C.-H. Ou and H. C. Jiau, “’Localization with mobile anchor points in wireless
sensor networks,” IEEE Transactions on Vehicular Technology, vol. 54, no. 3, May 2005,
pp. 1187-1197.

[10] C. Drane, M. Macnaughtan, and C. Scott, “Positioning GSM telephones,” IEEE
Communications Magazine, vol. 36(4) , Apr. 1998, pp.46-54.

[11] J. Bensche, J. Cooke, E. Job, T. Luke, J. Kvaal, and N. Swatland, “Investing in The
Wireless Location Services Market,” Lehman Brothers Report, Sep. 2000.

[12] G.M. Djuknic, and R.E. Richton, “Geolocation and assisted GPS”, Computer, vol. 34(2),
Feb. 2001, pp. 123-125.

[13] E. Kotsakis, A. Caignault, W. Woehler, and M. Ketselidis “Integrating Differential GPS
data into an Embedded GIS and its Application to Infomobility and Navigation”, 7th
EC-GI & GIS WORKSHOP EGII -Managing the Mosaic Potsdam, Germany, June 13-15,
2001.

[14] P. Bahl, and V. Padmanabhan, "RADAR: An In-Building RF Based User Location and
Tracking System,” Proc. of IEEE INFOCOM, vol. 2, Mar. 2000, p.775-784.

[15] H.-C. Chu, and R.-H. Jan, "A cell-based location- sensing method for wireless
networks," Wireless Communications and Mobile Computing, vol. 3, no. 4, pp. 455-463,
June 2003.(SCI)

[16] R.-H. Jan, H.-C. Chu, and Y.-F. Lee, "Improving the accuracy of cell-based positioning
for wireless networks", Computer network, vol. 46, pp. 817-827, Dec. 20, 2004.

[17]R. Want, A. Hopper, V. Falcao, and J. Gibbons, ”The Active Badge Location System,”

12



ACM Transactions on Information Systems, vol. 40, January 1992, pp.91-102.

[18] J. Hightower,G. Boriello, and R.Want, “SpotON: An indoor 3D location sensing
technology based on RF signal strength,” Univ. of Washington, Tech. Rep. UW CSE
00-02-02, Feb. 2000.

[19] N. B. Priyantha, A. Chakraborty, and H. Balakrishnan, “The cricket location-support
system,” in Proc. ACMInt. Conf. Mobile Computing Networking (MOBICOM), Boston,
MA, Aug. 2000, pp. 3243

[20] S. Helal, B. Winkler, C. Lee, Y. Kaddoura, L. Ran, C. Giraldo, S. Kuchibhotla and W.
Mann, “Enabling location-aware pervasive computing applications for the elderly”, Proc.
of the First IEEE International Conference on Pervasive Computing and Communications,
2003, pp. 531 - 536.

[21] Y.-H. Gau, H.-C. Chu, and Rong-Hong Jan, "A Weighted Multilateration Positioning
Method for Wireless Sensor Networks," Workshop on Wireless, Ad Hoc, and Sensor
Networks(WASN), National Central University, Session Al, pp.3-8, Taiwan, August 1-2,
2005.

[22] Host AP driver for Intersil Prism2/2.5/3, hostapd, and WPA Supplicant. Available:
http://hostap.epitest.fi

rAERCFAZ G AT

[A1] Rong-Hong Jan and Wen-Yueh Chiu, "An approach for seamless handoff among mobile
WLAN/GPRS integrated networks," accepted and to appear in Computer
Communications. (%} - )

[A2] Rong-Hong Jan, Ching-Peng Lin, and Maw-Sheng Chern, “An optimization model for
Web content adaptation,” accepted and to appear in Computer Networks. (¥ % =)

[A3] Hung-Chi Chu and Rong-Hong Jan, "A GPS-less positioning method for sensor
networks," Proc. of the 1st International Workshops on Distributed, Parallel and Network
Applications(DPNA) 2005. (*/ & =)

[A4] Yu-He Gau, Hung-Chi Chu, and Rong-Hong Jan, "A Weighted Multilateration

Positioning Method for Wireless Sensor Networks," Workshops on Wireless, Ad Hoc, and
Sensor Networks(WASN), National Central University, Taiwan, 2005. (%4 i# = )

13



O 0 N AN N R W N =

WD L L b s R R s R DR R R R SR W LW W W W W W WWWRN NN NN DN NN == e e e = e e =
A R WD = O OV 0NN R WD~ O 0 XN R WD = O O 0NN R WD =00 NN R WD~ O

ELSEVIER

Available online at www.sciencedirect.com

SCIENCE‘dDIRECT@

Computer Communications xx (xxxx) 1-10

computer
communications

www.elsevier.com/locate/comcom

An approach for seamless handoff among mobile WLAN/GPRS
integrated networks™

Rong-Hong Jan™, Wen-Yueh Chiu

Department of Computer and Information Science, National Chiao Tung University, Hsinchu, 30050 Taiwan, ROC

Received 8 October 2003; revised 4 March 2005; accepted 16 March 2005

Abstract

Wireless local area networks (WLAN) and General Packet Ratio Service (GPRS) networks are two of the most widely used wireless
network systems. In this paper, we propose a mobility support for mobile host roaming between WLAN and GPRS networks. In addition, a
handoff decision model is presented to reduce the latency of the handoff procedure. The experimental results, including throughput, packet
delay and handoff latency are given to show the performance of our approach.

© 2005 Published by Elsevier B.V.
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1. Introduction

Over the past decade, Internet use has exploded with
people gaining rich information from the World Wide Web.
Meanwhile, technology has made wireless devices smaller,
less expensive and more powerful. Wireless networks have
become increasingly popular for accessing the Internet
because they enhance mobility. People can connect to the
Internet and remain on-line while roaming.

Wireless local area networks (WLAN) are the most
widely-used local wireless network system in schools,
offices, airports, etc. Some organizations provide free
WLAN service for their members. Although the data rate
for WLAN can run up to 54 Mbit/s based on the IEEE
802.11a standard, its coverage area, known as its kot spot, is
too small. There is no WLAN service outside of the hot spot.
Thus, users cannot leave the hot spot until all transmissions
are complete. On the other hand, General Packet Ratio
Service (GPRS), based on the GSM system, provides high
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mobility and ‘always on’ connectivity for mobile users.
However, the GPRS data rate is only up to 115 Kbit/s, and
the cost of data transmission is much greater than that for
WLANSs. Therefore, mobile users like to have the two
systems in their mobile hosts (MH). This lets people use the
WLAN to access the Internet wherever it is available, yet
switch to a GPRS network when they leave the hot spot.

A procedure that enables roaming between GPRS
network and WLAN is known as vertical handoff. In order
to achieve vertical handoff, several issues, such as handoff
decision making, authentication, and mobility management,
have to be addressed.

Some work on handoff decision making for
WLAN/GPRS integrated networks has been reported in
the literature. In [1], the physical layer parameters, such as
received signal strength and signal decay, are used as
decision criteria to trigger the handoff. In [2], they present a
roaming scheme based on the relative bandwidth of WLAN
and GPRS. In addition to physical layer parameters and
network bandwidth, the network conditions, such as user
preference, packet delay and packet loss, may also be the
criteria for handoff decision.

After vertical handoff decision is made, we face the
authentication issue. The authentication for WLAN/GPRS
integrated networks can be divided into two approaches,
SIM-based and WLAN-based. In SIM-based authentication,
the roaming users are authenticated and charged using GSM
Subscriber Identity Module (SIM) [3]. The SIM-based
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authentication works well if the WLAN system is owned by
the GPRS operator. In [4], a WLAN-based authentication is
proposed for the WLAN/GPRS integrated networks in
which WLAN and GPRS networks can be owned by
different service providers or operators. In WLAN-based
authentication approach, an Authentication, Authorization,
and Accounting (AAA) server, which is installed in both
WLAN and GPRS networks, is required.

Next, the mobility management scheme that maintains a
connection’s continuity should be considered during
vertical handoff. Two major theories for mobility support
have been proposed: routing-based approach and pure-end
system approach.

In the routing-based approach, the home network has an
agent responsible for transferring packets between the
correspondent node (CN) and the MH. Mobile IP [5], a
standard of mobility support for IPv4 [6] that was drawn up
by the Internet Engineer Task Force (IETF), is the most
common solution for offering roaming in IP networks. Many
studies [7-9] are based on mobile IP to support the host’s
mobility. This approach does not require modifying the
correspondent nodes or its applications. However, mobile IP
does have some problems. First, an inefficient data flow,
called a triangular routing problem, exists in this kind of
approach. Second, mobile IP may not cooperate with
network address translation (NAT) protocol because the
IP address information was encapsulated in its registration
packet. In [10], a number of network-layer (IP-layer)
handoff optimization techniques, such as fast router
advertisement, fast router caching, and soft handoff, that
can improve handoff performance WLAN/GPRS integrated
networks are proposed. In [11], a UDP tunneling method is
presented to solve the NAT problem for Mobile IP.

In the pure-end system approach, the current TCP/IP
structure should be modified to support host mobility. The
Migrate Internet Mobility Project [12] is one of this studies
proposed by the Laboratory for Computer Science at MIT.
By modifying the transport layer and its applications at the
end users, no agent to transfer the data is needed and better
performance is achieved, compared to the routing-based
approach. Clearly, the pure-end system approach is not
compatible with the current network environment and is
difficult to promote.

The paper applies a routing-based approach to integrate
WLAN and GPRS networks to provide roaming service.
The proposed method can be simply applied to the current
network system without updating hardware or software.
Thus, the method can be promoted easily. The architecture
of our proposed system differs from the standard mobile IP.
We use a virtual network interface card (virtual NIC)
instead of a foreign agent. Since IP address starvation is a
serious problem, NAT protocol [13] is used widely. In order
to inter-operate with NAT, the UDP tunneling method is
applied in this system.

A handoff decision model which is designed to reduce
the packet loss rate and increasing throughput is also
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proposed in this paper. By properly setting, both the
threshold and hysteresis, the MH can handoff before leaving
the hot spot, thus avoiding the so-called ping-pong effect. A
pre-handoff mechanism is proposed to place the GPRS in a
ready state before handoff occurs.

The remainder of this paper is organized as follows. In
Section 2, we describe our system architecture, the message
flow chart, and handoff decision model. Section 3 discusses
the implementation and performance of the proposed
method, and a conclusion is given in Section 4.

2. System architecture

In this section, we describe the proposed seamless
service framework including system architecture, the
functionality of each component, and the message sequence
chart of the process.

2.1. Seamless handoff agent and proxy

Note that a host can be reached by other hosts on the
Internet, depending on its IP address. If all hosts are fixed on
the Internet, the packets can be routed to their destinations
by examining the prefix of the destination IP address at each
router. However, this mechanism limits the host’s mobility.
For example, once an MH with a home IP address visits a
foreign network, two problems will occur. One, there is no
node in the home network to deal with packets destined to
the MH. And two, no node in the home network knows
where the MH is. One way to make the MH reachable is to
give the MH a new IP address with the foreign network’s
prefix. However, all previous connections are broken.

In order to provide mobility support for the MH, as
shown Fig. 1, a seamless handoff proxy (SH proxy) server is
added to the home network for forwarding the packets
destined to the MH. In addition, a software agent, called as
seamless handoff agent (SH agent), is installed in the MH
for tunneling mechanism and handoff management.

Now, follows a brief description of the system’s
operation. As shown in Fig. 2, let H address denote the
home IP address of the MH. SH agent binds H address to a
virtual NIC. Note that the MH has two physical NICs, the
WLAN NIC and the GPRS NIC. When MH moves to
WLAN, it receives a new IP address, denoted as W address,
from the foreign network. SH agent binds W address to the
WLAN NIC and registers address pair (H,W) to the SH
proxy. Similarly, when the mobile host moves to the GPRS
network, it registers address pair (H,G) to the SH proxy
where address G represents the new IP address received
from GPRS.

The applications in the MH use H address as the source
address to send the packet. The virtual NIC in the SH agent
accepts the packet and then the SH agent tunnels the packet
to the SH proxy. The SH proxy decapsulates the packet and
transfers it to the CN. If CN has a packet ready to send to
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Fig. 1. System architecture.

MH, it uses H address as the destination address. The packet
will be delivered to the home network. The SH proxy
intercepts the packet destined to the H address and checks
the address binding table to see if the MH is connecting to
the WLAN or the GPRS. If the MH is connecting to WLAN,
then the SH proxy tunnels the packet with the W address as
the destination address to MH. After the MH receives the
packet, the SH agent decapsulates the packet and forwards
to the application via the virtual NIC.

In the following, we give a detailed description of the SH
agent and SH proxy.

2.1.1. SH agent

The functions of the SH agent can be divided into five
modules: the virtual NIC, sending module, receiving
module, control module, and user interface. Each module
is a thread independently operating in the system. Fig. 3

Application [-ef——| H Agent

Mobile Host

o 1 s
/

depicts the relationships of modules in the SH agent.
Descriptions of the modules are given as follows:

1. The virtual NIC is software that simulates a physical
network adapter. The MH’s home IP address is bound
with this virtual NIC. The connections established by
applications in MH use this virtual adapter to commu-
nicate with other nodes. The existing connections will
not be broken while roaming because the virtual NIC
would never change its IP address.

2. The sending module is responsible for transmitting
packets to the SH proxy. It catches packets from the
virtual NIC sent by applications, and then encapsulates
the packets as payload for new UDP packets (known as
UDP tunneling). Finally, it sends those tunneling packets
to the SH proxy with port number 5150 via physical
network adapters using existing routing rules set by the
control module.

Proxy

Fig. 2. Brief account of the system operation.
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Fig. 3. Modules in SH agent.

3. The receiving module is responsible for receiving
packets from the SH proxy. It receives tunneling packets
with port number 5051 from the SH proxy, and then
performs UDP decapsulation to get original packets.
Finally, it forwards the packets to the virtual NIC; after
that, the packets can be received by the corresponding
application.

4. The control module is responsible to monitor all states of

NICs, to select the working NIC and to execute
corresponding procedures such as registration, handoff,
and pre-handoff procedures. After the SH agent starts
operation, the control module initializes the routing table
and ARP cache. The routing table is modified according
to the NICs’ priority provided by the user. The WLAN or
GPRS NIC is assigned as the working NIC for the
tunneling packet. The control module also keeps an eye
on each NIC’s connection state until the SH agent stops
the service. If the working NIC is disconnected, the
control module should find another connectable NIC to
communicate with the SH proxy. If a NIC with a higher
priority than the current working NIC becomes con-
nectable, the control module should switch to the NIC
with the higher priority. The control module sends
control messages using the UDP channel established by
the receiving module. Thus, the SH proxy can collect
both the IP address and port number from the receiving
channel when the registration request or handoff request
arrives. Even if the IP address or port number is changed
by the NAT gateway, the SH proxy can still get a
routable address to tunnel packets back to the SH agent.
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5. Finally, a user interface lets the user assign some system
parameters, such as the SH proxy IP address, home IP
address, priority of each NIC, and so on. The user
interface also shows the states of the system.

To manage all available NICs in MH, we built a table to
record necessary information for each NIC. Each entry in
the table includes the following fields: the NIC’s name,
description, current IP address of the NIC, gateway
information, connection type, priority of the NIC, current
state, and its index in the operating system. Note that the
connection type and priority of the NIC should be provided
by the user; this helps one to adopt a proper handoff policy,
and other information can be collected by the SH agent
itself.

2.1.2. SH proxy

Similarly, functions of the SH proxy can be divided into
four modules as given below and each module is a thread
operating independently in the system (see Fig. 4).

1. The ‘FromSHAgenttoCN’ module receives tunneling
packets from the SH agent, decapsulates those packets,
and sends the original packets to their target CNs.

2. The ‘FromCNtoSHAgent” module catches packets
destined to the MH that has registered to the SH proxy,
and it also encapsulates these packets and tunnels them
back to the corresponding SH agent.

3. The control module deals with control messages like
registration or handoff requests. It collects necessary
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Fig. 4. Modules in SH proxy.

information to update SH agent information, and sends
corresponding messages back to SH agent. The SH proxy
stores information for registered SH agents in a table
called ‘SH agent information’. Each entry in the table
contains the registered SH agent’s Home IP address,
current IP address, and port number. Note that the current
IP address and port number are obtained from the header
of registration request or handoff request by the SH
proxy itself. The packet does not carry this information
in its payload.

4. The system administrator can configure the SH proxy by
user interface, and it also shows internal information like
the states of currently registered SH agents.

2.2. Packet structure

The packet format for the proposed method is introduced
as follows. As shown in Fig. 5, four fields, the type, ID,
code, and flag are defined. The type field gives the
indication of packet types. The packet types and related
information are summarized in Table 1. The ID field
contains the SH agent’s home IP address. We use this field
to identify the source node for the packet. The code field
records the SH proxy’s reply. The default value is zero.

UDP

IP header header

Type ID Code | Flags Extension

Fig. 5. Packet fields.
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The fourth field is reserved now. Depending on different
packet types, some extension is attached to the packet.

2.3. Handoff decision model

The Handoff Decision Model is designed in the control
modular of the SH agent. The goal of this model is to decide
when to handoff so as to improve system performance. We
assume the following: One, that GPRS is always available
anywhere. And two, if WLAN is available, WLAN is
chosen as the access network, because it has both a higher
data rate and lower cost.

The received signal strength (RSS) of WLAN varies with
many factors, including landforms, obstacles, power
strength of access point, etc. In general, RSS is related to
the distance between the transmitter and the receiver.

Table 1

Packet types

Packet name Type Code Extension

Tunneling packet 0 0 Original packet

Registration request 1 0

Registration reply 2 1 =accept MAC address
2 =reject of gateway

Pre-handoff request
Pre-handoff reply
Handoff request
Handoff reply

SH agent deregistration
SH proxy stop
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Fig. 6. Variables in decision model.

According to [20], the following signal propagation model
may hold:

P(r) = P(ry) — 10« log(r/ry) (D)

where P(r) is signal power, in dbm, received by a given MH
whose distance to the transmitter is r meters; P(rg) is the
signal power at a reference point whose distance to
transmitter is ry; the parameter « called the exponent
value, indicates the rate of path loss.

As shown in Fig. 6, suppose that an MH moves out from
the access point, and if the RSS is lower than threshold T,
the MH should perform handoff from WLAN to GPRS. In a
GPRS network, if MH requests to be active, then SGSN
moves the MH from standby to ready state. In ready state,
the MH is attached to GPRS mobility management (GMM)
and thus MH can receive and send data for all relevant
service types. Thus, before the RSS decreases to 7. in the
WLAN, MH should send a request to GPRS for activating.
Otherwise, the MH must wait until SGSN moves it from
standby state to ready state. This causes both longer packet
delay and packet loss.

In our decision model, prior to data transmission handoff
from the WLAN to the GPRS networks, the SH agent sends
a pre-handoff request to the SH proxy via the GPRS
network. This causes the SGSN to move the MH from
standby to ready state. We call this procedure ‘pre-handoff.’
Suppose that (1) when MH reaches point B (see Fig. 6), it
sends a pre-handoff packet, and (2) when MH reaches point
C, a handoff occurs (i.e. the RSS is T,). The distance Dy,
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between points B and C can by determined by:
Dbc =t Xvy

where vy, is the moving speed of MH and #, is the time for
performing the pre-handoff mechanism. A reference point A
with distance D, to the access point is selected to measure
the RSS in WLAN, say, T,. One can then estimate the
distance D. between AP and the point C by applying (1) as
follows.

D, = Da10(1/10a)(ra—rc)'

Similarly, one can apply (1) to find RSS T, for the point
B by:

Tb = TC + 10« lOg(DC/(Db - Dbc))

Therefore, when MH is moving and measures the RSS
of AP, if the RSS decreases to Ty, the pre-handoff
request should be sent periodically. This keeps GPRS
NIC and the state of HM in SGSN in a ready state.
When the RSS decreases to T, every thing is ready for
handoff. This way, one can reduce both the packet delay
and packet loss.

2.4. Message sequence chart

Below is an example to illustrate all of the message
sequences in this current approach. As shown in Fig. 7, the
IP address of the home network is 140.113.167.0. The two
visited networks are the WLAN network with an address of
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Fig. 7. Message sequence chart.

140.113.27.0 and the GPRS network with 211.79.33.0.
All IP addresses for MH are given by the dynamic host
configuration protocol (DHCP) servers. Assume that MH
starts from the GPRS network, moves to the WLAN
network and finally returns to the GPRS network. All
messages in this approach are listed below:

1. When the SH proxy starts service in the home network,
it sends an ARP request to get the gateway’s MAC
address. Then, two UDP channels are opened for the SH
agent. Ports 5150 and 5151 are assigned to receive
tunneling packets and control packets, respectively.
Note that the SH proxy also uses port 5151 to send
tunneling packets back to the SH agent.
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2. The MH starts at the GPRS network and its SH agent

sends registration request to the SH proxy. If the SH
proxy accepts the request, it creates a new entry in the
‘SH agent information’ table to record related infor-
mation. The SH proxy then sends proxy ARP to inform
other nodes of the substitution for this MH, and sends
the registration reply to the SH agent.

After a successful registration, the application in MH
can communicate to CN. The application uses virtual
NIC to send packets. Thus, the source IP address of the
packets is 140.113.167.*. Next, the sending module of
the SH agent encapsulates the packets into a UDP
tunneling packet with a source IP address of
211.79.33.* and destination port 5150, and sends
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the tunneling packets to SH proxy via GPRS NIC. After
tunneling packets are received by the SH proxy, the
‘FromSHAgenttoCN’ module decapsulates the packets.
Then, the original packets are transmitted to their
destination using normal routing method.

4. CN receives the packets and transmits them back to the
MH.

5. The SH proxy collects the packets that destined to the
MH. By checking the IP address, the SH proxy finds the
corresponding entry in the ‘SH agent information’ table
and retrieves the current IP address for the MH. The
‘FromCNtoSHAgent” module encapsulates these pack-
ets with a destination IP address of 211.79.33.* and
sends the tunneling packets to the SH agent via the
established UDP channel.

6. When the tunneling packets arrive at the SH agent, the
receiving module decapsulates these packets and then
delivers them to applications via virtual NIC.

7. If the control module decides to perform a handoff from
GPRS to WLAN, it changes the routing table and sends
a handoff request via WLAN NIC to the SH proxy. This
way, the SH proxy can update the IP address and port
number. After the handoff is complete, the SH agent
uses WLAN network for transmission.

8. When the RSS of WLAN is lower than T}, the control
module decides to start the pre-handoff mechanism.
Thus, the SH agent sends the per-handoff message to
the SH proxy via GPRS NIC to prepare handoff. The SH
proxy simply returns this message to the sender. Note
that the pre-handoff mechanism is done to change the
MH state in the GPRS network from standby to ready.

9. The control module performs a handoff from WLAN to
GPRS if RSS of WLAN is lower than T,.. After a
successful handoff, the SH agent uses GPRS NIC to
send packets.

10. If the SH agent decides to go off-line, it sends an ‘SH
agent stop’ message to the SH proxy. Then, the
SH proxy removes the entry of the SH agent from
the ‘SH agent information’ table.

11. If the SH proxy wants to stop the service, it sends an
‘SH proxy stop’ message to all registered SH agents.

3. Implementation and evaluation

The following section describes the developing environ-
ment, test bed and performance evaluation for the proposed
system.

3.1. Developing environment

A laptop PC with two physical NICs, an Audiovox RTM
8000 GPRS card and a Lucent Orinoco volt 3.3 802.11b
WLAN card, were used as the MH. An SH agent was
developed in this PC. The operating system in the MH
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was Microsoft windows XP professional. We used a desktop
PC as the SH proxy. The operating system in the SH proxy
was NT4.0. The CN was a desktop PC with some endpoint
testing software.

The IP address of the home network was 140.113.167.0.
The SH proxy’s IP address was 140.113.167.205 and the
mobile host’s home address was 140.113.167.242. Two
networks visited were the WLAN network with an address
of 140.113.27.0 and the GPRS network with 211.79.33.0,
respectively. The MH’s IP address in the visiting network
was automatically assigned by the DHCP server. The
operator of the GPRS network was Chunghwa Telecom, is
the largest telecommunications company in Taiwan. Note
that the ready timer of the GPRS mobility management
system expired after the MH idled more than 44 s, and the
transit time from standby to ready was 1-2 s. The CN was at
National Central University, ChungLi City, Taiwan, with an
IP address of 140.115.83.240. The distance between the MH
and CN was 40 km.

3.2. Performance analysis

The following experiment shows the packet delay, the
amount of packet loss caused by handoff latency, and
the benefit of the handoff decision model. In addition,
the compatibility of this approach with existing applications
is examined.

3.2.1. Packet delay

The packet delay of this method is caused mainly by the
tunneling mechanism. Since our method is based on the
routing-based approach, the triangular routing problem
exists. The round trip time (RTT) between the MH and CN
was measured in the experiment. The RTT was composed of
the packet transmitting time between the NH and SH proxy,
the time of performing encapsulation/decapsulation mech-
anism, and the RTT of the connection between the SH proxy
and CN. Both the quality of access network and the CPU
load significantly influences the RTT.

Figs. 8 and 9 show the RTTs of our method from the MH
to CN using the WLAN and GPRS networks, respectively.
When the MH was in the WLAN, the RTT varied from 109
to 1999 ms, with an average RTT of 595 ms. (The one-way
average was 297.5 ms.) When the MH was in the GPRS, the
RTT varied from 992 to 11571 ms, with an average RTT of
2330.7 ms and a one-way average of 1165.4 ms. Compared
to the system without mobility support, the one-way delays
caused by the mobility support mechanism were 280.5 ms
for WLAN and 615.44 ms for GPRS. Table 2 lists the one-
way packet delays for the systems with/without mobility
support.

3.2.2. Handoff latency

Handoff latency is the latency caused by the handoff
procedure. Comparing the handoff latencies between GPRS
and WLAN, the latency for a handoff from a WLAN to
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Fig. 8. RTT in WLAN.

a GPRS network is longer. This is because (1) the transition
time from standby to ready in GPRS should be considered;
(2) the bandwidth of WLAN is much higher than that of
GPRS, and (3) the handoff procedure via WLAN is faster
than that of GPRS. In the experiment, the MH sent ICMP
echo request messages (ping packets) to the CN every
4096 ms.

Three methods for handoffs from WLAN to GPRS
network are compared below. Method 1 has a handoff
procedure that does not start until the WLAN is unavailable.
In Method 2, if the RSS of the WLAN is lower than a given

12000
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RTT (ms)

4000 -

LI,

average 2330.7
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0 100 200 300 400 500 600 700 800 900 1000
packet sequence

Fig. 9. RTT in GPRS.

Table 2
Packet delays for the systems with and without mobility support

Type System without mobility System with mobility
support support

WLAN 10-20 ms 297.5 ms

GPRS 550-600 ms 1165.4 ms
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threshold, the handoff procedure starts. Method 3, our
proposed method uses a handoff-decision model.
Figs. 10-12 show the average numbers of packets lost for
methods 1, 2 and 3, respectively, during the handoff
procedures. Table 3 summarizes the average number of
packets lost and handoff latencies for three methods. Packet
loss is serious in Method 1 (see Fig. 10), with an average of
3.1818. In stark contrast, however, the average packet loss
for Method 3 was a scant 0.1391. The average handoff
delays for Methods 1-3 were 13032.9, 4542.3 and 570.1 ms,
respectively. Clearly, Method 3, the proposed pre-handoff
method promises far better performance.

3.2.3. Throughput evaluation

The throughput of the system is affected by the network
bandwidth, the performance of the NIC and the MH CPU.
We used ‘Qcheck’ software to generate UDP streams with
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Fig. 11. Average packet lost with RSS decision model.
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Table 3
Packet loss and handoff latency for methods 1—3

Avg. number of packet loss Handoff latency

Method 1 3.1818 13032.9 ms
Method 2 1.1089 4542.3 ms
Method 3 0.1391 570.1 ms

600 kbps in WLAN and 50 kbps in GPRS. The average
throughput of WLAN was 481.14 kbps, and in GPRS
networks, the average throughput was 16.82 kbps.

3.2.4. Compatibility test

Finally, we tested the compatibility of our system. Most
of the applications worked normally in our system. Due to
the high packet delays in GPRS networks, however, real-
time application such as VoIP, did not work well. We hope
such delays can be reduced in the future.

4. Conclusion

This paper presents a mobility support method to
integrate WLAN and GPRS networks. This approach
contains an SH proxy in a home network and an SH agent
installed in the MH. A handoff decision model is designed to
improve overall performance.

From the operator’s point of view, our approach
reduces the need to modify the existing environment, and
the decision model also reduces the handoff latency from
the WLAN to GPRS networks. Hence, operators can
simply use this approach to provide roaming services for
the integrated networks. From the user’s point of view,
only an SH agent is needed to install in his or her own
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mobile equipment, and all existing applications can still
be run.

Looking ahead, developing both a security mechanism
and billing system for integrated WLAN and GPRS
networks might be interesting future work.

5. Uncited references
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Abstract

This paper considers Web content adaptation with a bandwidth constraint for server-based adaptive Web systems.
The problem can be stated as follows: Given a Web page P consisting of n component items dy, ds, . . .,d, and each of
the component items d; having J; versions d;,,d,,, . . ., di,., for each component item d; select one of its versions to com-
pose the Web page such that the fidelity function is maximized subject to the bandwidth constraint. We formulate this
problem as a linear multi-choice knapsack problem (LMCKP). This paper transforms the LMCKP into a knapsack
problem (KP) and then presents a dynamic programming method to solve the KP. A numerical example illustrates this
method and shows its effectiveness.
© 2005 Published by Elsevier B.V.
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has become possible for people to connect to the
Internet and remain on-line while roaming.
However, these portable communication de-
vices are very different from the typical personal
computers (PC). They vary widely in their screen
size, resolution, color depth, computing power,
and memory. From notebook PCs to cellular
phones, the diversity of these devices makes it dif-
ficult and expensive to offer contents separately for
each type of device. Many generic WWW servers
lack the ability to adapt to the greatly varying
bandwidths or to the heterogeneity of client de-
vices. Therefore, the technologies that adapt the
Web content to diverse portable communication
devices will become very important in the future.
Many content adaptation technologies have
been proposed for the WWW [1-10]. These adapta-
tion methods can be divided into three categories:
client-based, proxy-based and server-based adapta-
tions. In client-based adaptations [7], the client
transforms the original Web pages to the proper
presentation according to its capability. However,
this method does not work well for mobile devices
because mobile devices have lower computing
power. In proxy-based adaptations [4,8,9], the
proxy intercepts the requested Web pages, per-
forms the adaptation, and then sends the trans-
formed content to the client. But this method
requires huge calculations when transforming mul-

g ' TA_
ﬂ —
oyt

—~
Dial Up J

ti-media data. In contract, server-based adapta-
tions [1,5,10] offer key advantages. Specifically,
the server constructs Web pages in accordance to
the users’ device capabilities and network band-
widths. Repositing multi-versions of Web pages
on Web servers in advance not only accelerates re-
sponse time but also reduces network traffic.

In this paper, we consider a server-based adap-
tive Web system as shown Fig. 1. Clients can ac-
cess the Internet via local area networks (LAN),
wireless LAN, dial up, or GPRS networks. The
Web server contains a set of multi-media Web
pages. A multi-media Web page is composed of a
number of component items. The clients browse
Web pages by sending http requests with capabil-
ity and preference information [11-13] to the
Web server. The Web server parses the requests
to learn the capabilities of the clients and probes
the network to determine the bandwidth of the
connection. Based on clients’ capabilities and the
bandwidth of the connection, the Web server gen-
erate an optimal version of the requested Web
page and returns it to the clients.

This paper studies how to generate an optimal
version of a Web page with a bandwidth constraint
for the server-based adaptive Web system. For-
mally, the problem, denoted as a Web content
selection problem, can be stated as follows: Given
a Web page P consisting of n component items

)

Adaptive Web Server

~—

CPI Repository

Fig. 1. An adaptive Web system architecture.
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dy, d>,...,d, and each of the component items d;
having J; versions d;, d,,, . . ., d;, , for each compo-
nent item d; select one of the versions to compose
the Web page such that the fidelity function is max-
imized subject to the bandwidth constraint. We for-
mulate the Web content selection problem as a
linear multi-choice knapsack problem (LMCKP)
[14]. This paper transforms the LMCKP into a 0/
1 knapsack problem (KP)[15,16]. The 0/1 KP prob-
lem is a well-known problem in combinatorial opti-
mization. The problem has a large range of
applications: capital budgeting, cargo loading, cut-
ting stock, and so on. It can be solved by dynamic
programming [17,18], branch and bound [19-21],
and greedy methods. This paper presents a dy-
namic programming method for solving the 0/1
KP because dynamic programming can be easily
extended to solve parametric LMCKP problem
with different resources. This avoids having to
solve the problem anew and slashes the computa-
tions needed.

The remainder of this paper is organized as fol-
lows. In Section 2, we formulate the Web content
selection problem as an optimization problem.
Section 3 discusses the solution method, and
experimental results are given in Section 4.

2. Statement of the problem

Consider an adaptive Web server having three
major modules: content analysis and transcoding,
capability and preference information (CPI) filter,
and content selection. The architecture of the adap-
tive server is based on [1]. Fig. 2 illustrates the con-
tent adapting process in the adaptive server. In the
content analysis and transcoding module, the Web
contents are analyzed and transformed into differ-
ent versions. They are then organized into a content
pyramid. The content is prepared in XML, which is
converted to HTML prior to delivery. If the server
receives an http request from a client, the CPI filter

Request with CPI Response
A
CPI Filter CPI Parser
\
Content Selection
. Rendering Module
Bandwidth - -
: Objective - (Rendering to
. | >
Content Selection Estimator Function HTML/WML)
A
. Content
Content Analysis Source
and Transcoding Vi | Vin
Content Analysis
(Text/Image/......) v3 v3
v2 v2 ‘ Transcoding
Modules
vl vl
/ Text Image \

Content Pyramid

Fig. 2. Server-based content adaptation system architecture.
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First Semester

] |
Academic Year (2000-2001)

August 1 First semester begins

August 1-15 Graduate students may apply for doctoral program
September 12 Mid-autumn Festival (Holiday)

September14-16 Orientation for freshmen

September 15 Registration for all students except freshmen
September 15 Classes begin

September 28 Deadline for adding courses and for dropping courses
October 10 Double Tenth Day (MNational Holiday)

November 12 Dr. Sun Yat-Sen's Birthday (Wational Holiday)
November 13-18 Mid-term examinations

December 6 University athletic meeting

Tanuary 1-3 New Year Vacation

Tanuary 8-13 Final examinations

Tanuary 15 Winter vacation begins

Tanuary 22 Chinese Lunar New Year

Second Semester

Fig. 3. An example of multi-media Web page.

module processes the capabilities of the request and
forwards the results to the content selection mod-
ule. The content selection module selects a set of
feasible versions from the content pyramid and
calls on the bandwidth probing engine [22,23] to
find the bottleneck bandwidth between the client
and server. With the client’s capabilities and band-
width information, the content selection module
determines an appropriate version for each compo-
nent item. Based on the appropriate versions, the
rendering module tailors a style sheet represented
by XML style-sheet language (SML), generates
an adaptive content and replies to the client.

Note that a multi-media Web page is composed
of a number of component items. For example, the
document shown in Fig. 3 consists of five compo-
nent items. These include four image component
items and one text component item. Usually, the
image component item can be described at multiple
resolutions, called versions. The versions can be
transformed from raw data at different resolutions.
The different version of the component item has a
different data size. Suppose a multi-media Web
page, P, consists of a number of component items
d; where P=d,, dy,...,d,. A component item d,
can be computed by transcoding into versions,
du,dp,...,dy, with different resolutions and

modalities. Let w;; be the data size of version d;.

For each version d;;, we can assign a measure of
fidelity, called value v;;. Value v; can be defined as
follows:

__perceived value of transcoded version d;;
0= perceived value of original d;,

)

where 0 < v; < L.

With value v;;, we can then compare different
component items that are in different versions.
The perceived value may either be assigned by
the author for each version, or determined by a
function of data size. In this paper, we assume
v; = flw;;) that captures the general trend of fidel-
ity in value. f{w;) may be a concave, convex/non-
concave or discrete function of wy. In this paper,
we define'

W,‘j

Sf(wy) =

b
Wil

where w;; is the data size of item d; with the origi-
nal version (see Fig. 4). However, the Web content

' This paper is not to suggest that there actually exists a
simple function for assigning values to v This is because
measuring perceived quality of an image is not easy. Our
optimization model allows one to assign arbitrary value to v;
for Web content adaptation problem, by assuming f{w;).
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r A 4 B = - -
Version V1 V2 V3 V4 V5 V6 A\
Data Size 21.3 14.1 11.4 9.0 6.9 4.7 31
(KDits)
Value 1.00 0.81 0.73 0.65 0.57 0.47 038
Sqrt(Vn/v1)
Fig. 4. An example of versions for an image item.
creator can define his own filw;), say flw;) = wy/wa Problem LMCKP:
or f(Wl]) =In W,’j/ll’l Wi1. n Ji
Thus, the Web server can be designed to select Maximize Z iXij (1)
the best versions of content items from the Web =1 j=1
document sets to meet the client resources while Subi " <
delivering the largest total value of fidelity. Usu- ugeato Zl - wiXiy < W, (2)
ally, clients do not have the patience to wait for '; =
. 1
a l.ong time for a Web page. One may ;xpef:t to re- fo,- —1, 1<i<n, (3)
ceive a Web page in a reasonable waiting time 7. =

b Say 15 s. The next problem for the Web server is
to determine the data size W (maximum) for trans-
mission so as to fall within the expected waiting
time.

Fig. 5 illustrates the browsing procedure. The
total waiting time for the user is

Ttotal = Tprop + Tprobe + Tproc + Ttrans + Tpr0p7

where T = total time to wait for each Web page;
Tprop = propagation  time =1, — To=Ts — Ty;
Tprobe = time  to  probe bandwidth = T5 — T7;
Tproc = time to process Web content selec-
tion = T4 — T3; Tyans = time to transmit Web
content = T — T.

Here we assume for simplicity that Tpop, Tprobes
and Ty are constants. Then data size W= b x
t=bx (Ttotal_szrop - Tprobe 2 Tproc) where b is
the bottleneck bandwidth and = Ti..,s. For
example, if Tio = 15, 2T prop + Tprobe T Tproc =
4, and b = 10 Kbps, then the Web server will send
a Web page with size not greater than
W=(15-4)x10=110 KB.

Therefore, the Web content adaptation can be
mathematically stated as follows.

x;=0o0r1, foralli,j,

where v; and wy; are the measures of fidelity and
data size of version dj;, respectively. W is the max-
imum payload. x;; is the decision variable where
x;; =1 indicates version j is selected for item i
otherwise, x;; = 0. Constraint (2) ensures that the
size of the Web page is not greater than Web page
W = b x t. Constraint (3) limits our choice for each
item to be one of its versions.

Note that this problem is known as the linear
multiple choice knapsack problem (LMCKP).
We can apply the dynamic programming method
to find the optimal solution for problem LMCKP.
An appropriate content can be determined by solv-
ing the LMCKP problem.

3. The solution method

The LMCKP is a well-known problem. Many
solution methods that have been presented for
solving it. This section transforms the LMCKP
into a 0/1 KP and apply the dynamic program-
ming method to solve the 0/1 KP.
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Waiting
Time

/ > Time
/ J
To /

o]

Web Server

Probe
Bandwidth

Processing
Time

Transporting

Fig. 5. Event timing for browsing an adaptive Web page.

3.1. Transformation of the problem

At first, we define a knapsack problem, which is
equivalent to LMCKP, as follows.
For each i, let

Yi = Xit,
Yo = Xi1 + Xi2,

Vi1 =X+ X+ 0+ Xy,
Vi, =Xn +Xp+ - +xy, =1

Then, we can rewrite the objective function (1) as
in the following:

n

Ji n
Oy = Y Oy + 0o —ya)+ -
=1 i=1

J

+ Vi1 (.yiJ,»—l *y,:/,»fz) + vy, (yi./, 7yi./,»—l)

= Z(Un — )Yy + (v — Vi)Y + -
1

i=

+ (Vi1 = Vi) Vi1 T VY,

n Ji—1

=D 1D vy — vy vu i,

-1 | =1
n Ji—1 n

= Z Z(Uij — Vjjt1 )yij + ZUU,'
=1 =1 -1

Similarly, the constraint (2) can be rewritten as

n Ji—1 n
Z Z(Wi/ — W)Yy + Z wi, S W.
=1 j=1 i=1

Note that Y7 vy, and Y, w;;, are constants. Let
€jj = Vjj — Vjj+1, d,/ = Wjj — Wijt+1 and W' = —
> wiy,. Then, the problem LMCKP (Egs. (1)-
(3)) is equivalent to the following KP:

n Ji—1

Maximize Z Ze,-jyi, (4)
=

i=1

n

i—1
Subject to > Y dyy,; < W, (5)
i=l j=1
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yy=0orl, y;<--<yy, l<i<n
1<j<J -1 (6)
Note that the above problem can be rewritten

as a precedence constraint 0/1 KP [24,25] as
follows.

Problem KP:
Maximize Z DizZi (7)
=1
Subject to Zd,—z,» <M, (8)
=1
zz=0or 1, z, <z, (hk)€A,
1<i<m,

where m =7, ;;—11 1;M = W' and 4; is the pre-
cedence constraint as described in (6).

3.2. Dynamic programming method

The precedence constraint 0/1 knapsack prob-
lem can be solved by dynamic programming meth-
od as that for the ordinary 0/1 knapsack problem
with slight modification. We may make a decision
on z; first, then on z,, then on z3, etc. The solution
to the 0/1 KP problem can be viewed as the result
of a sequence of decisions. An optimal sequence of
z1, Z2,- - -, 2, Will maximize the objective function
and satisfy the constraint. Moreover, we can apply
dynamic programming to solve the parametric pre-
cedence constraint 0/1 KP problem with right-hand
side M € [a, b].

Let KP(j, S) denote the problem
J
Maximize Z Dpizi
=
J
Subject to Zd,»z,- <8,
i=1
zz=0or 1, z, <z, (hk) €A,
1<i<),
where 1<j<n and 0< S< M. Note that
KP(j, S) is a sub-problem of Problem KP with

variables zy, z,,. . .,z; and right-hand side S. Prob-
lem KP is KP(n, M). Let f;(s) be the value of an
optimal solution to KP(k, s). From the principle
of optimality it follows that:

Si(s) = max{fi_i(s), fi—1(s — dx)
+ p,, subject to precedence constraints}.

)
Clearly, f,(M) is the value of an optimal solu-
tion to KP(n, M). f,(M) can be solved by begin-
ning with fy(s) =0 for all s> 0 and fy(s) = —oo,
s <0. Then f1, f>,...,f, can be successively com-
puted using Eq. (9). Notice that f;(s) is an ascend-
ing step function; i.e., there are a finite number of
5, $1<53<---<s, such that fi(s) <f(s:) <
-+ < fils;). For the parametric precedence con-
straint 0/1 KP problem, we solved the problem
KP(n, M) for each M € [a, b] at the last stage.

3.3. A numerical example

Consider an example of a Web page with three
image items (i.e., P=d|, d>, d3). Each item has
three versions. The right-hand side W € [6.7,30.8].
The data sizes w;; and the values vy, i, j = 1,2,3, are

9.0 44 13
wy]=[108 46 1.0],
11.0 54 13

o 1.0 0.7 04

[vy] = [1 [ =110 0.7 03].
e 1.0 0.7 0.3

The content selection problem can be formulated

as follows:

3

bo = E E VijXij

1 j=1

Maximize

3 3
Subject to > Y wyxy < W, W €[6.7,30.8],

=1 j=1

3

Zx,-,:l, 1<i<3,
j=1

xy=0o0rl, 1<i<3 1<;<3

3.3.1. Transformation of the problem
For i= 1,2,3, let Yi1 = Xit, Vi2 = Xi1 + X, and
Vi3 =xj1 + xp+ x3=1. Then, the problem can
be transformed as follows:
MaXimiZC O3y11 +03y12 +O3y21 +O4y22

+0.3y;, +0.4y;5, +1
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Subject to 4.6y,, + 3.1y, +6.2y,, + 3.6y,,

+5.6y5, +4.1y5,+3.6

<wW, wWel6.7,30.8],

Y SV Yo SV, Y31 S V33

ViV Ya1: Y22 V31, Y3 =0 or 1.
Let zy = y11, 22 = Y12, Z3 = Y21, Z4 = V22, Z5 = V31,
zg = y3;. Clearly, the above problem is equivalent

to the following problem, KP(6, M), M€
[3.1,27.2]:
Maximize 0.3z; + 0.3z; + 0.3z3 + 0.4z4 + 0.3z5
+ 0.4z

4.6z; + 3.1z5 + 6.2z3 + 3.624 + 5.625
+41z <M, M€ [3.1,27.2],

Z1 S 22, 23 S 24y Zs

Subject to

<zg;zz=0o0r 1, i=1,...,6.
fi(s)2
0.3} - .
0 .
0 4.6! 2723
5.6 (a)
f3(s) 2
09F————--- —
0.6] - - — -] !
I
0.3~ m=f} ! !
0 { 11 N .
03477 139 2725
87 (c)
f5(s) 2
16f--- - - - ------- ——
13 ————————— —A :
L "'[_Il L
0.7 —---u—l{, X Lo
- 4 - 1
Ofgl A o
0 f ) ! I 1
031 67 113] 169 23.127.2s

3.6 12.3(e)

3.3.2. Dynamic programming method

Let f(s) be the value of an optimal solution to
KP(k,s) where s€[0,27.2] and i=1,...,6.
Clearly, fs(M) is the value of an optimal solution
to KP(6, M). Applying Eq. (9), fo(M), M € [a, b]
can be solved by starting with fy(s) =0 for all
s> 0. Then fi(s), f2(5), . . .. fe(s), s € [0,27.2] can be
successively found. For example

04+/13(s=3.6), zs=1, s> 3.6,
fa(s) = max
7=0,1 fZ(S_3'6)a

Fig. 6 graphically shows fi(s), f>(5),- . .,f5(s),
s €[0,27.2], and fe(s), s€[3.1,27.2]. Thus, the
optimal values and the optimal solutions for
M € [3.1,27.2] is summarized as follows.

For example, the optimal solution to
KP(6,27.2) is f5(27.2) = 2.0. The optimal solution
of KP(6,27.2) is: (z1, 22, 23, Z4, Z5, Z6) = (Y11, V125

Z4:0.

fos) 2
0.6~ -
0.3}~ =i | |
11 1
0 3477 27.2s
87 (b)
fy(s)2
1 3 —————————— ——
------ e :
o s !
0.4~ - _—_r( : : I |
o.g T s
O34 67 113] 175 272
36 12.3(d)
_______________ .‘
___________ et
________ _,.:_( :
----- —{ ! !
'-R_(I 0o |
C! Nl \ !
! 1 \ !
o Nl \ !
0 A [ LS
03167 108 154 21 27.2

36 7.7 (f)'64

Fig. 6. Functions of fi(s), f2(s), f3(s), fa(s), f5(s), and fe(s).
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V21, Y22, ¥31, ¥32) = (1, 1,1,1,1,1). Thus, the opti-
mal solution for the content selection problem is

(x“,xlz,x13,le,xzz,x23,x31,x32,x33)
=(1,0,0,1,0,0,1,0,0)

and the optimal value is 3.0. That is, version 1 is
selected for each item.

If another request for this page arrives, the
adaptive server finds b =16 Kbps and r=5s for
this connection. Then, the total data size W that
the adaptive server may return to the client is

W:16><10

= 20 Kbps.

Note that the adaptive server does not need to
solve the problem KP(6,20 — 3.6) anew. The opti-
mal solution for KP(6,16.4) can be found in Table
1. Since M = 16.4, we look in Table 1 down the
M €[15.4,21.0) row. We find that the optimal
solution for KP(6,16.4) is (yi1, V12, V21> V22,
1, y32) =(1,1,0,1,0,1), and the optimal solution
for the content selection problem is

(Xn,Xlzyxls,le,x227x237x317x327x33)
= (1,0,0,(), 1,0,0, 1,0).

That is, the returned Web page is compose of ver-
sion 1 for item 1 and version 2 for items 2 and 3.

4. Experimental results

In order to test our optimization model for Web
content adaptation, we built three Web servers:
two adaptive and one non-adaptive servers. Both
adaptive Web servers consisted of three major

Table 1
Summary of the optimal solutions

modules (content analysis and transcoding, CPI
filter, and content selection) as shown in Fig. 2.
The difference between them is in the content selec-
tion module. One, denoted as Sever 1, found opti-
mal solutions of parametric LMCKP by dynamic
programming method in advance after the Web
page was created. When the request arrives, it just
looks up the optimal solutions table. The other,
denoted as Sever 2, selects contents by using gree-
dy algorithm [14] to solve LMCKP whenever the
request arrives. The non-adaptive server is denoted
as Sever 3. A Linux operating system and an
Apache server were selected as developing plat-
form for three servers. Apache is a well-known,
open source Web server that performs well. The
machines for the three servers are the desktop
computers with AMD K7-850 and 256 MB mem-
ory. The test Web page, a sub-page of the Univer-
sity’s Web pages, consists of seven component
items with 140 KB data size. These include six im-
age component items and one text item. Each im-
age item has six versions.

The Servers 1, 2 and 3 were tested by two cli-
ents. The clients’ browser was modified from Inter-
net Explorer (IE) so that the users can specify the
expected time, CPI data, and where the CPI pro-
files are by URLs (see Fig. 7). Client 1 was a note-
book PC with Intel P3-650 and 256MB memory,
using PPP-dialup 56 Kbps (campus dialup service)
connecting to the campus Internet. The expected
waiting time was set to 15s when browsing the
Servers 1 and 2. For the measurement, the system
clock of the three servers and two clients was syn-
chronized using the Network Time Protocol
(NTP). Client 1 browsed the Web page 10 times.
We use the ¢ distribution with 9 degrees of freedom

Right-hand side Je(M) (11> Y125 Y215 22, Y31, V32) o (X115 X125 X135 X21, X22, X23, X31, X32, X33)
Me[3.1,3.6) 0.3 (0,1,0,0,0,0) 13 (0,1,0,0,0,1,0,0,1)
M e[3.6,6.7) 0.4 (0,0,0,1,0,0) 1.4 (0,0,1,0,1,0,0,0,1)
M e€[6.7,7.7) 0.7 (0,1,0,1,0,0) 1.7 (0,1,0,0,1,0,0,0,1)
M e[7.7,10.8) 0.8 (0,0,0,1,0,1) 1.8 (0,0,1,0,1,0,0,0,1)
Me[10.8,15.4) 11 (0,1,0,1,0,1) 2.1 (0,1,0,0,1,0,0.1,0)
M e [15.4,21.0) 14 (1,1,0,1,0,1) 24 (1,0,0,0,1,0,0,1,0)
M e€[21.0,27.2) 1.7 (1,1,0,1,1,1) 2.7 (1,0,0,0,1,0,1,0,0)
M=272 2 (1,1,1,1,1,1) 3 (1,0,0,1,0,0,1,0,0)
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m@:_lhﬂp'#ldﬂ,l 13.167 224/Demo2 html vl

1001 TA HSUEH

NS= 7218  Complete-Time: 15648 ms Page Size: 22404

CC/PP Browser

Weicome
Histoncal sketch

Contact Information

bytes Receive-Speed: 144 KBylekecond

profile: [htt:ietlab28.cis.nctu.edutwiccop/ioe rdf

Profile-Diff-1:]<bunl version="1 0" ?» <rdf:RDF xanlns:rdf="http:/Awww w3.0rg/l 99902/22-df-syntae-ns#” semins'pef ="http:/www waptorum.org/TAFROFiec;

Fig. 7. An example of CC/PP browser.

and a 95% confidence interval to estimate the de-
lays. The average delays for Client 1 are shown
in Table 2a. Table 2b shows the percentage of
measured delays out of the total delay. The other
client, Client 2 was a Compaq pocket PC using
IEEE 802.11b wireless LAN connecting to campus
Internet. The results are summarized in Tables 3a
and 3b. Our experiments use campus Internet as
network testbed. There are many factors, such as
irrelevant traffic in the network, buffer sizes, etc.,
that may influence (or pollute) the results. Tables
2 and 3 are only intended to offer the reader some
realistic feeling about the respond time and how
the system works. From the theoretical point of
view, the time complexity for Server 1 to pick up
an optimal solution from the optimal solutions ta-

ble is O(1) while the time complexity of the greedy
method for Server 2 is O(nlogn) where n is the
number of variables.

From Table 2a, note that the total delays for
browsing the Servers 1 and 2 were 15794 +
20 ms and 16443 + 22 ms, while for browsing the
Server 3 it was 46386 4+ 117 ms. The adaptive serv-
ers show their benefits. The total delays of Servers
1 and 2 are controlled and close to the expected
waiting time 15 s. For processing time 7)., Server
1 performs better than Server 2 because Server 1
finds optimal solutions by dynamic programming
method in advance and looks up the optimal solu-
tions table when the request arrives. The advan-
tage of dynamic programming method is that it

Table 2a
Results for notebook PC with 56K dialup

2% Tprop (mS) Tprobe (ms) Tproc (I’IlS) Ttrans (ms) Tlolal (ms) w (KB)
Server 1 179.5+2.0 6000.1 £+ 2.0 <0.001 9614.3 +20.2 15794 £ 20 28.9
Server 2 173.5+2.8 61233+ 1.8 4.8+0.3 10141.5+23.4 16443 £ 22 30.0
Server 3 180.2 +2.0 - - 462054 +116.9 46386 + 117 140
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2x Tprop/Tlolal (%)

Tprobe/ Tiotal (%’)

Tproc/Tloml (OA‘) Tlrans/Tloml (OA’)

Server 1 1.14 37.99 0.00 60.87
Server 2 1.05 37.24 0.03 61.68
Server 3 0.39 0.00 0.00 99.61
Table 3a
Results for pocket PC with 802.11b

2x Tprop (ms) Tprobe (ms) Tproc (ms) Tlrans (1’1’15) Ttotal (1’1’15) 4 (KB)
Server 1 58+0.5 2028.3 +23.6 <0.001 118.8 +1.9 2153 +24 28.9
Server 2 6.5+04 2212.6 =16.7 44404 109.7 £ 1.8 2333+ 17 28.9
Server 3 6.4+04 - - 641.9+6.8 648 £ 7 140
Table 3b

Percentage of the measured time out of 7, for Table 3a

2 x Tprop/Tlolal (%)

Tpmbe/Ttotal (%J)

Tproc/Ttotal (%’) Ttrans/Ttotul (0/0)

Server 1 0.27 94.21
Server 2 0.28 94.83
Server 3 0.99 0.00

0.00 5.52
0.19 4.70
0.00 99.06

can be easily applied to solve the parametric
LMCKP with a set of right-hand sides.

In Tables 2a and 3a, the values of probing delay
Tprobe are very large. This is because the probing
method (““pathchar” algorithm [23]) sends a few
dozen packets with varying sizes, measures their
round trip times (RTTs), and then finds the avail-
able bandwidth by correlating the RTTs with
packet sizes. The RTT depends on traffic load.
Thus, the probing delay T',ope varies as traffic load
varies. The traffic load in our campus Internet var-
ies dynamically from one instant to another. Con-
sequently, the mean probing time may be different
for the same mobile device in the case of Server 1
and Server 2.

Note that if the access network has a higher
data rate, the value of T},.,p. dominates the value
of Tans (see Table 3b). That is, the overhead of
bandwidth estimation is too large, thus negating
the advantage of shorter transmission times. In
fact, instead of measuring bandwidth, we can just
use predefined classes of data rate r, (say dialup
54 Kbps, T1 1.544 Mbps, or WiFi 11 Mbps) and
set available bandwidth b =axr, 0 <o < 1. Note

that data rate r can be obtained from the CPI pro-
file. By this way, the overhead of bandwidth esti-
mation is eliminated and thus the adaptive Web
server can give a smaller latency.

5. Conclusion

This paper formulates a Web content adapta-
tion problem as a linear multi-choice knapsack
problem and presents a dynamic programming
method to solve it. We think that the dynamic pro-
gramming is very suitable for solving this kind of
problems because dynamic programming can be
easily extended to solve parametric LMCKP prob-
lem with different resources. This avoids having to
solve the problem anew and slashes the computa-
tions needed.

In practical implementation, we can analyze
and transform the component items of Web page
into different versions when the Web page is cre-
ated. Then, dynamic programming is applied to
solve a parametric LMCKP problem and a bind-
ing table which binds the optimal solutions to dif-
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ferent resources can be created. If a request for this
page arrives, we just look up the binding table to
find the optimal versions of the component items
for the request.

In this paper, we assumed that the content items
are independent of each other. However, this
assumption may not hold in some cases. Consider
a news story page. If the story has to be discarded
due to space limitations, then the pictures for the
story has also to be discarded. For such cases,
the content creator has to define the dependencies
among the items of the Web page. Then, our opti-
mization model can be extended by adding the
constraint Z}Lxu‘ < Z_';kaj to Problem LMCKP
if item d; is dependent on item d.

There also exists coarse-grained approaches for
content adaptation. The coarse-grained ap-
proaches format the Web content for several
well-known kinds of clients to suit everyone. How-
ever, we think delivering a customized content is
worth for content providers. This paper presents
a fine-grained adaptation that selects the best con-
tent representation to match the resources and
capabilities of individual clients.

Looking ahead, integrating both adaptive Web
server and transcoding proxy server for wireless
Internet access might be interesting future work.
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Abstract

One challenging issuein sensor networksisto determine
where a given sensor node(SN) is physical located. This
problem is especially crucial for very small SNs. In this
paper, we present a GPSless self-positioning method for
sensor networks. In our method, a set of nodes, called as
reference points (RPs), are deployed in the sensor network
with overlapping regions of coverage. The RP periodically
broadcasts beacon frames which contain localization data.
The SN collects the beacon frames from RPs and processes
the data in the frame, and then it can localize itself simply.
The analysis of positioning accuracy are also given to show
how well a SN can correctly localize itself.

1. Introduction

The fast progress of micro-electro-mechanical systems
(MEMYS) technology and wireless communications has en-
abled us to deploy a large number of low-cost, low-power
and networked sensorsin wide area. The sensor nodes(SNs)
can collect, store, and process the sensed data, and com-
municate with neighboring nodes to provide observation of
environmental system. This makes us to monitor and con-
trol the physical world more convenient and efficient. In
such sensor network systems, we need SNsto be ableto lo-
cate themselves in various environments. The location data
of SNsis useful for the centralized server or the managing
nodeto analyzetheir sensing information. Not only SNs but
aso other objects which are in the network need to be lo-
cated. For example, the forest fire detection system should
detect exactly whereisthe scene of afire. Inlocation-aware
applications, localization enables the intelligent context se-
lection includes tour guide [1], points of interest and so on.

1This work was supported in part by the National Science Council,

Taiwan, ROC, under grants NSC 93-2752-E-009-005-PAE and NSC 93-
2219-E-009-002, respectively, and in part by Intel.

2Corresponding Author. Fax: 886-3-5721490; e-mail: rhjan@cis.

nctu.edu.tw

In ad hoc networks, localization helps the transmitting node
to recognize where the communicating node is and thus re-
ducesthe power consumption. Hencethelocalizationisim-
portant for many applications of sensor network.

For localization system, Globa Positioning System
(GPS) [2] isagood solution in outdoor environment. How-
ever, it is not suitable to use GPS on al SNs in sensor net-
works. Thisis because SNs have size, cost and power con-
straints. This paper focus on the problem of GPS-less low-
cost localization for wireless sensor networks.

Generally speaking, the localization can be divided into
three major classes, self-positioning, remote positioning,
and indirect positioning. The basic operations of these
classes are summarized in the following:

A. Sdf-positioning system (SPS)
The positioning receiver receives the appropriate sig-
nal measurements form geographically distributed
transmitters and then uses these measurements to lo-
calizeitself. GPSisatypica SPSand several SPSs|3,
4] for sensor networks are presented recently. In [3],
they measure the received signal strength and apply a
triangulation method to localize moving sensors and
handle dynamically changing sensor topologies. In
[4], some fixed reference points (RPs) with overlap-
ping regions of signal coverage are configured. These
RPs transmit periodic beacon signals, and then SNs
can localize themsel ves based on the received beacons.

B. Remote positioning system (RPS)
A set of nodes with special RF functions are deployed
in some fixed place and measure the direction or the
time delay of a signa which is originating from, or
reflecting off, the transmitter nodes. After that, these
measurements are collected by a centralized location
server to determine the location of transmitter node.
Typical RPSsare Angleof Arrival (AOA) [5] and Time
Difference of Arrival (TDOA) [5]. The AOA collects
the direction of transmitter's signals and the TDOA
collects the time delay of transmitter’s signals. Such
solutions do not require any modification to the objects



but they have low accuracy and high network costs.

C. Indirect positioning system (IPS)

The IPS combines SPS and RPS. First, the node
measures signal data and transfers to the RPS. Next,
the RPS collects these measurements, processes posi-
tion bias and then determines node’s position. Typ-
ical IPSs are Assisted GPS(AGPS) [6], Differentia
GPS(DGPS) [7], and cell-based positioning [8] where
AGPS and DGPS have the highest accuracy.

The cell-based positioning system simply utilizes the char-
acteristic of cell overlappingin geometry. However, it deter-
minesthelocation in acentralized server. When a SN needs
to localize itself, it sends location request to the location
server. Thelocation server determinesthe sensor’slocation,
and then repliesthelocation to the SN. Communications be-
tween the sensor and location server cost alot of energy. It
is not suitable for sensor networks. Based on theidea of cell
overlapping, this paper presents a GPS-less self-positioning
method for sensor networks. 1n the proposed method, a set
of nodes, called as reference points (RPs), are deployed in
the sensor network with overlapping regions of coverage.
The RPs broadcast periodic beacon frames which contain
localization data. The SN in the sensor network receives
the beacon frames from RPs and processes the information
in the frame, and then the localization can be determined by
itself. The proposed method has the distributed and simple
characteristics. The Distributed property means that the lo-
cation can be determined by SN itself without GPS and cen-
tralized server. The simple property means that SNs only
use asimple connectivity metric and localization datain the
beacon frame to calculate their locations. That is, SNs only
take little computation to localize themslves.

2. Céll overlapping model

Consider that a set of RPs are deployed in the sensor
network with overlapping regions of coverage. They arelo-
cated at known positions and form a regular structure. As
showninFig. 1(a), these RPsform ahexagonal structure. In
idealized radio model, we assume a perfect spherical radio
propagation and identical transmission range for al RPs.
The area covered by the RP is called a cell and each cell is
circle-shaped. The SN can receive radio signal from the RP
if it iswithin the signal coverage of that RP. Take Fig. 1(a)
for example, a SN in region A, can listen to signals from
RP Py; inregion By, from RPs Py and P;; and in region
C1, fromRPs Py, P, and Ps. Thelocalization regionis de-
fined astheregionin which every SN can listen aunique set
of RPs' signals. The coverage of RP Py has 13 localization
regions, i.e, regions A, By,...,Bs,Cy,...,Cs and Cg.
The localization regions in the coverage of a RP can be di-
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Figure 1. The physical layout of reference
points with a hexagonal structure.

vided into three types according to the number of receiving
signalsasfollows.

e Typelregion: Theregionis covered by only one RP's
signal, e.g., region A, .

e Type2region: Theregionis covered by two RPS' sig-
nal coverage, e.g., regions B;, where1 < i < 6.

e Type 3 region: The region is covered by three RPs
signal coverage, e.g., regionsC';, where1 < i < 6.

Note that the radio coverage of RP is represented as a
circle. By using simple geometry, we can find al the inter-
sections of the circles. For each localization region, wefind
the centroid (z., y.) of the region by

Tr+T2+...+Tp Y1 +Y2+ ...+ Yn

(e, ye) = ( ) )

n n

where (z1,11), (z2,¥2), ..., (Tn,yn) are the vertices of the
region. If a SN can locdize itself in the region, we use
(z¢,y.) to estimate the location of the SN. For example, as
shownin Fig. 1(b), if a SN localizesitself in region By, the
estimated location of SN is ( w1+zz+zs+z9 y1+y2+y8+y9)

Given a set of RPs deployed in a hexagonal structurein
which the distance between two neighboring RPsis one unit
and the transmission range of RP isr = 0.78, we find the
centroids for al localization regions. The results are sum-
marized in Table 1.

3 Sdf-positioning algorithm

As stated in the previous section, we can deploy RPs in
a hexagonal structure and find the localization regions for
each RP. The RP periodically broadcasts the beacon frame



Table 1. The centroids of all regions in the
hexagonal network structure.

| Region | centroid || Region | centroid |
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to notify all of the SNs staying in its signal coverage area.
We assume that each RP knows all centroids of its localiza-
tion regions. For example, RP P, knowsthe centroids of 13
localization regions that was computed in the deployment
stage. The beacon format contains the following data:

S = {tn’(t"“a’{(mcl’yC1)""’(mca7yca)})7""

(t""k7{(mcl7y61)7 ety (mck7yck)})}

wheret,, representsthetype of RP's structure, (e.g., t,, = 1
for hexagonal structure and ¢,, = 2 for meshed structure);
t,, represents the type of localization region (e.g., t,, €
{1,2, 3} for hexagonal structure); and (z.,, y.,) represents
the centroid of the region. Note that the type number of the
region is equal to the number of signals can be received in
that region. Take Fig. 2 for example, the beacon frames of
RP5and RP 6 are

Ss = {1,(1,{M}),(2,{B,D,F,H,J,L}),
(3,{A4,C,E,G,I,K})}
Se = {]-,(17{W}),(27{J7N7P7R,T7V})7

B.AK,1,0,Q,5,U})}

where the symbols A4, B, ..., W represent the centroids of

localization regions (e.g., M = (2, 1), W = (0,0)).
Then, the SN collects the beacon signals from the RPs

and determines its location. The operations of SN are given

asfollows.
1. Collect and store the beacon signal that it receives.

2. Determinethe number of RP, denoted as m, that it can
listen. Then, extract the centroid set with the type m
from the beacon frames, denote as S™. Note that we
can find m different centroid sets. For example, if a
SN can receive beaconsfrom RP5 and RP 6, it extracts

Figure 2. An example of localization regions
for hexagonal structure.

the centroid set with type 2 from the received beacon
frames asfollows.

S? ={B,D,F,H,J,L},S; = {J,N,P,R,T,V}.

3. The SN finds a centroid by intersecting the centroid
setsasitslocation, i.e., find ), Si". For example,

S:(S: =

= {Jr=A(

{B,D,F,H,J,L}({J,N,P,R,T,V}

V3 1
1

i

4 Positioning accuracy analysis

Let the coordinate of actua location of SN be (X,Y)
where X and Y are random variables. In our proposed
method, the SN localizes itself to the centroid of the local-
ization region. Thus, the error distance D is

D=V(X ) + (Y —yc)?

where (z., y.) isthe centroid of thelocalization region (i.e.,
the estimated location of the SN). The precision e(r) can
be defined as the probability that the SN can localize itself
within distance r. That is, e(r) = P{D < r}. Assume
that the SN falls equally likely to any point in the location
region R. Then, the probability density function f(z,y) of
(X,Y) can bewritten as follows:

[ c if(z,y) €R
fwy) = { 0  otherwise

/R/f(m,y)dmdy:/R/cdmdyzl.

where



Figure 3. The shape of type 1 in hexagonal
structure.

Thisgives

1 1
‘= Jp [ dedy — aeaofR

Therefore, the precision

areaC),
areaof R’

e(ry=P{D<r}= //fa:yd;rdy
where

Cr = {(z,9)|V/ (& — z.)?

1) The worst-case accuracy

Let us consider the shape of type 1 in hexagonal struc-
ture as shown in Fig. 3. The precision e(r) is the area of
C,. over the area of localization region R, if r isless then
r1. If r is greater than ry, the precision e(r) is 1. This
means that SN can localize itself within distance r; with
probability 1. In other words, if SN localizes itself in type
1 region and the tolerance of error distance d is greater
than r{, the position of SN can be correctly determined.
The radius 7“1 |s called as critical radius. Furthermore, let
= max{r1 ,r§ , (3)} where r§) is the critical radius
for type i region. Thus, we can say that SN localizes itself
correctly within distancer* that isthe worst-case accuracy.

For example, consider that a set of RPs are de
ployed in a hexagonal structure in which the distance be-
tween two neighboring RPs is one unit and the trans-
mission range of RP is 0.78. We can compute the
precision e;(r) for each type i that was shown in
Fig. 4. Note tha r* = max{r%l),ﬁ ),r?)} =
max{0.2685,0.2993,0.3088}=0.3088. That is, for this
hexagonal structure, SN localizesitself correctly within dis-
tance 0.3088. '

Note that critical radius r%’) is afunction of RP’s trans-
mission range d. Let f;(d) be the critical radius for type i,
1 = 1,2, 3. Then, the worst-case accuracy r* can be rewrit-
ten asr*(d) = max{f1(d), f2(d), f3(d)}. If the transmit-
ting power of RP can be adjusted, the transmission range of
RP will vary. We assumethat the radius d is bounded within

+ @y —y.)? <r}NR.

Precision (%)

0 0.15 0.2685
@ 02993 m
Accuracy

Figure 4. The precision e;(r) of SN in the type
1, 2, and 3 areas.

[\}5, V3L, et us consider how to arrange the transmission
range of RP such that the worst-case accuracy is optimized.
This problem is equivalent to finding a radius d such that
r*(d) = max{ fi(d), f2(d), f3(d)} isminimized. That is,

z = min _ r*(d)
<d< 2

s

= min
L <<
Figure 5 shows the functions f1(d), f2(d), and f5(d),
for % < d < 2. The function f,(d) is an decreas-
ing function and the function f5(d) is a increasing func-
tion where \/% <d< \/75 Let d* be the radius such that

f1(d*) = f3(d*). Thus,

max{f1(d), f2(d), fs(d)} (1)

max{f1(d), f2(d), fs(d)} = {

and the minimum of max{fi(d), f2(d), f3(d)
fi1(d) = f3(d). By numerical method, wefind d
suchthat f; (d*) ~ f3(d*) = 0.2887.

2) The average-case accuracy

Given that the location (z, y) of SN fallsin the typei area,
the expected accuracy D; is

E[D;] = / V(@ —ze,)?+ (y — ye,)? fz,y)dady
(z,y)€R

} occurs at
*=0.7638

where R; is the localization region of typei and (z.,, y.;)
isthe centroid of R;. Thus, the expected accuracy of D for
the network with hexagonal structure can be found by

E[D] =Y p; E[D)]

i=1

1This is because 1) if d < % then there exists some areas that do

not covered by RP's signdl; 2) if d > ‘/_ , then the type 2 area will be
separated into 2 sub-areas.
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Figure 5. The worst-case accuracy for hexag-
onal structure.

where p; is the probability that SN falls in the type i area.
By this way, the average accuracy of the proposed method
can be evaluated.

Note that the average accuracy E[D] is aso a function
of RP's transmission range d. Let g(d) be the average ac-
curacy E[D] for the RPs with hexagonal structure having
transmission range d. Let us consider how to arrange the
transmission range of RP such that the average accuracy
is minimized. The problemis to find a radius d such that

Z:minﬁgdgég(d)'

We can evaluate the average accuracy E[D] by simula-
tion. In our simulation, 10,000 SNs were generated with
uniform distribution in the working area of 100 x 100 unit
square. We assumethat all RPs are deployed in ahexagonal
structure with transmission range d and their locations are
known in advance. By proposed self-positioning method,
each SN can localized itself a position (z.,y.). Thus,
the positioning error can be found and the average accu-

N

racy g(d) can be evauated. Furthermore, we find g(d), for
% <d< @, asshown in Fig. 6 and the minimum of g(d)
is0.1551 whered = 0.744.

5 Conclusions

We proposed a GPS-less sdlf-positioning method for
sensor networks. In our method, a set of RPs with overlap-
ping regions of coverage are arranged in hexagonal struc-
turein the sensor network and broadcast the beacon frames.
SNs only collect the beacon frames from RPs and use the
localization datain the beacon frame to cal cul ate their loca-
tions. Note that SNs only take little computation to localize
themselves. This kind of localization system with low cost
and low computation is very suitable for sensor networks.

Accuracy

1 1 1 1 1 1
106 065 07 0744 08 085
Transmission range 2

Figure 6. The average accuracy for hexagonal
structure.
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Abstract

Localization problem is one of the most impor-
tant research issues for wireless sensor networks
(WSNs). In this paper, we present a two-phase lo-
calization algorithm for WSNs. In the first phase,
each sensor node obtains its initial position by DV-
hop method. In the second phase, each sensor node
gathers the locations and distances to its neigh-
bors, updates and exchanges these location infor-
mation periodically and then operates the multilat-
eration with different weight values. The simula-
tion result shows that the average position error of
the proposed two-phase method is less than 20% of
the radio range, and the number of sensor nodes
which can be located is larger than 70% of total
nodes for a network with low density.

1 Introduction

The topology of wireless sensor network (WSN)
is similar to ad-hoc network in which each sensor
node in the network should communicate and co-
operate with its neighbors to achieve the goal of
task. Each node collects, stores, and processes
the sensed data, such as temperature, brightness,
sound, and so on, and then communicates with
neighboring nodes to provide the environmental
observation.

In order to make the sensed data more useful,
the location of sensor nodes should be determined.
There are several location determination methods
to be presented [1-17]. In general, the location
methods can be divided into two main classes, one
is centralized system and the other is distributed
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system. The centralized system has a central loca-
tion server receiving the location query, calculat-
ing the location information, and replying it back
to the query node. In contrast, the distributed
system, each node utilizes the location algorithm
to calculate its position by itself. The distributed
system is more feasible than the centralized system
because of the following reasons: First, the loca-
tion server is a bottleneck of the centralized sys-
tem and nodes near the location server consume
more energy in forwarding location information.
Second, system stability depends on the commu-
nication links of central location server. If these
links are failure, sensor nodes fail to determine
their locations.

One of the most popular distributed location
methods is Global Positioning System (GPS)[1]
that has been shown to be an integrated part of
modern navigation. However, it is not suitable for
all sensor nodes because of the limitation of sen-
sor node in size, cost, electric power and computa-
tional power. Besides, GPS signal is degraded by
the environment or jamming. Especially in indoor
environments, GPS signal would be blocked and
almost unavailable.

In this paper, we develop a distributed loca-
tion method for sensor nodes with some beacon
nodes. The beacon node, (or called as beacon in
short) is a sensor node that knows its location.
This paper presents a two-phase location method
for WSN with a set of beacons. In the first phase,
each node estimates its initial position by a rough
DV-hop method[2]. In the second phase, each sen-
sor node gathers the location information that in-
cludes the locations and distances of its neighbors.
And then it updates and exchanges the location in-
formation periodically, and operates the multilat-
eration with different weight values. The weight
is defined as an error function of positions and
distances to show the effect of data accuracy. The
multilateration technique does not work well if the



number of available neighbors’ location is less then
three. In this paper, we propose a method to deal
with the multilateration with two neighbors. The
simulation results show that the average position
error is noticeable.

The paper is organized as follows. In section 2,
the related work of existing location method will
be introduced. The weighted multilateration algo-
rithm and the simulation result are shown in sec-
tions 3 and 4, respectively. Finally, the conclusion
and future work are given in section 5.

2 Related work

For WSN applications, location is one of the
important issues. In [3], a survey paper notes that
early classical location systems such as RADAR
[4], Cricket [5], and Active Badge [6] may not suit-
able for sensor networks.

Based on the operation model, the position-
ing system can be divided into two main classes:
anchor-based and anchor-free. In anchor-based lo-
cation system, it utilizes some anchor nodes to
achieve location determination. In [7] and [8],
they use Multidimensional Scaling (MDS) to get
global relative coordinate system, and then map
this system into absolute coordinate system via
anchor node by self-designed location algorithm.
In contrast, the location system without anchors
is called as anchor-free location system. In [9]
and [10], nodes exchange local distance informa-
tion with others to generate their relative coordi-
nates. The transformation from relative coordi-
nates to absolute coordinates was handed over to
certain post-process methods.

3 The weighted multilateration al-
gorithm

The weighted multilateration algorithm is a
two-phase method. In the first phase, the DV-
hop method in APS [2] is modified. Beacon
nodes broadcast their position information, and
then those unknown nodes can get their initial
positions. In the second phase, unknown nodes
only exchange information with their neighbors
and then estimate their location by multilatera-
tion with weighted coefficient to refine initial node
positions. This is because neighbors’ position and
distance to neighbors have different reliability. In
the following, we will present the weighted multi-
lateration algorithm in details.

3.1 The first phase

The goal of this phase is to estimate roughly
the initial positions for unknown nodes. The loca-
tion information will be used in the second phase.
This phase is modified from DV-hop method. The
stepwise description is given as follows.

1. Beacons broadcast their positions periodi-
cally.

2. Beacons maintain the shortest paths to other
beacons, and unknown nodes maintain the
shortest paths to beacons.

3. Beacons receive information from other bea-
cons to compute their one-hop distances,
and then broadcast these values to unknown
nodes.

4. Nodes receive information from at least three
beacons and estimate distances to beacons.
This is done by average one-hop distance mul-
tiplied shortest path hop count.

5. Unknown node operates classical multilatera-
tion to estimate their positions.

For example, as shown in Figure 1, nodes 1, 2,
and 3 are beacons and others are unknown nodes.
The details of steps are described as follows.

100 m

Figure 1: The example for the first phase.

Step 1: Beacons 1, 2, and 3 broadcast their position

(wla yl): (m27 y?)ﬂ and (373, y3)7 respectively.

Step 2: Beacons 1, 2, and 3 estimate Euclidean dis-

tance between beacons, i.e. dis = dy; = 40m,
d23 = d32 = 75m, and d13 = d31 = 100m.
They also maintain the hop count between
beacons, i.e. h12 = d21 = 2, h23 = d32 = 5,
and hiz3 = d3; = 6. Unknown node A can
obtain hop count information, i.e., hq; = 3,
hA2 = 2, and hA3 =3.



Step 3: Beacons compute their average one-hop dis- define a parameter, weight, that is the production

tances: of neighbor’s position weight and distance weight.
1) Beacon!’s one-hop distance= dintdis _ POS’ltIOH W?lght repr(.esents the accuracy of neigh-
104100 hiz+hiz bor’s position, and distance weight represents the
516 = L0-9; accuracy of ranging measurement. The classical
2) Beacon2’s one-hop distance= % = multilateration can be transformed into ” weighted
40475 _ 16 43, multilateration” with given separate weight for
25 each neighbor. The stepwise description is given

3) Beacon3’s one-hop distance= faitdsz — as follows.

100475 — 15.91,

1. Nodes receive neighbors’ positions and their
position weight w,,, where w, = 0.1 for un-
known node and w, = 1 for beacon.

Step 4: Node A computes average one-hop distance
and then estimates distances to beacons:

1) A -h i = :
) 17‘.’&??33“5.91 011616%% distance 2. Nodes use ranging technf)logy (e.g. RSSI) to
3 = -0 h measure distances to their neighbors, and as-
2) Measured distance from A to 1, day = sign the distance weight wy according to re-
16.61 x 3 = 49.83; ceiving power, where 0.1 < wg < 1.

3) Measured distance from A to 2, das = 3. Nodes can obtain the weight w by the pro-

16.61 x 2 = 33.22; duction of neighbors’ position weight and dis-
4) Measured distance from A to 3, daz = tance weight (i.e. w = w, X wg).

16.61 x 3 = 49.83.

4. Nodes get information from at least three
neighbors. The information contain their po-
sitions, distances, and weight. The position

Step 5: Node A operates classical multilateration to
estimate its initial position:

1) Error functions between estimated dis- of n(?des can be estimated by the weighted
tances and measured distances to bea- multilateration.
cons: 5. Nodes update their position weight to be av-
far=v/(wa—21)> + (ya —y1)* = dar. erage neighbors’ weight, ie. w, = %
faz = /(x4 —23)* + (ya — y2)* — dao. (where N is the number of neighbors), and
A3 =/ (Ta — T3 Yya —y3)® — das. en floo eir w, and positions to neigh-
f ( )2+ ( )2 —d then flood their w, and positions to neigh
bors.
2) Apply Minimum Square Estimation
(MSE) to above equations , and then 6. Repeating steps 1 ~ 5, until position error
(x4,y4) can be estimated by min {F = converged. In simulation, the convergent sit-
fa+ i+ fisth uation will happened less than ten times of
repetition.

3.2 The second phase
Take Figure 3.2 for example, node 3 is a beacon

Based on the initial positions obtained in the and others are unknown nodes.
first phase, nodes exchange location information
with neighbors to refine their positions in the sec-
ond phase. When nodes receive information from
at least three neighbors, they can apply certain
ranging technology (e.g., RSSI) to measure dis- .
tances to neighbors, and then use classical mul-
tilateration to estimate their positions. However,

3

IN)

o

positions and distances to neighbors have differ- 4
ent accuracy. It is obviously that the accuracy
of position information between beacons and un- Figure 2: The example for the second phase.

known nodes is different. Similarly, according to
the signal degression properties for ranging mea-
surement, the near and far nodes’ position infor- Step 1: Node 1 receives the position of neighbors,
mation also have different accuracy. Hence, we {(z2,92), (z3,Y3), (z4,y4), (x5,y5), } and the



weight of neighbors, {ws, = wap = wsp = 0.1
and ws, = 1}.

Step 2: Node 1 utilizes the ranging technology

to get the distances to its mneighbors,
{dlg, d13, d14, d15}, and looks up table 1 to ob-
tain the distance weight, {waq, W34, W44, Wsq}-

Step 3: The weight w; represents the accuracy of

neighbors’ positions and distances to neigh-
bors. ws = waq - wap, W3 = W3zq * W3p,
Wy = W4q - W4p, W5 = Ws4 - Wsp.

Step 4: The classical multilateration is modified to

”weighted multilateration” and applied the
MSE to esitmate (z1,y;) by min {F = (w> -
f12)? + (w3 - f13)* + (wa - fra)® + (w5 - f15)*},
where f15 = \/(331 —2)% 4+ (y1 — y2)? — dio,
fis = V(x1 —23)2 + (y1 —y3)% — dis,
fis=/(z1 — 24 (Y1 — ya)? — d14, and
fis = /(21 — x5 (y1 — ys)? — dis.

P
P+

Step 5: Node 1 updates its position weight to be av-

erage neighbors’ weight:

w2 + W3 + W + ws
4

Wip =

Step 6: Repeat the steps 1 ~ 5 for ten times.

4 Simulation result

All simulations were performed in ns-2[18] en-
vironment. We discussed about connectivity and
number of nodes to show the performance of the
weighted multilateration algorithm. Connectivity
of node represents the average number of neigh-
bors of nodes and it was affected by radio trans-
mission range. In order to show the effect of con-
nectivity, we simulated various connectivity for
sensor nodes about the position error and the re-
sult was shown in Figure 3. In this case, the work-
ing area for 100 sensor nodes with random place-
ment was 1000 x 1000 m?2. The number of beacons
were 20% of total sensor nodes (i.e. beacon ratio
was 20%). When the connectivity was 12, the po-
sition error was less than 50%R in the first phase
and was less than 10% R in the second phase. Note
that the 50%R means that the position error is half
of the radio range R. The improvement of posi-
tion error from the first phase to the second phase
is about one-fifth when connectivity was 12.

With the same working area, sensor nodes and
beacon ratio, we considered about the number of

20% beacon ratio

—o— the first phase 1
— * — the second phase

position error(%R)

connectivity

Figure 3: The position error for various connec-
tivity in the two phases.

located nodes for various connectivity and the re-
sult was shown in Figure 4. When connectivity
was 4, the number of located nodes was greater
than 70% both in the first phase and the second
phase. When connectivity is larger than 18, the
number of located nodes is close to 90% in the
two phases. It is obvious that the number of lo-
cated nodes in the first phase is greater than in
the second phase. This is because a node can
not be located in the first phase(DV-hop mehtod)
when it disconnected the network. In the sec-
ond phase, the weighted multilateration method
needed at least three neighbors to perform loca-
tion determination.

# of located nodes(%)
@
3

20% beacon ratio

—o— the first phase
10( — #* —the second phase| -

. . . .
o 5 10 15 20 25
connectivity

Figure 4: The number of located nodes for various
connectivity in the two phases.

The relationship about connectivity and posi-
tion error with different beacon ratio for the two
phases was shown in Figure 5 and 6. The position
error was decrease from 200%R (40%R) to 50%R



(10%R) in the first(second) phase with 10% bea-
con ratio. The second phase can truly refine the
position error from the first phase.

220

the first phase
200

—©— 5% beacon ratio
180 — —+— 10% beacon ratio

# - 20% beacon ratio

160

140+

120

100

position error(%R)

connectivity

Figure 5: The relationship between connectivity
and position error for 5%, 10% and 20% beacon
ratio in the first phase.

the second phase

35 —6— 5% beacon ratio
— —+—  10% beacon ratio
301 # -+ 20% beacon ratio

position error(%R)

connectivity

Figure 6: The relationship between connectivity
and position error for 5%, 10% and 20% beacon
ratio in the second phase.

The proposed algorithm was compared with the
referenced algorithm [11] in Figure 7. When con-
nectivity is less than 24, the position error of pro-
posed algorithm is better than the referred algo-
rithm especially for low connectivity. In contract,
when the connectivity is larger than 24, the per-
formance of the both algorithms were closed to
each other. This is because that high connectivity
will give more information from its neighbors to
improve the both algorithms.

After the discussion of connectivity, we consid-
ered about the position error and the number of
located nodes for the number of nodes in the net-

60

T
the second phase
20% beacon ratio

sor —o&— referenced algorithm| |
— % — proposed algorithm

w N
=] S

position error(%R)

N
=)
T

101

connectivity

Figure 7: Comparison of referenced algorithm and
proposed algorithm.

work. The simulation results were shown in Fig-
ure 8 and 9. In this case, the working area is
1000 x 1000 m?2. Each sensor nodes and beacons
had the same radio range R = 100 m and they
are put with random. In Figure 8, the position
error for both of the first and second phase will be
improved as the number of nodes increases. The
refinement of the second phase will keep the im-
provement of 50%R of the first phase for the num-
ber of nodes is less than 100.

160

20% beacon ratio

—o&— the first phase 1
— * — the second phase

= e =

@ o I IS

3 ] S S5
T T T T

position error(%R)

@

S
T

’

L L L L L L
30 40 50 60 70 80 90 100
# of nodes

Figure 8: The position error in the two phases
with various number of nodes.

In Figure 9, it showed the relationship between
the number of nodes and located nodes. The num-
ber of located nodes in the first phase remain
larger than in the second phase. However, as the
number of nodes increase, the number of located
nodes were increase in both phases. This is be-
cause as the number of nodes increase, the con-
nectivity also increase.



# of located nodes(%)
@
3

20% beacon ratio

—6— the first phase
10+ — % — the second phase| -

L L L L L L
30 40 50 60 70 80 90 100
# of nodes

Figure 9: The number of located nodes in the two
phases with various number of nodes.

The relationship between the number of nodes
and the position error with different beacon ra-
tio for these two phases was shown in Figure
10 and 11. The position error was decrease
from 160%R(105%R) to TO0%R(35%R) in the
first(second) phase. The second phase can truly
refine the position error from the first phase.

180

the first phase

1604 —=&— 10% beacon ratio

1 — —+— 20% beacon ratio
140p ~ o *- - 30% beacon ratio

120

100

position error(%R)

0
# of nodes

Figure 10: The relationship between number of
nodes and position error for 10%, 20%, and 30%
beacon ratio in the first phase.

According to the simulation, the performance of
the proposed method is better than the referred
method with reasonable position accuracy. Fur-
thermore, the second phase can truly refine the
position error from the first phase.

120

T T
the second phase

—6—— 10% beacon ratio
100 — —+— - 20% beacon ratio
* - 30% beacon ratio

position error(%R)

40t

L L L L L L
30 40 50 60 70 80 90 100
# of nodes

Figure 11: The relationship between number of
nodes and position error for 10%, 20%, and 30%
beacon ratio in the second phase.

5 Conclusion

The proposed weighted multilateration posi-
tioning method only needs fewer beacons to per-
form the positioning function. It contains two
phases.  The first phase adopts the DV-hop
method to compute the average one-hop distance
and the shortest path of hop count. These location
information can be applied to the classical multi-
lateration to estimate initial positions. In the sec-
ond phase, unknown nodes exchange information
with neighbors and apply the modified weighted
multilateration method to refine their positions re-
peatedly. In simulation, the position error of the
proposed method is better than the referred algo-
rithm when the connectivity is less than 24. The
limitation of the proposed method is that if the
unknown node has less than three neighbors, it
can not be located. We will try to solve this for
two ways in the future work. One may use the
processing delay trick to wait for enough location
information. If a unknown node can be prior pro-
cessed and successfully turn into located node, it
can provide its location information to its neigh-
bors. The other way may use the n-hop message
passing to obtain more location information that
was came from n-hop nodes.
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