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Abstract— Mobile IP has been widely accepted as a stan- handsets. People are becoming used to carrying comput-

dard to support IP mobility in a wireless Internet environ-

ers while traveling around to enjoy the tremendous ser-

ment to keep a session connected when a mobile host roamsyjces on the Internet. Ubiquitous computing has added a

from subnet to subnet. Another emerging wireless network

architecture that is gaining more and more popularity is the
mobile ad hoc network (MANET), which can be flexibly de-
ployed in almost any environment without the need of in-

new feature, mobility, to the world of computing and com-
munications.

We have observed two strong growths of interests re-

frastructure base stations. In order to move to an all-IP en- |ated to this trend. The first one is Mobile IP [15], which
vironment, there seems to be a growing demand to integrate supports mobile hosts roaming from subnet to subnet
these two architectures together. _ without need of changing IP addresses. Mobile (home

Typically, mobile hosts are served by access points that and foreign) agents are used to support seamless hand-

can connect to them directly (in one hop). In this paper, . A
we propose to extend access points to multiple MANETS, offs. The next generation IPv6 will include features of

each as a subnet of the Internet, and discuss how to support Mobile IP as inherent functionality. Another emerging
Mobile IP in such environment. Such integration is benefi- Wireless network architecture is the mobile ad hoc net-
cial to both societies. From Mobile IP’s prospective, Foreign work (MANET), which can be flexibly and conveniently
Agents’ service areas are not limited to hosts within a sin- deployed in almost any environment without the need of
gle (wireless) hop any more. From MANET's prospective, jnfrastructure base stations. MANETS have received in-
mobile hps.ts can immediately enjoy tremer_ldous service_s al- tensive attentions recently [6], [11], [18], [20]. In the liter-
e . e oS WCrkS e n EEE 602111 retwor

interface cards to build a MANET. The recently proposed

based on IEEE 802.11b wireless LANSs. Issues such as over-'" = )
lapping of MANETS, dynamic adjustment of mobile agents’ Wireless sensor networks also have a similar architecture

service coverages, support of local broadcast and various to the ad hoc networks.
communication scenarios are addressed. Discussion also
covers required adjustments of Mobile IP to support such
architecture.

In the trend of moving to an all-1P environment, there
seems to be growing demand to integrate these two archi-
tectures together. In this paper, we propose to extend the
typical wireless access points to multiple MANETS, each
asasubnet of the Internet, and discuss how to support Mo-
bile IPin such environment. Such integration is beneficial

Index Terms— ad hoc network, mobile computing, Mo-
bile IP, mobility management, routing, wireless Internet.

I. INTRODUCTION

Wireless communications and mobile computing are
gaining more popularity in recent years. Wireless commu-
nication devices have become standard features in most
portable computing devices, such as laptops, PDAS, and

to both societies. From Mobile |P's prospective, Foreign
Agents service areas are not limited to hosts within asin-
gle wireless hop any more. From MANET's prospective,
mobile hosts can immediately enjoy tremendous services
aready existing on the Internet without worrying about
disconnection due to mobility. With such combination,



macro mobility is supported by the former, while micro
mobility is supported by the |atter.

This article reports our integration and implementation
experience based on IEEE 802.11b wireless LANS. Vari-
ous routing scenarios involving Mobile IP and MANET
are discussed. One fuzzy area is the possibility of
some MANETs overlapping with each other to form a
larger MANET (which is sometimes inevitable), mak-
ing the service boundaries of home/foreign agents vague.
The dynamics of MANETS also necessitates redefining
the service coverage of AGENT_ADVERTISEMENT and
AGENT _SOLICITATION messages in Mobile IP so asto
adapt to constant topology changes of MANETS. The sup-
port of local broadcast and various communication sce-
narios and issues like TTL, ARP, and registration, are ad-
dressed. Discussions also cover required adjustments of
Mobile IP to support such architecture.

II. PRELIMINARIES
A. Mobile Ad Hoc Networks (MANETS)

A MANET is a network consisting of a set of mobile
hosts which may communicate with one another and roam
around at their will. A routing path may consist of a
sequence of wireless links without passing base stations
(i.e., in a multi-hop manner). This requires each mobile
host to serve as a router. Applications of MANETS oc-
cur in situations like battlefields, outdoor assemblies, and
emergency rescues, where base stations or fixed network
infrastructures are not available, but networks need to be
deployed immediately.

Extensive efforts have been devoted to the routing is-
sues on MANET. Routing protocols can be classified as
proactive and reactive. A proactive protocol (such as the
DSDV protocol [12]) constantly updates routing informa-
tion so as to maintain a (close to) globa view on the
network topology. On the contrary, a reactive protocol
searches for a path in an on-demand manner. This may
be less costly than a proactive protocol when host mobil-
ity ishigh. Representative reactive protocols include DSR
[5], ZRP[3], CBR [4], and AODV [11]. A review of uni-
cast routing protocols for MANET isin [18]. Multicast is
studied in [1], [2]. Broadcasting issues are studied in [7],
[8l. [9].

B. MobhilelIP

TheMobilelPisdefined by IETFto support | P mobility
[15]. Transparent to TCP and UDP, it allows sessions to
remain connected when mobile hosts roam from subnet to
subnet without the need of changing I P addresses.

MH's Home
network

mmmm

Foreign
network

Fig. 1. Thetransmission scenario of Mobile IP.

Four roles are defined in Mobile IP: mobile host (MH),
corresponding host (CH), home agent (HA), and foreign
agent (FA), asillustrated in Fig. 1. A MH isahost or a
router that may change its point of attachment from sub-
net to subnet. When a CH, which is ahost in the Internet,
sends an | P datagram to a MH, it will be delivered to the
MH’s home network. When the MH is away from home,
the datagram will be tunneled to the foreign network. The
HA will encapsulate the datagram with an |P header car-
rying FA's | P address or the MH’s co-located CoA (care-
of-address). In case of using FA's address, the FA should
de-capsulate the datagram and forward it to MH. CoA can
be dynamically obtained as atemporary address, through
such as DHCP address configuration procedure. If the co-
located CoA is used, the MH itself serves as the endpoint
of the tunnel and performs decapsulation locally. In our
implementation, we follow the former solution.

HA and FA need to advertise their services by period-
ically sending AGENT_ADVERTISEMENT. A MH un-
aware of any local mobile agent may inquire by sending
AGENT _SOLICITATION. From time to time, MH needs
to register with its HA its current CoA. HA keeps track
of the mapping between each residential MH’s permanent
address and its CoA in alocation dictionary (LD). Further
extensions of Mobile IPaso exist, such as smooth handoff
[14] and extension for IPv6 [16].

C. Related Work

Cellular IP [21] and HAWAII [17] are two Internet
protocols to support IP mobility. Cellular IP separates
macro mobility from micro maobility. Originally, mobile
IP is to support macro mobility. To reduce frequent reg-
istrations to HA as a MH is roaming around, Cellular IP
adopts a hierarchica approach. A FA can provide ser-



vices to multiple base stations. Aslong as a MH is cov-
ered by base stations belonging to the same FA, no re-
registration is required. In this case, handoff delay may
be significantly reduced. As such, micro mobility to sup-
port seamless handoff is achieved. HAWAII (Handoff-
Aware Wireless Access Internet Infrastructure) adopts a
domain-based approach to support mobility. Base sta-
tions can be connected as atree. It uses specialized path
setup schemes which install host-based forwarding entries
in specific routers to support intra-domain routing. This
results in the same advantage of supporting micro mobil-
ity and fast handoff asin Cellular |P. Compared to Cellular
IP, HAWAII breaks the tie between gateway and FA, and
thus is more tolerant to failure of gateways and simplifies
the design of gateways.

References [10], [13] also address the construction of
MANET by providing continuous Internet access based
on Mobile IP. How to extend Mabile IP to alow MHsto
use CoA even if they are more than one hop away from
FAsis addressed. The conflict between the management
of routing tables in Mobile IP and MANET is resolved.
Implementations on both OS/2 and AlIX are reported. In
particular, two separate daemons are used by Mobile IP
and MANET. To coordinate these two daemons, a route
manager is used to control the system’s routing table.

Compared to [21], [17], our network architecture does
not rely on hierarchical (wireline) routers. Instead, fol-
lowing the basic idea of ad hoc networks, maobile hosts
are used as routers to extend the coverage of FAs. Thus,
our framework also support micro mobility as well as
macro mobility. While Cellular IP and HAWAII restrict
mobile hosts be resident in one (wireless) hop from the
base stations, our framework allows mobile hosts in mul-
tiple (wireless) hops from the base station. Also, our work
is compatible with current design of MANET, thus eas-
ily extending MANET for IP mobility support. In addi-
tion, since the topologies of MANETSs may change dy-
namically, the service ranges of FAs may aso change
accordingly. An advantage is a higher fault-tolerant ca-
pability — if one FA crashes, a mobile host may rely
on MANET’s routing capability to connect to neighbor-
ing FAs. Compared to [10], [13], which considers only
one single MANET, we consider the existence of multiple
MANETsin avicinity area. Specified by thelocal FA, the
service range of a FA may be dynamically adjusted. Ne-
gotiation between mobile agents and mobile hostson FAS
service ranges is possible. This may greatly improve the
flexibility of MANETS and reduce the service overhead
of mobile agents. Also, MANETs may overlap with each
other, and thus can support each other and offer a higher
fault-tolerant capability in terms of Internet access. Fur-

Fig. 2. Theproposed network architecture, which extends each access
point to aMANET.

ther, to enjoy theflexibility of MANETS, direct communi-
cations between hosts under two FA's coverages, through
MANETS links, are possible.

I11. NETWORK ARCHITECTURE AND

COMMUNICATION SCENARIOS
A. Network Model

We consider the network consisting of multiple
MANETSs, each of which has a point of attachment to
the backbone Internet. The host connecting a MANET
to the Internet is called the gateway. We use gateways
to define the ranges of MANETs. Each gateway has
two network interface cards (NICs), one wireless and one
wireline. Gateway hosts have no mobility since they
have fixed links. However, non-gateway hosts can roam
around freely, and thus the definition of MANETS ac-
tualy changes by time. Severa MANETs are shown
in Fig. 2. Gateways are responsible of intertworking
MANETSs with the Internet by forwarding/relaying pack-
ets. To support Mobile | P, each gateway also serves asthe
FA initslocal MANET. So it should periodically broad-
cast AGENT_ADVERTISEMENT messages to announce
its service to members of its MANET. (In our discussion,
we may interchangeably use gateway and FA according to
the context.)

Since members of MANETS are mobile, it is likely
that a MANET is partitioned into multiple MANETS, or
some MANETs may join and overlap with each other.
In such cases, the boundaries between MANETS be-
come vague, making the service ranges of FAs unclear.
We propose to define the service ranges of gateways
by associating with each gateway a parameter N. Any
mobile host within N wireless hops from the gateway
can join the MANET served by the gateway. This is



achieved by specifying a TTL = N in each gateway’s
AGENT _ADVERTISEMENT. For example, in Fig. 2,
host A, though connected to MANET?2, can not be a part
of the network.

In case that a host is within the service ranges of mul-
tiple gateways, it can choose the shortest-distance one as
its default gateway. By so doing, the boundaries of sub-
nets are clearly defined even if MANETS are overlapping
with each another. For example, in Fig. 2, host C belongs
to MANET3, while host B belongsto MANET4, and their
HAswill tunnel | P datagrams accordingly from the proper
gateways. Also, note that each gateway can define its
own N independently based on its willingness/capability
to provide services.

When MHs move around, it is even possible that a
MH is disconnected from its gateway, but still remains
connected to other MANETSs. For instance, in Fig. 2,
if the link between G3 and D breaks, hosts D’s and
E’'s connections to the Internet will become broken be-
cause they are beyond the service range of G4. To
dynamically adjust a gateway’'s service range, we pro-
posethat aMH, on missing AGENT_ADVERTISEMENT
for a certain period, may broadcast or multicast an
AGENT _SOLICITATION message withaTTL = N'. The
value of N’ can be gradually increased to avoid the broad-
cast storm problem [7] caused by flooding. The solicita-
tion can be heard if N' > N and the MANET is con-
nected. On receiving the AGENT_SOLICITATION, the
gateway may decide, based on its willingness, whether to
increase its N or not. In the above example, if host E's
AGENT _SOLICITATION hasan N’ = 5, G4 will receive
the request, and may increase its service range to cover D
and E.

B. Some Communication Scenarios

Based on the above network architecture, severa differ-
ent communication scenarios may exist. In the following,
we discuss the possible combinations and the correspond-
ing routings. In the discussion, we assume that routing
in MANETSsis supported by DSDV (however, any proper
routing protocol for MANETSs s applicable).

« Intra-MANET communication: The communications
are supported by DSDV. In the DSDV protocol, hosts
will exchange routing information periodically and
compute the next hop to reach the destination with
the least metric (such as hop count). Proper route
entries will be written into the kernel routing table
by system calls. So whenever a route entry leading
to the destination is found, the packet is directly for-
warded to the next hop. The transmission from A to
B in Fig. 3 fitsinto this category.

Fig. 3. Intra and inter-MANET routing scenarios.

o Inter-MANET communication (direct): For any
packet whose destination is not listed in the kernel
routing table, it will be forwarded to the gateway of
thelocal MANET. The gateway will then forward the
packet to the Internet. The transmission from A to
C in Fig. 3 is such an example. Packets travel on
MANETL1 based on DSDV, then on the Internet to
G2 based on IP routing, and then on MANET2 to B
by DSDV again.

o Inter-MANET communication (with Mobile IP): A

MH may roam away from its home network. In this
case, Mobile IP will be involved to forward packets
between MANETS. In the transmission from CH to
D in Fig. 3, packets will arrive at G4 by IP routing.
These packets will be encapsulated and tunneled, by
Mobile IP, to G3, which will then forward them to D
by DSDV.
To support such scenario, MHs have to monitor any
existing AGENT_ADVERTISEMENT. Registration
and deregistration procedures in Maobile IP should be
followed. The routing of these packets will be sup-
ported by DSDV. HAs should maintain the current
locations of its MHs. FAs should maintain the vis-
iting MHs in their MANETs. HAs should execute
proxy ARP for roaming MHs.

e Inter-MANET communication in overlaid MANETs
(direct): When two MANETSs overlay with each
other, aMH may be aware of aroute to another MH
that belongs to a neighboring MANET. Thisis made
possible by the frequent exchange of routing infor-
mation by DSDV. In this case, directly routing be-
tween these MANETSs is allowed. For example, in
Fig. 4, since A has aroute entry leading to B, direct
inter-MANET transmission is possible.

To support such scenario, we propose to associate



MANET3 MANET4

Fig. 4. Inter-MANET routing scenarios in overlaid MANETS.

with DSDV a parameter M, which reflects the
service range of DSDV. l.e, a MH aways col-
lects/propagates routing information for MHs that
are within M wireless hops from itself. As are-
sult, hostsin different, but connected, MANETS may
communicate with each other directly. The routing,
tunneling, and encapsulating overheads can be re-
duced by such optimization. Note that it is manda-
tory that M > N so that routing information leading
to the local gateway is always known by a MH.
Inter-MANET communication in overlaid MANETs
(with Mobile IP). Contrary to the above scenario,
when two MHSs are resident in connected MANETS
but away by more than M hops, their communi-
cations should be routed through the Internet. In
the transmission from C to D in Fig. 4, assuming
M = 5, host C will not be aware of any route (al-
though existing) leading to D. In this case, its IP
datagrams will be forwarded to the local gateway
G3 (by DSDV), which will in turn forward the data-
gramsto D’sHA (by IProuting), which will encapsu-
late the datagrams to D’s current FA (by Mobile IP),
which will forward the datagrams to D (by DSDV).
As can be expected, the values of N and M should
be properly tuned to reduce overheads and improve
efficiency, which may be directed to an interesting
research problem.

Broadcast: Broadcasting is useful in many circum-
stances. In wireline communication, the scope of
broadcast is well defined — a broadcast message is
typicaly flooded to the physical range covered by a
subnet. In wireless communication, due to the ra-
dio transmission property, the range that should be
covered by a broadcast is usually not well defined.
This is particularly true for ad hoc networks, where

Fig. 5. Routing scenario of broadcasting.

each MH has its own radio coverage. Note that if
we directly adopt a TTL value to a broadcast packet,
each mobile host's broadcast range will be distinct
(depending on its current location).

We propose to define the coverage range of a broad-
cast as the service range provided by the local gate-
way where the broadcast is issued. As a resullt,
the range of a subnet matches with the range of a
MANET. The detailed routing is conducted as fol-
lows. When a MH wants to send a broadcast data-
gram, it first encapsulates the packet as a unicast
by identifying the gateway as the destination host.
When the unicast packet is tunneled to the gateway,
the gateway will decapsulate the packet and find that
it isabroadcast packet. Then the gateway broadcasts
this packet on behalf of the original source with a
TTL = N. For example, Fig. 5 shows how A’s broad-
cast datagram flows. Note that to detect duplicate
broadcasts, each MH should maintain alist of broad-
cast IDsthat it has received recently. The “source IP
address’ and the "IP identification” fields in the IP
header can serve as a unique identity.

IV. INTEGRATION AND IMPLEMENTATION | SSUES

Based on the proposed network architecture, we have
developed a prototype which integrates Mobile IP and
MANET together. Below, we report our integration and
implementation experiences. Thefollowing modifications
arerequired:

o TTLinIP Packets. Each IP datagram hasaTTL field
to control its lifetime on the Internet. In the orig-
inal Mobile IP, each AGENT_ADVERTISEMENT
should have TTL = 1. We dynamicaly tune
TTL to control our AGENT_ADVERTISEMENT,
AGEN _SOLICITATION, and broadcast packets.



o Routing inside MANET: Our implementation is
based on the DSDV protocol [12]. Each host main-
tains a forwarding table containing alist of all avail-
able destinations together with the next hop leading
to each destination. This forwarding table is used
to update the kernel’s routing table. Control pack-
ets are used to exchanges distance vectors between
neighboring hosts. Each route entry is tagged with a
sequence number originated by the destination host.
These control packets have a destination address of
224.0.0.1 (all-systems multicast address) with TTL
= 1 because they need not to be rebroadcast.

In our protocol, several modifications are required.
First, since we allow MANETSs to overlap with each
other, to avoid the amount of information being ex-
changed becoming too large, only route information
that is within M hops is registered and propagated.
Second, recall that M should be at |east aslargeas N
used by the local gateway; the value of NV should be
broadcast together with the gateway’s control pack-
ets. Third, each gateway should identify itself as a
gateway by associating a gateway bit in its control
packets. Each MH should set its default router to
be the host that |eads to the gateway host with the
least metric. Forth, if aMH also has a CoA, it hasto
advertise through DSDV'’s control packets its origi-
nal |P address as well asits CoA. Thisis similar to
having two IP addresses by a host. This can be eas-
ily achieved by providing two entries in the control
packets. So the MH can be reached both by its per-
manent |P address directly (in the MANET sense)
and by its CoA (in the Mabile IP sensg).

Agent Advertisement: In the original Mobile IR,
AGENT_ADVERTISMENT hasTTL = 1. Duetothe
multi-hop nature of MANETS, the TTL should be set
to NV, and the valueis decreased by one each timeitis
rebroadcast. No rebroadcast is needed when TTL =
0. The destination field should be 255.255.255.255.
Agent Solicitation: A MH can multicast
AGENT_SOLICITATION to find a nearby mo-
bile agent. The destination field should be the
al-routers multicast address 224.0.0.2. We recom-
mend that its TTL field be doubled each time when
the solicitation process fails. Intuitively, doubling
the TTL can reach approximately four times the
hosts that can be reached in the previous round. In
addition, since the value of TTL will be decreased as
the packet travels more hops, the original TTL value
should be recorded in the packet’s payload so that
when the gateway receives the packet, it can recover
its distance to the requesting MH. By comparing this

value to NV, the gateway can decide whether it needs
to enlarge its service range N or not.

ARP: In the original Mobile IP, ARP should be dis-
abled when a MH visits a foreign network. The
MAC-to-IP address mapping is registered when
AGENT_ADVERTISEMENT isreceived. Under our
network architecture, to allow peer-to-peer commu-
nication inside a MANET, ARP still needs to be en-
abled in foreign networks. ARP requests and replies
should be sent as usual. Since many nomadic hosts
may exist in a MANET, the concept of subnet mask
should not be used and packets of any destination
should be relayed.

Broadcast: We design abroadcast daemon to support
the scenario in Fig. 5. Whenever a broadcast data-
gram with destination address = 255.255.255.255
and TTL = 1, source address = myself isintercepted,
the daemon will encapsulate this packet as a uni-
cast destined for the local gateway. On receiving the
packet, the gateway will decapsulate and broadcast
it with TTL = N. However, one potential problem
is that the broadcast datagram may loop back to the
source host. To resolve this problem, the broadcast
daemon should also record the recent broadcast data-
grams that it has encapsulated recently.

Destination addressand TTL: Recall that the M used
by MANETSs should be at least as large as N used
by Mobile IP. By adjusting M and NN, we can con-
trol the amount of traffic flowing into and out of
a MANET. We recommend that M = 2N, which
guarantees that intraaMANET communication can
aways be done directly without encapsulation (in
the worst case, an intraaMANET packet may need
to be sent to the gateway first and then forwarded
to the destination). Also, inter-MANET communica-
tion between nearby MANETSs are likely to be done
without going through Mobile IP (and thus the en-
capsulation procedure).

Configuration of IEEE 802.11b NICs: In our imple-
mentation, all wireless NICs are set to the peer-to-
peer (ad hoc) mode. All mobile hosts use the same
ESSID and the same channel humber so as to com-
municate with each other. To increase channel reuse
(and thus communication bandwidth), it is possible
that FAs can use different channels. In most current
products, a NIC will automatically scan the available
channels only when its current connection is bro-
ken (i.e., active scanning). So a host may not be
able to discover al its neighbors if they are operat-
ing at different channels. Under our framework, the
network should function correctly, except that some
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routes may not exist even if some hosts are physically
neighbors.

Our system is devel oped based on Linux Redhat 2.2.16.
Two daemons, namely DSDVd and MIPd, are imple-
mented. Conceptually, both daemons are network-layer
programs. However, they are actually implemented on the
application layer and interact with system kernel through
socket interfaces. The concept is shown in Fig. 6. DS
DVd periodically multicast UDP packets to help maintain
hosts' forwarding tables. Proper entries from the forward-
ing table are written into the kernel’s routing table by sys-
tem calls. In MIPd, we use RAW sockets for advertise-
ment, encapsulation, and decapsulation, and normal sock-
ets for registration. Proxy ARP is done by UNIX system
calls. Also, the IP forwarding option at each mobile host
must be turned on.

V. CONCLUSIONS

In this paper, we have investigated the related issues to
integrate MANETswith Mobile IP. Hence, traditional ac-
cess points can directly enjoy the flexibility of MANETS
and widen their coverage ranges. In view of the world-
wide explosive deployments of IEEE 802.11-based ac-
cess points, such extension would help make our dream
of ubiquitous broadband wireless access come true. De-
tails of our prototyping and implementation experiences
are reported. Some performance test results are available
in[19]. Thediscussion in this paper isbased on IP version
4; it will be interesting to investigate the related issues on
IPversion 6.
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Abstract—

Operating in the unlicensed 2.4GHz ISM band, a Blue-
tooth piconet will inevitably encounter the interference
problem from other piconets. With a special channel
model and packet formats, one research issue is how to
predict the packet collision effect in a multi-piconet envi-
ronment. In an earlier work [1], this problem is studied,
but the result is still very limited, due to the assump-
tions that packets must be single-slot ones and that time
slots of each piconet must be fully occupied by pack-
ets. A more general analysis is presented in this work
by eliminating these constraints.

I. INTRODUCTION

As a promising WPAN technology, Bluetooths are
expected to be used in many applications, such as wire-
less earphones, keyboards, wireless access points, etc [3].
Operating in the unlicensed 2.4GHz ISM band, multiple
Bluetooth piconets are likely to coexist in a physical en-
vironment. With a frequency-hopping radio and with-
out coordination among piconets, transmissions from
different piconets will inevitably encounter the collision
problem. In a previous work [1], the author investigates
the co-channel interference between Bluetooth piconets
and derives an upper bound on packet error rate. The
analysis in [1] has two limitations. First, all packets
are assumed to be single-slot ones. Second, it is as-
sumed that each piconet is fully loaded, in the sense
that packets are sent in a back-to-back manner. These
constraints greatly limit the applicability of the result
in [1].

Also focusing on the same problem, this paper derives
a more general analysis model where all packet types (1-
slot, 3-slot, and 5-slot) can coexist in the network, and
the system is not necessarily fully-loaded. The latter
is achieved by modeling idle slots as individual single
slots with no traffic load. So the result greatly relax
the constraints in [1].

II. PROBLEM STATEMENT

Bluetooth is a master-driven, time-division duplex
(TDD), frequency-hopping (FH) wireless radio system
[2]. The smallest networking unit is a piconet, which
consists of one master and no more than seven ac-
tive slaves. Each picocell channel is represented by a
pseudo-random hopping sequence comprised of 79 or
23 frequencies. In Bluetooth, the hopping sequence is
determined by the master’s ID and clock value. The
channel is divided into time slots, each corresponding
to one random frequency. In the following discussion,

we assume 79 frequencies.

In each piconet, the master and slaves take turns
to exchange packets. While the master only trans-
mits in even-numbered slots, slaves must reply in odd-
numbered slots. Three packet sizes are available: 1-slot,
3-slot, and 5-slot. For a multi-slot packet, its frequency
is fully determined by the first slot and remains un-
changed throughout.

We consider N piconets coexisting in a physically
closed environment. Since no coordination is possible
between piconets, each piconet has N —1 potential com-
petitors. In any time instance, if two piconets transmit
with the same frequency, the corresponding two packets
are considered damaged. Our goal is to derive an ana-
lytic model to evaluate the impact of collisions in such
a multi-piconet environment.

We assume a uniform traffic in each piconet, and let
A1, A3, and A5 be the arrival rates of 1-, 3-, and 5-
slot packets per slot, respectively, to a piconet. Note
that for a multi-slot packet, only the header slot counts
as arrival. It is easy to see that A; + 33 + 5\5 < 1.
Further, we can regard the remaining vacant slots as
“dummy” single-slot packets. Thus, the arrival rate of
such dummy (1-slot) packets is A\g = 1—(A1+3A3+5X5).

ITII. COLLISION ANALYSIS IN A MULTI-PICONET
ENVIRONMENT

Let’s consider a piconet X and another competitor
piconet Y, which is regarded as the unique source of in-
terference to X. With the interference from Y, we first
derive the success probability Ps(i) of i-slot packets in
X, where ¢« = 1,3,5. We start by introducing the con-
cept of “slot delimiter.” Consider any slot in X. One
or two slot delimiters in Y may cross X'’s slot. How-
ever, since we are considering continuous probability,
the possibility of two crossing slot delimiters can be ig-
nored, and thus we will deal with one crossing delimiter
in the rest of the discussion. For example, for a 1-slot
packet in X, it succeeds only if there is no interference
from the two slots before and after the delimiter, so
the success probability of X’s packet could be 1, %, or
()2, depending on whether Y transmits or not. Be-
low, we denote the constant factor 78/79 by Fy.

Next, we further elaborate on slot delimiters. De-
pending on what packet(s) is divided by it, a delimiter
is classified into ten types (refer to Fig. 1):

e B1, By, Bs: the beginning of a 1-, 3-, and 5-slot
packet, respectively.

e Bs, By: the beginnings of the second and third slots
of a 3-slot packet, respectively.
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Fig. 1. Tllustration of slot delimiters.

e Bg, By, Bg, By: the beginnings of the second, third,
fourth, and fifth slots of a 5-slot packet, respectively.

e Bijg: the beginning of a dummy slot.

It is easy to see that the rate of By is A, per slot; the
rate of each of By, B3, and B4 is A3; the rate of each
of Bs, Bg, By, Bg, and By is A5; and the rate of By is
Xo. For ease of presentation, we denote the arrival rate
of B; by A(B;), j = 1..10. Given any Bj, we also define
g(j) to be the number of slots that follows delimiter B;
and belong to the same packet. For example, g(1) =1,
9(3) =2, g(7) = 3, and ¢(10) = L.

Intuitively, when a packet in X is crossed by a delim-
iter of type By /B2/Bj in Y, there may exist two packets
(of different frequencies) in both sides of the delimiter
in Y which are potential sources of interference to X’s
packet. On the other hand, when the delimiter is of the
other types, the interference source reduces to one.

Next, we formulate the success probability Ps(i) of
an i-slot packet, 7 = 1,3,5, in X, given the interference
source Y. Toward this goal, we first introduce another
probability function.

Definition 1: Given any i-slot packet in piconet X
and any interference source piconet Y, define L(k), k <
i, to be the probability that the packet of X experiences
no interference from Y starting from the delimiter of Y’
crossing the (i —k+1)-th slot of the packet to the end of
the packet, under the condition that the aforementioned
delimiter is of type Bi/B2/Bs/Big. For k < 0 (in which
case the above definition is not applicable), L(k) = 1.

Intuitively, L(k) is the success probability of the last
k slots of X’s packet excluding the part before the first
delimiter of Y crossing these k slots, given the delimiter
type constraint. With this definition, we can find Pg(7)
by repeatedly cutting off some slots from the head of
X’s packet, until there is no remaining slot. Specifically,
we establish Pg(i) by L() as follows:

10
Ps(i) =Y X(Bj)- f(j) - L(i — g(j)), (1)
j=1
where
(L1=Xo)-P2+X-P ifj=1,25
fG) =19 (1=20) P+ Ao if j =10
Py otherwise

In the equation, we consider each type Bj,j = 1..10,
of the first delimiter in Y crossing X’s packet. The
corresponding probability is A(B;). Function f(j) gives
the probability that the packet(s) of Y on both sides of
the first delimiter B; does (do) not interfere with X’s
packet. It remains to consider the success probability of
the last 7 — g(j) slots of X’s packet, excluding the part
before the first delimiter of Y crossing these i—g(7) slots
(which must be of delimiter type By /Bs/Bs/Bio). This
is reflected by the last factor L(i — g(7)).

3-slot packet f@) ,L(S_g(l)) =L@

x a7
| i v

B, @
5-slot packet f3) L(5-9(3)) = L(3)

x T 777 )
C——————————1 v

i

5 (b)

Fig. 2. Analysis of success probabilities for (a) 3-slot and (b)
5-slot packets.

For example, Fig. 2(a) illustrates a 3-slot packet in
X. The first delimiter in Y crossing the 3-slot packet
is of type Bi. The success probability of the first part
in Xis f(1) = (1= Xo) - P§ + Xo - Py. Intuitively, if the
packet of Y before the delimiter B, is a dummy packet
(of probability Ag), the success probability is simply Fo;
otherwise, there are two packets which are potential
interference sources, and the success probability is P3.
Then we can move on to consider the success probability
of the remaining part of X after the second delimiter in
Y, which is given by L(2). Another example of a 5-slot
packet is shown in Fig. 2(b). The first delimiter in ¥
crossing the 5-slot packet is of type Bs. So the success
probability from the beginning of the packet up to the
third delimiter in ¥ crossing the packet is f(3). For the
remaining part, the success probability is L(3). So the
success probability of the 5-slot packet is f(3) - L(3).

The remaining part of X’s packet covered by L(k)
must start with a delimiter in Y of a restricted type of
B1/By/B5/Bip. Since the packet in Y™ after the delim-
iter must be a complete packet, it can be solved recur-
sively as follows (k > 0):

Ao
A+ A+ A3+ X
A1
A3
A5
A+ A+ A3+ s

L(k) = - L(k — g(10)) +

Py L(k = g(1) +

Py - L(k—9(2) +

Py - L(k = g(5))- (2)

In each term, the first part is the probability of the
corresponding packet type in Y. As to the boundary
conditions, L(k) = 1, for k£ < 0.

Next, we consider an N-piconet environment. For
each piconet X, there are N — 1 piconets each serving
as an interference source. Since these interferences are
uncoordinated and independent, the success probability
of an i-slot packet in X can be written as Ps(i)¥ 1. So
the network throughput of X is:

A c-Ps()N VR 4303 Ps(3)Y T Ry +
5-Xs5- Ps(5)" ' Rs, (3)

where R;, R3, and Rs are the data rates (bits/slot) of
1-, 3-, and 5-slot packets, respectively (for example, if

T =



DH1/DH3/DH5 are used, Ry = 216, R3 = 488, and
Rs = 542.4). The aggregate network throughput of N
piconets is N x T'.

IV. SIMULATION AND ANALYSIS RESULTS
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Fig. 3. Packet error probabilities under traffic loads of: (a) 100%
and (b) 70%.

From the above discussion, it can be seen that the
result in [1] is in fact a special case of our analysis when
/\1:1and)\3:/\5:0.

To verify our analysis, simulations are conducted. We
investigate DH1/3/5 packets. Assuming A\ = A3 = A5,
we inject traffic loads of 100% and 70% (the percent-
age of busy slots) to reflect heavy and medium loads,
respectively. That is, A; +3A3+5);5 = 1 and 0.7. Fig. 3
plots the error probabilities of DH1/3/5 packets under
different numbers of picocells. The packet error prob-
ability increases as the traffic load or the number of
piconets grows. Small packets (DH1) suffer less colli-
sions than large ones (DH5) due to shorter transmis-
sion durations. However, larger packets are much more
bandwidth-efficient than smaller ones (e.g., a DH5 car-
ries 542.4/216 times more bits per slot than a DHI1
does). This observation leads us to conduct the next
experiment by using network throughput as the metric.

Here we evaluate aggregate network throughput (i.e.,
N x T). We show the case of 70% traffic load. In addi-
tion to equating A\; = A3 = A5, we also set A\; : A3 : A5
as 3:2:1 to reflect the case of more shorter packets,
and as 1:2: 3 to reflect the case of more longer pack-
ets. The results are shown in Fig. 4(a). The aggregate
throughput saturates at a certain point as the number
of piconets increases, and then drops sharply. Differ-
ent from the earlier observation, the figure reveals that

—e—Equal Arrivals for DH1/3/5 (A

o

é-' —6—Equal Arrivals for DH1/3/5 (S
12000

— —A—More Shorter Packets (Analysi

*:—” 10000 —A—More Shorter Packets (Simulat

jon .

k<] —®—More Longer Packets (Analysis

O 8000 |

g More Longer Packets (Simulati

I

£ 6000

B

&~ 7

q 4000 -

o

3

‘5 2000 -

=1 70% Traffic Load

0 50 100 150 200 250

Number of Picomkks (

(a)

§ 12000

~ Equal Arrivals for DH1/3/5

)

3

[oh)

Kej

o

3

8 ——n - 12

ﬁ —8—N = 22
—A—N = 32

ﬁ —X—N = 42

g —¥—N = 52

D —o—N - 62

g ——N = 72

10 30 50 70 90

Traffic Load (%)

(b)

Fig. 4. Network throughput (a) under 70% traffic load, and (b)
against traffic loads for various network sizes.

longer packets are more preferable in terms of through-
put because the collision problem can be compensated
by the benefit of bandwidth efficiency.

Finally, Fig. 4(b) plots the throughput against traf-
fic loads by fixing the value of N. It indicates that
throughput goes up steadily as traffic load increases
when N < 32. However, for larger N’s, throughputs
saturate at certain points, due to more serious colli-
sions. The results suggest that at most 42 piconets can
be placed in a physical area.
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Abstract

Bluetooth is expected to be an important basic constructing component for Smart Homes. In a smart home
environment, a lot of devices will be portable and battery-operated, making power saving an essential issue. In this
paper, we study the problem of managing the low-power sniff mode in Bluetooth, where a slave is allowed to be awake
only periodically. One challenging problem is how to schedule each slave’s sniffing period in a piconet so as to resolve the
tradeoff between traffic requirement and power-saving requirement, to which we refer as the sniff-scheduling problem. We
propose an adaptive protocol to dynamically adjust each slave’s sniff parameters, with a goal of catching the varying, and
even asymmetric, traffic patterns among the master and slaves. As compared to existing works, our work is unique in the
following sense: First, our scheduling considers multiple slaves simultaneously. Existing works only consider one slave
and different slaves are treated independently. Second, our scheduling is more accurate and dynamic in determining the
sniff-related parameters based on slaves’ traffic patterns. Most works are restricted to a naive exponential adjustment in
sniff interval/sniff-attempt window. Third, our proposal includes the placement of sniff-attempt periods of sniffed slaves
on the time axis when multiple slaves are involved. This issue is ignored by earlier works. Extensive simulation results
are presented. Among the many observations, one interesting result is that with proper settings, our protocol can save
significant power while achieving higher network throughput than a naive always-active, round-robin scheme.

Keywords

Bluetooth, mobile computing, personal-area networks (PANs), piconet, power saving, sniff mode, wireless commu-
nication, smart home.

I. INTRODUCTION

COMPUTING and communication anytime, anywhere is a global trend in today’s development.
Ubiquitous computing has been made possible by the advance of wireless communication tech-
nology and the availability of many light-weight, compact, portable computing devices. This area has
attracted a lot of attention recently, and various types of network architectures have been proposed,
such as wireless LAN, ad hoc network, sensor network, and personal-area network.

One emerging environment, which is gaining more and more attention, is the Smart Home. The basic
idea behind Smart Homes is to provide various human-friendly services with the goal of facilitating
human life. Typical home electronic appliances will not be considered clumsy any more. Instead,
they are capable of coordinating with each other and adapting to surroundings. Such capabilities
are achieved by equipping these appliances with embedded computing and communication devices.
There are diverse aspects and technologies involving the development of Smart Homes. One promising
technology supported by numerous organizations and companies is Bluetooth. With the design goal
of compactness, low-cost, and low-power, Bluetooth is expected to be a promising basic constructing
component for Smart Homes.

This paper focuses on Bluetooth [1], which is characterized by indoor, low-power, low-complexity,
short-range radio wireless communications with a frequency-hopping, time-division-duplex channel
model. A master-slaves configuration called a piconet is adopted. Readers can refer to [2], [3], [4] for
more general details of the Bluetooth standard description.



Since low cost is one of the design goal of Bluetooth, a large number of wide-spread deployments of
Bluetooth are expected. Within home environments, the deployment could consist of various portable
devices. One essential issue for almost all kinds of portable devices is power saving. Mobile devices
have to be supported by batteries, and without powers they become useless. Battery power is a limited
resource, and it is expected that battery technology is not likely to progress as fast as computing and
communication technologies do. Hence, how to lengthen the lifetime of batteries in portable devices is
an important issue. Solutions for power saving can be generally categorized into several approaches.
« Transmission Power Control: In wireless communication, transmission power has strong impact
on bit error rate, transmission rate, and inter-radio interference. These are typically contradicting
factors. Power control to reduce interference for ad hoc networks is addressed in [5]. Dynamically
adjusting transmission powers of mobile hosts in ad hoc networks to control network topology, or known
as topology control, is addressed in [6]. How to increase network throughput by power adjustment for
packet radio networks is addressed in [7].

« Power-Aware Routing: Power-aware routing protocols for ad hoc networks are discussed in [8],
[9]. Several interesting power-related metrics are proposed in [9].

« Management of Low-Power Modes: More and more wireless devices can provide low-power
modes. TEEE 802.11 has a power-saving mode in which a radio only needs to be awake periodically.
HiperLAN allows the mobile host, which is in power-saving mode, to define its own active period [10].
As for active hosts, they can save power by turning off their equalizer according to the transmission
bit rate. Bluetooth provides three low-power modes: sniff, hold, and park [1].

We study the management of low-power sniff mode in Bluetooth to conserve power, and thus this
falls into the third category in the above classification. In the sniff mode, a slave’s listening activity is
reduced. Slaves only listen in specified time slots regularly spaced by sniff intervals. One challenging
problem is how to schedule each slave’s sniffing period in a piconet to balance the tradeoff between
traffic requirement and power-saving requirement, to which we refer as the sniff-scheduling problem.

In this paper, an adaptive sniff scheduling protocol is proposed to periodically adjust the sniff
parameters. An Fuvaluator is used by each master and its slaves to determine its traffic pattern and
sniff-related parameters. A Scheduler is deployed in the master’s side to schedule each slave’s sniffing
period. Since each slave’s sniffing period can be regarded as an infinite sequence of time slots and
multiple slaves are considered in this paper, we propose a concept called Resource Pool (RP) to
manage the available/occupied time slots in the piconet. The master periodically checks the needs
of its slaves by running the Evaluator, and allocates suitable slot resources from RP for them. On
the other hand, slaves can exercise their own Evaluators and issue requests for slot resources as well.
Two Scheduler policies are proposed: LSIF (Longest Sniff Interval First) and SSIF (Shortest Sniff
Interval First). Simulation results are presented to verify the effectiveness of our protocol.

As compared to existing works, our work is unique in the following sense: First, our scheduling
scheme considers multiple slaves simultaneously. Existing works only consider one slave and different
slaves are treated independently. Second, our scheduling is more accurate and dynamic in determining
the sniff-related parameters based on slaves’ traffic patterns. Most works are restricted to a naive
exponential adjustment in sniff interval /sniff-attempt window. Third, our proposal includes the place-
ment of sniff-attempt periods of sniffed slaves on the time axis when multiple slaves are involved. This
issue is ignored by earlier works.

Related works include [11], [12], [13], [14]. In [12], [14], the polling priorities of slaves are determined
based on their traffic loads; however, how to combine this with the sniff mode is not addressed. In
[13], it is proposed to dynamically adjust the sniff parameters according to a slave’s slot utilization.
In [11], a learning function is proposed to determine the sniff interval. However, the sniff interval is
adjusted in a per-interval basis and thus the overhead of control messages might be pretty high. Both
[11], [13] suffer the problems that only one single slave is considered in an independent way, and that
the placement of sniff-attempt windows is not addressed.



The rest of this paper is organized as follows. Preliminaries are in Section 2. Our sniff scheduling
protocol is presented in Section 3. Section 4 proposes two policies for our Scheduler. Simulation results
are provided in Section 5. Finally, Section 6 draws the conclusions.

II. PRELIMINARIES
A. Bluetooth Technology Review

Bluetooth is a master-driven, time-division duplex, short-range radio wireless system. The smallest
network unit is called a piconet, which has a mater-slaves configuration. A time slot in Bluetooth is
625us. The master sends data to the slaves in even-numbered slots, while the slaves send data to the
master in odd-numbered slots. A slave only transmits packets after the master polls or sends data to
it.

According to the Bluetooth protocol stack [1], on top of RF is the Bluetooth Baseband, which
controls the use of the radio. Four important operational modes are supported by the baseband:
active, sniff, hold, and park. The active mode is most energy-consuming, where a bluetooth unit
is turned on for most of the time. The sniff mode allows a slave to go to sleep and only wake up in
specific time. In the hold mode, a slave can temporarily suspend supporting data packets on the current
channel; the capacity can be made free for other things, such as scanning, paging, and inquiring. While
in the hold mode, a unit can also attend other piconets. Prior to entering the hold mode, an agreement
should be reached between the master and slave on the hold duration. When a slave does not want
to participate in the piconet channel, but still wants to remain synchronized, it can enter the park
mode. The parked slave has to wake up regularly to listen to the channel, for staying synchronized or
checking broadcast messages.

On top of Baseband is the Link Manager (LM), which is responsible for link configuration and
control, security functions, and power management. The corresponding protocol is called Link Manager
Protocol (LMP). The Logical Link Control and Adaptation Protocol (L2CAP) provides connection-
oriented and connectionless datagram services to upper-layer protocols. Two major functionalities of
L2CAP are protocol multiplexing and segmentation and reassembly (SAR).

The Service Discovery Protocol (SDP) defines the means for users to discover which services are
available in their neighborhood and the characteristics of these services. The RFCOMM protocol
provides emulation of serial ports over L2CAP so as to support many legacy applications based on
serial ports over Bluetooth without any modifications. Up to 60 serial ports can be emulated.

B. The Low-Power Sniff Mode

Our main focus, the power-saving issue of Bluetooth, is discussed in more details in this section. In
the active mode, the Bluetooth unit is turned on for most of the time to participate in send/receive
activities. An active slave listens in even slots for packets. If the slave is not addressed in the current
packet, it may sleep until the next even slot that the master may transmit. From the type indication
of the packet, the slave can derive the number of slots to be used by the master to transmit the current
packet. The addressed slave will reply in the next odd slot after the master’s transmission.

In the sniff mode, the slave’s listening activities are reduced to save energy. For a sniffed slave, the
time slots where the master can communicate to that slave is limited to some specific time slots. These
so-called sniff-attempt slots arrive periodically, as illustrated in Fig. 1. In the Bluetooth specification,
there are three parameters specified for such sniff activity: Tsnirr, Noniffattempts a0d Nopif ¢ timeout-
Since Bluetooth specification separates even and odd slots for the master and slave transmissions, the
values of these sniff parameters are all based on slot pairs (one even plus one odd slots). In every
Toniss slot pairs, the slave will wake up to listen to the master for Ngn;fs attempt COnsecutive (even)
slots for possible packets destined to it. After every reception of a packet with a matching address,
the slave continues listening for Npifs timeousr more slots or for the remaining of the Nyt s attempr Slot
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Fig. 1. Sniff interval and active window of Bluetooth (darkened parts are even slots).

pairs, whichever is greater. In this paper, we will call T,;¢s the sniff interval, and Nypifs attempr the
active window.

The control packets exchanged between two communicating LMs via Link Manager Protocol (LMP)
are termed as LMP_PDUs. There are four LMP_PDUs that involve in sniff-mode management, namely
LMP _sniff_req, LMP_accepted, LMP_not_accepted, and LMP _unsniff req. These PDUs are for mak-
ing/rejecting/accepting requests and returning to normal active mode. To enter the sniff mode, a
LMP _sniff_ req request packet can be initiated by either a master or a slave carrying the proposed
parameters. Upon receipt of the request, the receiver side can negotiate with the other side on the
related sniff parameters by issuing another LMP_sniff_req request packet carrying the suggested pa-
rameters. If an agreement can be seen, a LMP_accepted packet is used to place the slave into sniff
mode. Otherwise, a LMP _not_accepted packet is returned with a reason code for rejection. Also, note
that the sniff parameters can be negotiated in a per master-slave basis.

The sniff mode can be ended by sending a LMP _unsniff_req packet. The counterpart must reply
with a LMP _accepted packet. If this is requested by the slave, it will enter active mode after receiving
LMP _accepted. If this is requested by the master, the slave will enter active mode immediately after
receiving LMP _unsniff_req.

C. Problem Statement

Although the operations of sniff mode have been given in the Bluetooth specification, how to de-
termine the sniff-related parameters is left as an open issue to the designers. One should dynamically
determine a proper set of sniff parameters for a slave based on its traffic pattern so as to save as much
of its power as possible without incurring too much delay in packet delivery. Further, multiple slaves
could be in sniff mode at the same time. How to schedule their active windows on the time axis is
a challenging problem since these windows arrive periodically and may extend, conceptually, to the
infinity on the time axis. Overlapping of active windows is allowed, but is undesirable. Collectively,
we call this the sniff-scheduling problem.

Finally, we are aware of the possibility of using hold or park mode for power-saving purpose. How-
ever, this paper only considers the sniff mode because it can serve various types of traffic with power
saving in mind.

III. THE SNIFF SCHEDULING PROTOCOL

In this section, we propose a protocol to exploit the low-power sniff mode of Bluetooth. Because
of the master-driven, centrally controlled architecture of Bluetooth, we will maintain a resource pool
(RP) at the master’s side. The sniff parameters of each slave will be adjusted dynamically based on
many factors such as the slave’s traffic load, current backlog, previous utilization of sniff slots, and
the availability of the resource pool. The ultimate goal is to save slaves’ powers while keeping packet
delays as small as possible. Note that because of the Bluetooth’s separation of even and odd slots, all
calculations will refer to slot pairs, unless stated otherwise.

Fig. 2 shows the architecture of our sniff-scheduling protocol in a piconet with K active slaves,
1 < K < 7. On the master side, there are three main entities:  FEvaluator, Scheduler, and RP.
The master periodically runs the Evaluator for each slave k,1 < k < K, to evaluate its condition. If
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Fig. 2. The architecture of our sniff-scheduling protocol.

necessary, a value Sy, which is used to reflect the estimated traffic load of slave k, is generated and
fed into the Scheduler to readjust this slave’s sniff parameters. The Scheduler then searches the RP
to schedule a new set of sniff parameters for the slave.

On the other hand, slaves also run their own Evaluators periodically. These distributed Evaluators
will pass their desired Sy values to the master via a LMP _sniff req packet. The Scheduler then searches
the RP, and arranges new sniff parameters for them. In our protocol, when the Scheduler is unable to
find suitable sniff parameters for a slave, a LMP _unsniff_req packet will be issued to invite it into an
active mode. This usually happens when the traffic load of the slave is quite large. When the master
finds possible to allocate a proper sniff scheduling for the slave, it may bring the slave back to the sniff
mode again.

Since the low-power modes of Bluetooth are managed by the Link Manager (LM), our protocol
should reside in the LM layer of each Bluetooth unit, monitoring the backlogs of the lower Baseband
buffers and issuing proper sniff-scheduling packets. In this paper, we follow the same assumption as
in [12] that the master keeps separate buffers in the Baseband layer for its slaves. Each buffer queues
the data dedicated to the corresponding slave. Below, we discuss our design in more details.

A. Ewvaluator

The purpose of the Evaluator is to measure how efficient/inefficient a slave uses the sniff-attempt
slots assigned to it and, if necessary, to trigger the Scheduler to readjust its sniff parameters.

The fundamental parameters are explained below. First, we define (Tj, N, Oy) as the current sniff
parameters (sniff interval, active window size, and offset, respectively) associated with slave k. For
each slave k, we have to measure its Uy. This is a ratio between (including) 0 and 1, indicating how
many slot pairs of the sniff-attempt slots are used effectively for real data communication under the
current setting for slave k. Also, we use By to denote the buffer backlog for slave k, i.e., the number
of packets currently queued in the local Baseband buffer. By U, and By, we derive a weighted value
Wy to measure the current requirement of slave k:

Wk = aUk + (1 - CV)Blc/Bmaaca (1)

where B, is the maximum buffer space, and « is a constant between 0 and 1 to differentiate the
importance of U, and By. The resulting W) will be tested against the condition r;, < W} < r,,, where
rip and r,, are pre-defined tolerable lower bound and upper bound, respectively, of Wy. If this condition
is violated, the master will be triggered to readjust slave k’s current sniff parameters; otherwise, no
readjustment is needed.

Based on W, our objective is to determine the desired slot occupancy Sy, of slave k, which represents
the expected ratio of the new N, to the new T}:



Intuitively, Ny /T} is slave k’s current slot occupancy. Multiplying this ratio with W}, gives the slot
occupancy ratio that is expected to be assigned to this slave. The factor § is a positive constant below
1 so as to enlarge the expected ratio to tolerate certain level of inaccuracy in our estimation.

Note that a minor logic flaw that we intentionally omit in the above discussion (for ease of presen-
tation) is that when the slave is in the active mode, it has no sniff parameters. So the ratio Ny /T}
becomes meaningless. In this case, we simply replace this ratio by the recent slot occupancy of slave
k (with all slots as the denominator). The rest is all the same.

B. Resource Pool

The available sniff-attempt slots that can be allocated to slaves are managed by the Resource Pool
at the master side. One may regard the sniff-attempt slots of a slave as a periodical, infinite sequence.
However, we need an efficient, finite data structure for the representation.

In this section, we propose to use a two-dimensional d; X dy matrix M for the representation. The
basic idea is as follows. We group (infinite) slot pairs appearing with period d; - ds into one set. For
p =0..dy - dy — 1, define

G, ={p+¢q-dy -dy|qis any non-negative integer}.

Each entry in matrix M is used to represent the availability of one such slots group, so we define, for
1=0..dy—1,j=0..dy — 1,
. 0 if G4, is free

M=} G ey @
Note that variables d; and ds are adjustable parameters. The value of d; - ds should be large enough to
capture the behavior of those slaves which have very low traffic load and would like to spend very low
energy on sniff attempt. Note that d; - d> indicates the maximum allowed sniff interval. To facilitate
exponential adjustment of sniff interval, we config d; to be power of 2, denoted as 2%, where u is an
non-negative integer. Besides, d is replaced with T, which indicates the minimum allowable sniff
interval. Different values of v and T will provide different level of flexibility, as to be shown later.
Table I plots several examples of M with size 8 x 15.

The two-dimensional matrix M can provide us a lot of flexibility in managing periodical time slots.
We can manipulate both sniff intervals and active windows of sniffing slaves easily. Two groups that
are adjacent in M can be framed together to double the active window. Two groups spaced by a
certain distance in the matrix can be grouped together too to divide the sniff interval by half. This
can be extended to the combination of more groups easily. Reversibly, we may decrease the active
window or increase the sniff interval of a slave to reduce its power consumption by partitioning groups.
For example, given the state (a) as shown in Table I, if a slave’s packet mean arrival rate is 11—2%, we
show four possible ways (b, ¢, d, e) to arrange the slave’s sniff-attempt slots. Case(b) means that the
slave is awake every 120 slot pairs, each time lasting for 16 slot pairs. Case(c) means that it is awake
every 60 slots pairs, each time lasting for 8 slot pairs. Case(d) means that it is awake every 30 slots
pairs, each time lasting for 4 slot pairs. Case(e) means that it is awake every 15 slots pairs, each time
lasting for 2 slot pairs.

With such formulation, the resource management problem becomes one of allocating proper entries
in the matrix M. In Section 4, we will propose two searching policies to this problem.

C. LMP_PDU Flows

In the Bluetooth specification, both master and slaves can initiate the sniffing request. In our
protocol, we also allow the sniffing request to be master- or slave-activated. This section discusses the
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Fig. 3. Scenarios of master-activated sniff parameters negotiation.

related LMP_PDU exchanges. Recall the calculation of Wy for slave k. All the following discussion is
triggered by violating the constraint r;, < Wy < ry.

Fig. 3 shows four possible master-activated scenarios. The first one demonstrates that the master
proposes a new set of sniff parameters (O}, T}, Nj) for slave k. In response, the slave runs its
Evaluator to determine its local Sy. If the assigned slot occupancy derived from N; /T is no less than
Sk, a LMP _accepted can be returned.

The second scenario demonstrates that slave k disagrees on the assigned parameters. So a LMP _sniff_req
is returned. However, note that since slave k£ does not know the status of the RP, we actually intend
to return its estimated Sj to the Scheduler for an arrangement. Since Sj is a ratio between 0 and 1,
we simply use the two fields Ty,irr and Nypif s attemps in LMP _sniff_req to carry two values T} and N[/,
respectively, such that N}/ /T}' &~ Si. The Scheduler then tries to allocate a new set of sniff parameters
based on N}'/T} for slave k. In response, the slave issues a LMP_accepted.

The third scenario is similar to the second scenario, but the master fails in allocating a large-enough
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Fig. 4. Scenarios of slave-activated sniff parameters negotiation.

active window from its RP (probably because the matrix M is too crowded or too fragmented). In
this case, the master will request the slave to un-sniff itself.

The fourth scenario is the case that from the estimated Sj, the master directly finds that it has
difficulty in allocating a large-enough active window from its RP. So an un-sniff request is directly sent
to the slave.

Fig. 4 shows the scenarios of slave-activated negotiation. This is similar to the aforementioned
second and third scenarios. But this is triggered by finding violation of the condition r;, < W <
rup at the slave’s side. Again, since the slave does not know the status of RP, we use the two fields
Tsnigr and Nepiff attempr in LMP _sniff_req to convey the desired S to the master. It then follows with
a LMP _sniff req containing the new sniff parameters or LMP _unsniff req packet, depending on the
crowdedness of the RP.

IV. SCHEDULING POLICIES FOR THE RESOURCE PooL

The job of the Scheduler is to take an input S and determine a suitable set of sniff parameters
(denoted by Oy, T}, and Nj, below) for slave k. These parameters in fact represent a set of slots groups
in the matrix M. Before doing the allocation, the old occupancy by this slave on M should be released,
which is an easy job. In the following, we propose two policies for searching M, called LSIF and
SSIF.

A. LSIF (Longest Sniff Interval First)

In the LSIF policy, we search the matrix M starting from the longest sniff interval, which is 2*-T. If
the search fails, we divide the interval by two, which is 2“~! - T, and do the search again. If the search
also fails, we further use the interval 2*=2 . T to do the search. The search stops once a satisfactory
set of slots groups is found. This is repeated until the shortest interval T is tried, in which case we
will bring the slave into an active mode, as have been discussed earlier.

Below, we discuss the detailed steps when we search the matrix M with a sniff interval 2P - T, where
0 < p < u. Since the matrix is of size 2" x T', we will “fold” M into a smaller matrix of size 27 x T'.
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Specifically, we partition M horizontally and evenly into 2“~? pieces, each of size 2P x T'. Then we fold
all pieces together by executing a bit-wise OR operator. The meaning of OR is to ensure that each
piece of sub-matrices has a free entry. Let the folded matrix be M’. We then search M’ sequentially
for possible existence of ¢ consecutive free entries (with value 0), where

2u—p

q= {MJ = [Sp-2°-T].

The reason that we adopt a floor function instead of a ceiling function here is that the desired slot
occupancy has been enlarged in our calculation (by dividing by a § < 1). Once this search succeeds,
we can return 7, = 2P - T, N| = ¢, and O) = i - T + j, where Oy, is the offset indicating the starting
point, say M'[i, j], of the ¢ consecutive free entries in M.

An example is in Table II, given T = 15, u = 3, r, = 0.2, 7 = 0.8, and § = 0.8. Assuming that
there are K = 5 slaves, in the beginning round 0 all slaves share 1/5 of slots groups. In round 1, the
estimated W5 of slave 2 decrease to 0.18. So we release its occupancy on M and allocate a new space
for it. In the figure, the ratio “q/t” means that the target number of 0’s on M’ is ¢ and the searched
sniff interval is ¢. For example, in round 1, we succeed in ratio “2/60” (the underlined one), which
means that we find two consecutive 0’s when the searched sniff interval is 60. Similarly, in rounds 2
and 3, we succeed in ratios “3/120” and “6/30”, respectively.

B. SSIF (Shortest Sniff Interval First)

The SSIF policy only differs from the LSIF policy in that it searches starting from smaller sniff
intervals and gradually increasing the searched interval. Specifically, we will start from the shortest
sniff interval T'. If the search fails, we double the interval and repeat the search, until the longest
interval 2" - T is tried. The intuition is that although the slot occupancy may remain the same, with
a smaller sniff interval, the buffers for this slave may experience less chances of overflow. Hence, SSIF
has potential to improve the network throughput. However, the cost is put on the energy, since the
slave needs to wake up more frequently. An example of this policy is in Table III (with all inputs the
same as in Table II).

One minor detail that we intentionally omitted in the above discussion is that when the slave’s traffic
load is very low, it is possible that the value of ¢ is always less than one throughout the searching. In
this case, we simply take the sniff interval 27 - T" such that Sy - 2P - T" is closest to 1 to do the search
again by enforcing ¢ = 1.

V. SIMULATION RESULTS

We have developed a simulator to verify the effectiveness of our protocol. The goal is to observe
the interaction between the two seemingly contradicting factors:  network throughput and power
consumption. We simulated a single piconet with six Bluetooth units (one master and five slaves).
The programming environment was GNU C++ on UNIX SunOS 5.7. No mobility was modeled (i.e.,
no device joining or leaving the piconet during the simulation process). The power consumption of
the master was not a concern since we assume that it has plug-in electricity. Each slave might switch
between active and sniff modes, and we didn’t consider other modes, such as hold and park. When
switching modes or changing sniff parameters, hosts send control packets as described in Fig. 3 and
Fig. 4. For each slave, there is a separate buffer queue at the master side. Besides, physical transmission
problems such as fading and interference were not taken into account.

Our power model is derived based on experiences in Lucent WaveLAN cards and Bluetooth [13],
which is summarized below. It takes half an unit of power for a Bluetooth device to receive a one-
slot packet, and one unit to transmit a one-slot packet. Voice traffic is not simulated (but we can
simply reserve 1’s in matrix M spaced by regular distances to model such traffic). When a slave hears
packets dedicated to others, a less amount of power is required since it can turn off its receiver after
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TABLE 11

SEARCHING EXAMPLE OF LSIF.

monitoring the packet header. In this case, it only consumes 1/6 of receiving power, which is 0.083
units. Bluetooth also defines some short packets, such as ACK and NULL (to respond to a poll with
no data). We assume the power consumption for delivering such packets to be 1/6 of the transmission
power, which is 0.167 units.

In addition to our LSIF and SSIF policies, three other approaches are simulated for comparison
purpose. The first one is called Always-Active (AA), where we enforce all slaves to always stay in the
active mode. The master polls its slaves using a round robin policy. Note that, while naive, AA is used
here only as a referential point. The second approach is called Always-Sniff-with-Varying-Sniff-Interval
(AS_VSI), where we enforce slaves to always stay in the sniff mode, but the active window must remain
as a constant. When a slave’s slot utilization < ry, its sniff interval will be doubled. On the other hand,
its sniff interval will be cut in half if the slot utilization > r,;. The smallest sniff interval is 71", while
the largest possible is 2% - T'. The third approach is called Always-Sniff-with-Varying-Active-Window
(AS_-VAW), where we enforce the sniff interval to be constant. The active window will be doubled
when slot utilization > r,;,, but cut in half when < r;. The lower and upper bounds of active window
size is 1 and T'/5, respectively.

Below, we divide our presentation into two parts. Section V-A shows the results under fixed traffic
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Roundl W,=0.18<r,=>S5,=[(3/15)*0.18)0.8 = 0.045
0.045 = 5/120 = 2/60 = 150 = /15 => (©O,', T}’, N,') = (3, 30, 1)

S1[S1|sl S3[S3|S3|S4[S4|S4|S5|S5|S5
S1|S1|S1|Ss2 S3|S3|S3|54(S4[S4|8S5|85|85
S1[S1|sl S3[S3|S3|S4[S4|S4|S5|S5|S5
S1|S1|S1|S2 S3|S3|S3|54(S4[S4|85|85|85
S1[(S1|s1l S3[S3|S3|S4[S4|S4|S5|S5|S5
S1[S1|sl|S2 S3[S3|S3|S4[S4|S4|S5|S5|S5
S1[S1|sl S3[S3|S3|S4[S4|S4|S5|S5|S5
S1|S1|sl|S2 S3[S3|S3|S4[S4|S4|S5|S5|S5

Round2 W,=0.11 <1, =>$,= [(3/15)0.110.8 = 0.028
0,028 =3/120 = 1/60 = 050 = /15 => (O, T/, N,') =4, 60. 1)

tr

S1[S1|s1l S4[S4|S4|S5|S5|S5
S1[(S1|s1l|s2 S4|S4|S4|S5[S5|S5
S1[S1|s1l S4|S4|S4|S5|S5|S5
S1[(S1|S1|S2|S3 S4|S4|S4|S5|S5|S5
S1[S1|s1l S4|54|S4|S5[S5|S5
S1[S1|sl|S2 S4|S4|S4|S5|S5|S5
S1[(S1|s1l S4|S4|S4|S5|S5|S5
S1[S1|s1|S2|S3 S4|S4|S4|S5|S5|S5

Round3 W,=09>r,=>58,=[(¥50.9/0.8 = 0.23
0.23=27/120= 1360 = 6/30 = 3/15 => (O,". T,. N, ) = (5. 15, 3)

S1|(S1|sl S4[S4|S4 S5[S5|S5
S1[S1|sl|S2 S4[S4|S4 S5[S5|S5
S1|(S1|s1 S4|54|S4 S5|S5| S5
S1[S1|S1|S2|S3|S4[S4|S4 S5[S5|S5
S1[S1|s1 S4|54|54 S5|S5| S5
S1[S1|s1|S2 S4[S4|S4 S5[S5|S5
S1[S1|sl S4[S4|s4 S5[S5|S5
S1|S1|S1|S2|S3|S4[S4|S4 S5|S5|S5
TABLE III

SEARCHING EXAMPLE OF SSIF.

patterns, while Section V-B does under varying traffic patterns. The latter is intended to model real
system traffics and demonstrate the flexibility of our protocol in catching such dynamics. Through
the presentation, we shall provide a guideline for choosing proper parameters for our protocol. In our
simulation, we always adopt r, = 0.3 and r,;, = 0.7. Each simulation run lasts for 100,000 slot pairs.

A. Fized Traffic Load

In this part, we assume a Poisson process with packet arrival rate A = 0.2 (packets per time slot)
for each buffer (at both the master and slave sides). Fig. 5 illustrates the power consumption and
network throughput against buffer size By,.,. We observe that, with enough buffer space (> 50), all
five approaches can achieve a high throughput close to 0.99. This is because fixed traffic loads are easy
to catch. As opposed to AA, all other four schemes consume significantly less powers.

These observations motivate us to derive the following simulations, where traffics are non-uniform,
so as to reveal the strength of our proposals.
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7=100,u =2, @=0.7, 6=0.9, with fixed traffic A=0.2, and 5 slaves in the piconet
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Fig. 5. Effect of B4, under fixed traffic load.

B. Varying Traffic Load

In this part, we adopt the variable traffic model similar to that proposed in [14]. Packets still arrive
by the Poisson process, but with different rates. Two types of traffic patterns will be explored. The
first one is denoted as Typel(Ay-As), which means that the arrival rate at the master’s side is Ay, and
the arrival rate at the slave’s side is Ag. The second one is denoted as Typell(As-Ap), which means
that there are two kinds of arrival rates, A4 and Ap, for both the master and the slave. The master
and the slave change states between rates A4 and Ap independently, and the transition probability
from one rate to the other is 0.01 in both directions.

We first investigate the effect of weight o on our LSIF and SSIF schemes. Fig. 6(a) plots the
network throughput against «, where five slaves with traffic patterns Typel(0.2-0.2), Typel(0.19-
0.01), Typel(0.01-0.19), Typell(0.19-0.01), and TypelI(0.19-0.01) are simulated. It indicates that the
throughput can be consistently improved as « increases, until o < 0.7. At o = 0.0, LSIF and SSIF
give the worst throughput among all. The reason is that the evaluating metric is all based on buffer
information when a = 0.0, which is unfair. As a result, the assigned sniff-attempt slots are not able
to handle future traffic well, thus degrading the performance. After oz > 0.7, the throughput starts to
degrade as « grows. However, even when o = 1.0, our LSIF and SSIF still outperform the other three
schemes. So a value between 0.6 and 0.7 for a could be the best choice.

The above simulation in fact reveals two interesting phenomena. First, the slot utilization factor
alone can not predict the traffic well. One should take both slot utilization and buffer backlog informa-
tion to predict future traffic. Second, and much to our surprise, our LSIF and SSIF schemes can even
provide a better network throughput than a naive always-active, round-robin scheme as « is properly
set. The reason is that, in the AA case, the master wastes much time polling slaves with no backlogs,
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7=100, u =2, 6=0.5, B =45, with varying traffic, and 5 slaves in the piconet
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Fig. 6. Effect of (a) a and (b) § on LSIF and SSIF under varying traffic load.

resulting in reduced throughput. This indicates a prospective direction that one can save power and
improve network throughput at the same time (which are contradicting factors by intuition).

Fig. 6(b) illustrates the impact of weight ¢ on LSIF and SSIF, with o = 0.7 and the same traffic
pattern as above. It shows that before § < 0.6, the throughput can be improved as ¢ grows. Recall
that ¢ is a factor to enlarge the expected sniff-attempt slots so as to tolerate certain level of inaccuracy
in our estimation. With a too small value (such as § = 0.1), LSIF and SSIF will degenerate into the
AA scheme, since slaves can hardly obtain such a large slot occupancy. As a result, all slaves may
remain active for most of the time. This also violates our goal of conserving power. After o > 0.6, the
throughput starts to decline as ¢ increases. After ¢ > 0.8, our throughput falls behind that of the AA
scheme. This is because our prediction is too conservative to catch the dynamics of variable traffics.
So a reasonable value for § would be between 0.5 and 0.7.

Also with the same traffic pattern, in Fig. 7(a), we study network throughput with different values
of u, which controls the largest possible sniff interval. For both LSIF and SSIF, it shows that the
throughput remains at around the same level when v = 0,1 and 2, but decreases as u is larger. With
u = 0, there is only one sniff interval available, which is T. With v = 1 and 2, there are two and three
sniff intervals available, respectively. A larger sniff interval means that the slave needs to switch modes
less frequently, which is more favorable. Based on these considerations, one may choose a proper value
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7=100, a=0.7, 6=0.5, B, =45, with varying traffic, and 5 slaves in the piconet
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Fig. 7. Effect of u on LSIF and SSIF under (a) varying traffic and (b) very-low traffic load.

of u to use.

One may note that in the previous simulation, the advantage of using our two-dimensional matrix M
is not well justified. When v = 0, M degenerates to a one-dimensional matrix. So why should one need
a two-dimensional M remains a question. The reason is that we have adopted T" = 100. Since the lowest
traffic load that we may inject for each entity is 0.01, A sniff interval of 7= 100 and active window
of 1 can properly catch such traffic without much wastage. To justify this point, we have simulated
hosts with very low traffic loads. We have conducted another experiment with five slaves having
the following traffic patterns: Typel(0.2-0.2), Typel(0.001-0.001), Typel(0.002-0.002), TypelI(0.002-
0.005), and TypelI(0.002-0.005). The result is in Fig. 7(b). It indicates that the throughput can be
improved as u increases, until u < 4. Before u < 2, the throughput of LSIF and SSIF is worse than
AA. This phenomenon is due to slot wastage caused by sniff intervals that are too short. (For example,
to handle a low arrival rate of 0.002, the Scheduler should reserve one slot out of every 500 slots in
average. When u is set too small, say u < 2, the Scheduler will reserve too much resource for such
slaves. Therefore, both network throughput and power consumption might get hurt in this case.) As
mentioned earlier, the value of 2“ - T" should be large enough to capture the behavior of those slaves
which have very-low traffic load. In Fig. 7(b), a value of u = 4 will perform the best. This justifies
that our two-dimensional matrix representation of M is flexible enough to schedule sniffing slots for
hosts with both high and very low traffic loads.

In Fig. 8(a), we investigate the effect of 7', which represents the smallest possible sniff interval,
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u=2, a=0.7, 6=0.5, By, =45, with varying traffic, and 5 slaves in the piconet
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Fig. 8. Effect of T on LSIF and SSIF under (a) varying traffic and (b) very-low traffic load.

under the traffic patterns of Typel(0.2-0.2), Typel(0.19-0.01), TypeI(0.01-0.19), Typell(0.19-0.01),
and Typell(0.19-0.01). It shows that the throughput of LSIF and SSIF will slightly decrease as T'
grows, so a 1" between 50 and 100 will be proper. The reason for the degradation in throughput is that
we activate the Evaluator based on the value of T'. A larger T will trigger the protocol to re-evaluate
its traffic load less frequently. The inaccuracy in load estimation will cause slot wastage. We believe
that this problem can be fixed by using a different rule to trigger our Evaluators, which will be directed
to future research.

Another experiment to investigate the impact of T is in Fig. 8(b), where we try low traffic pat-
terns: Typel(0.2-0.2), Typel(0.001-0.001), Typel(0.002-0.002), Typell(0.002-0.005), and TypelI(0.002-
0.005). Similar to the earlier observations, lower traffic loads require larger 2* - T. That is why we
see continuous improvement before T" < 400. After T is too large, our Evaluators will react to traf-
fic changes too slowly, causing degradation in throughput. The results from Fig. 8(a) and Fig. 8(b)
suggest a 1" between 100 and 200 to be chosen.

In Fig. 9, we set our parameters as recommended above and look at the impact of buffer spaces,
Binai- We observe both power consumption and network throughput against different buffer spaces.
It shows that the throughput climbs as B,,,; increases, up to the point B,,,, = 50. After B,,,, > 50,
the throughput remains almost the same. So a buffer space between 30 and 50 will be proper. For
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Fig. 9. Effect of B4, under varying traffic load

LSIF and SSIF, with B,,., =~ 30, they increase system throughput by around 16.7% as compared to
AA, while reducing power consumption by around 37.8% as compared to AA.

VI. CONCLUSIONS

We have proposed an adaptive and efficient protocol for managing the low-power sniff mode in Blue-
tooth. Two essential parts in our protocol are the Evaluator and the Scheduler, which are responsible
for measuring how well slaves utilize their sniff-attempt slots and for arranging the sniff parameters
for slaves in the sniff mode. A new representation based on a two-dimensional matrix is proposed to
maintain slaves’ sniff-attempt slots, which are conceptually infinite sequences of periodical slots. Two
searching strategies, LSIF (Longest Sniff Interval First) and SSIF (Shortest Sniff Interval First), are
proposed to look for available sniff-attempt slots in the two-dimensional matrix. Our simulation results
have indicated that, with proper settings and buffer spaces, the protocol can potentially improve net-
work throughput, while reducing power consumption, compared to a naive always-active, round-robin
protocol.
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Power-Saving Protocols for IEEE 802.11-Based
Multi-Hop Ad Hoc Networks
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Abstract—Power-saving isa critical issuefor almost all kinds of portable
devices. In this paper, we consider the design of power-saving protocols for
mobile ad hoc networks (MANETS) that allow mobile hosts to switch to a
low-power sleep mode. The MANETS being considered in this paper are
characterized by unpredictable mobility, multi-hop communication, and
no clock synchronization mechanism. In particular, the last characteristic
would complicate the problem since a host hasto predict when another host
will wake up to receive packets. We propose three power management pro-
tocols, namely dominating-awake-interval, periodically-fully-awake-interval,
and quorum-based protocols, which are directly applicable to | EEE 802.11-
based MANETSs. Asfar as we know, the power management problem for
multi-hop MANETs has not been seriously addressed in the literature. Ex-
isting standards, such as |[EEE 802.11, HIPERLAN, and bluetooth, all as-
sumethat the network isfully connected or thereisa clock synchronization
mechanism. Extensive simulation results are presented to verify the effec-
tiveness of the proposed protocols.

Keywords— HIPERLAN, IEEE 802.11, mobile ad hoc network
(MANET), power management, power saving, wireless communication.

I. INTRODUCTION

Solutions addressing the power-saving issue in MANETS can
generally be categorized as follows:
o Transmission Power Control: In wireless communication,
transmission power has strong impact on bit error rate, trans-
mission rate, and inter-radio interference. These are typically
contradicting factors. In [2], power control is adopted to reduce
interference and improve throughput on the MAC layer. How to
determine transmission power of each mobile host so as to deter-
mine the best network topology, or knowntapology control,
is addressed in [3], [4], [5]. How to increase network throughput
by power adjustment for packet radio networks is addressed in
[6].
« Power-Aware Routing: Power-aware routing protocols have
been proposed based on various power cost functions [7], [8],
[9], [10], [11]. In [7], when a mobile host's battery level is below
a certain threshold, it will not forward packets for other hosts. In
[10], five different metrics based on battery power consumption

OMPUTING and communication anytime, anywhere is are proposed. Reference [11] considers both hosts’ lifetime and

global trend in today’s development.

Ubiquitous coma distance power metric. A hybrid environment consisting of

puting has been made possible by the advance of wireldsaitery-powered and outlet-plugged hosts is considered in [8].
communication technology and the availability of many lightTwo distributed heuristic clustering approaches for multicasting
weight, compact, portable computing devices. Among the vagse proposed in [9] to minimizing the transmission power.

ous network architectures, the desigmmtile ad hoc network

o Low-Power Mode: More and more wireless devices can sup-

(MANET) has attracted a lot of attention recently. A MANETport low-power sleep modes. IEEE 802.11 [12] has a power-
is one consisting of a set of mobile hosts which can commaaving mode in which a radio only needs to be awake periodi-

nicate with one another and roam around at their will.

Noally. HyperLAN allows a mobile host in power-saving mode

base stations are supported in such an environment, and rimdefine its own active period. An active host may save pow-

bile hosts may have to communicate with each otherrimki-

ers by turning off its equalizer according to the transmission bit

hop fashion. Applications of MANETS occur in situations likerate. Comparisons are presented in [13] to study the power-
battlefields, major disaster areas, and outdoor assemblies. kaging mechanisms of IEEE 802.11 and HIPERLAN in ad hoc
also a prospective candidate to solve the “last-mile” problem foetworks. Bluetooth [14] provides three different low-power

broadband Internet service providers [1].

modes: sniff, hold, andpark. Other references include [15],

One critical issue for almost all kinds of portable devices supl6], [17], [18], [19], [20], [21].

ported by battery powers j{@wer saving. Without power, any

This paper studies the management of power-saving (PS)

mobile device will become useless. Battery power is a limitedodes for IEEE 802.11-based MANETSs and thus falls into the
resource, and it is expected that battery technology is not likdBst category of the above classification. We consider MANETs
to progress as fast as computing and communication technaoldiich are characterized by multi-hop communication, unpre-
gies do. Hence, how to lengthen the lifetime of batteries is ahctable mobility, no plug-in power, and no clock synchroniza-

important issue, especially for MANET, which is all supportedion mechanism. In particular, the last characteristic would com-

by batteries.
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plicate the problem since a host has to predict when another host

will wake up to receive packets. Thus, the protocol must be
a%[E&/nchronous. As far as we know, the power-management prob-
Pém for multi-hop MANETS has not been addressed seriously in
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Ofivial. The works [18], [19] address the power-saving problem,
,%ut assume the existence of access points. A lot of works have

focused on multi-hop MANETS on issues such as power-aware



routing, topology control, and transmission power control (gsrotocol is proposed in [20]. Some hosts must serveoas-
classified above), but how to design PS mode is left as an op#nators, which are chosen according to their remaining battery
problem. energies and the numbers of neighbors they can connect to. In

Two major challenges that one would encounter when d#ie network, only coordinators need to keep awake; other hosts
signing power-saving protocols arelock synchronization and can enter the sleeping mode. Coordinators are responsible of
the neighbor discovery. Clock synchronization in a multi-hop relaying packets for neighboring hosts. With a similar idea, a
MANET is difficult since there is no central control and packegrid-based energy-saving routing protocol is proposed in [21].
delays may vary due to unpredictable mobility and radio intel/ith the help of GPS, the area is partitioned in to small sub-
ference. PS modes are typically supported by letting low-powareas called grids, in each of which only one host needs to re-
hosts wake up only in specific time. Without precise clocks, main active to relay packets for other hosts in the same grid.
host may not be able to know when other PS hosts will wake upA page-and-answer protocol is proposed in [18] for wireless
to receive packets. Further, a host may not be aware of a PS hustivorks with base stations. A base station will keep on send-
at its neighborhood since a PS host will reduce its transmittifigg paging messages whenever there are buffered packets. Each
and receiving activities. Such incorrect neighbor informatiomobile host powers up periodically. However, there is no time
may be detrimental to most current routing protocols becausgnchronization between the base station and mobile hosts. On
the route discovery procedure may incorrectly report that thereception of paging messages, mobile hosts return acknowledge-
is no route even when routes actually exist with some PS hostents, which will trigger the base station to stop paging and be-
in the middle. These problems will be discussed in more detagin transmitting buffered packets. After receiving the buffered
in Section II. packets, mobile hosts return to power-saving mode, and the pro-

In this paper, we propose three asynchronous power mamss repeats. When the system is too heavily loaded, the base
agement protocols for multi-hop MANETS, namelyminating-  station may spend most of its time in transmitting buffered pack-
awake-interval, periodically-fully-awake-interval, andquorum-  ets, instead of paging messages. This may result in long packet
based protocols. We target ourselves at IEEE 802.11-base@lays for power-saving hosts. A theoretical analysis of [18]
LAN cards. The basic idea is twofold. First, we enforce P8 in [22]. Several software power-control issues for portable
hosts send more beacon packets than the original IEEE 802ctimputers are discussed in [17]. How to combine power man-
standard does. Second and most importantly, we carefully agement and power control for wireless cards is addressed in
range the wake-up and sleep patterns of PS hosts such that [A:8¥.

two neighboring hosts are guaranteed to detect each other in fi- . .
nite time even under PS mode. B. Power-Saving Modesin |EEE 802.11

Based on our power-saving protocols, we then show how t0\eeg g02.11 [12] supports two power modeactive and
perform unicast and broadcast in an environment with PS hosﬁ%wer—savi ng (PS). The protocols for infrastructure networks
Simulation results are presented, which show that our protocgly ad hoc networks are different. Under an infrastructure net-
can save lots of powers when the traffic load is not high. - \yqrk there is an access point (AP) to monitor the mode of each

The rest of this paper is organized as follows. Preliminariggpile host. A host in the active mode is fully powered and thus
are given in Section 2. In Section 3, we present our POWEkyay fransmit and receive at any time. On the contrary, a host in
saving protocols. Unicast and broadcast protocols based on gii'bs mode only wakes up periodically to check for possible in-
power-saving mechanisms are in Section 4. Simulation resigming packets from the AP. A host always notifies its AP when
are presented in Section 5. Section 6 concludes this paper. changing modes. Periodically, the AP transrbiéacon frames
spaced by a fixetbeacon interval. A PS host should monitor
these frames. In each beacon framdradfic indication map

In this section, we start with a general review on power-savingiM) will be delivered, which contains ID’s of those PS hosts
works, followed by detailed design of PS mode in IEEE 802.1%yith buffered unicast packets in the AP. A PS host, on hearing
Then we motivate our work by pointing out some problems cors ID, should stay awake for the remaining beacon interval. Un-
necting to PS mode in multi-hop MANETS. der the contention period (i.e., DCF), a awake PS host can issue
a PS-POLL to the AP to retrieve the buffered packets. While
under the contention-free period (i.e., PCF), a PS host will wait

Several power management protocols have been proposedftarthe AP to poll it. Spaced by a fixed number of beacon in-
MANET in [15], [16], [20], [21]. The PAMAS (Power Aware tervals, the AP will sendelivery TIMs (DTIMs) within beacon
Multi-Access protocol with Signalling) [15] protocol allows aframes to indicate that there are buffered broadcast packets. Im-
host to power its radio off when it has no packet to trangnediately after DTIMs, the buffered broadcast packets will be
mit/receive or any of its neighbors is receiving packets, butsent.
separate signalling channel to query neighboring hosts’ states i¥Jnder an ad hoc network, PS hosts also wake up periodically.
needed. Reference [16] provides several sleep patterns andTéle short interval that PS hosts wake up is calledXfid/ win-
lows mobile hosts to select their sleep patterns based on thdow. It is assumed that hosts are fully connected and all syn-
battery status and quality of service, but a special hardwandronized, so the ATIM windows of all PS hosts will start at
called Remote Activated Switch (RAS), is required which can about the same time. In the beginning of each ATIM window,
receive wakeup signals even when the mobile host has enteeagth mobile host will contend to send a beacon frame. Any suc-
a sleep state. A connected-dominated-set-based power-sawiegsful beacon serves as the purpose of synchronizing mobile

II. PRELIMINARIES

A. Reviews of Power Mode Management Protocols



Turget Bescon Beacon Interval | Beacon Interval | ent hosts are not guaranteed to be synchronous. Thus, the ATIM
Transmission Time ) window has to be re-designed.
Sl S S B) Neighbor Discovery: In a wireless and mobile environ-

Beacon — — i ment, a host can only be aware by other hosts if it transmits a
Power signal that is heard by the others. For a host in the PS mode, not
ot {ATIM | DataFrame only is its chance to transmit reduced, but also its chance to hear

. others’ signals. As reviewed above, a PS host must compete
with other hosts to transmit its beacon. A host will cancel its
beacon frame once it hears other’'s beacon frame. This may run
into a dilemma that hosts are likely to have inaccurate neighbor-
$ hood information when there are PS hosts. Thus, many existing
ACK ACK routing protocols that depend on neighbor information may be
impeded.

C) Network Partitioning: The above inaccurate neighbor in-
formation may lead to long packet delays or even network-
hosts’ clocks. This beacon also inhibits other hosts from sendipgrtitioning problem. PS hosts with unsynchronized ATIM win-
their beacons. To avoid collisions among beacons, a host shod@vs may wake up at different times and may be partitioned
wait a random number of slots between 0 &nd CW,,;,, — 1 into several groups. These conceptually partitioned groups are
before sending out its beacon. actually connected. Thus, many existing routing protocols may

After the beacon, a host with buffered unicast packets c&ail to work in their route discovery process unless all hosts are
send a direct ATIM frame to each of its intended receivers in F8vaken at the time of the searching process.
mode. ATIM frames are also transmitted by contention based on
the DCF access procedure. After transmitting an ATIM frame, ~ !!l. POWER-SAVING PROTOCOLS FORMANET
the mobile host shall remain awake for the entire remaining pe-|n this section, we present three asynchronous power-saving
riod. On reception of the ATIM frame, the PS host should reprotocols that allow mobile hosts to enter PS mode in a multi-
ply with an ACK and remains active for the remaining periochop MANET. According to the above discussion, we derive sev-
The buffered unicast packets should be sent based on the norgtal guidelines in our design:

DCF access procedure after the ATIM window finishes. If the MoreBeacons: To preventthe inaccurate_neighbor pr0b|em, a
sender doesn’t receive an ACK, it should retry in the next ATIMnobile host in PS mode should insist more on sending beacons.
window. As for buffered broadcast packets, the ATIM framegpecifically, a PS host should not inhibit its beacon in the ATIM
need not be acknowledged. Broadcast packets then can be §@Atlow even if it has heard others’ beacons. This will allow
based on contention after the ATIM window finishes. If a mopthers to be aware of its existence. For this reason, our protocols
bile host is unable to transmit itd7'IM frame in the current will allow mu|t|p|e beacons in a ATIM window.

ATIM window or has extra buffered packets, it should retrang- Overlapping Awake Intervals. Our protocols do not count on

mit ATIMs in the next ATIM window. To protect PS hosts, onlyclock synchronization, To resolve this problem, the wake-up
RTS, CTS, ACK, Beacon, and ATIM frames can be transmittgshtterns of two PS hosts must overlap with each other no matter
during the ATIM window. how much time their clocks drift away.

Figure 1 shows an example, where host A wants to transmif arake-up Prediction: When a host hears another PS host's
packet to host B. During the ATIM window, an ATIM frame ispeacon, it should be able to derive that PS host's wake-up pat-
sent from A to B. In response, B will reply with an ACK. Aftertern based on their time difference. This will allow the former
the ATIM window finishes, A can try to send out its data packetp send buffered packets to the later in the future. Note that such
prediction is not equal to clock synchronization since the former
does not try to adjust its clock.

The PS mode of IEEE 802.11 is designed for a single-hop (orBased on the above guidelines, we propose three power-
fully connected) ad hoc network. When applied to a multi-hopaving protocols, each with a different wake-up pattern for PS
ad hoc network, three problems may arise. All these will posehasts. PS hosts’ wake-up patterns do not need to be syn-
demand of redesigning the PS mode for multihop MANET.  chronous. For each PS host, it divides its time axis into a number

A) Clock Synchronization: Since IEEE 802.11 assumes thabf fixed-length intervals callebeaconintervals. In each beacon
mobile hosts are fully connected, the transmission of a beacioterval, there are three windows callactive window, beacon
frame can be used to synchronize all hosts’ beacon intervalgndow, andMTIM window. During the active window, the PS
So the ATIM windows of all hosts can appear at around theost should turn on its receiver to listen to any packet and take
same time without much difficulty. In a multi-hop MANET, proper actions as usual. The beacon window is for the PS host
clock synchronization is a difficult job because communicatiaio send its beacon, while the MTIM window is for other hosts
delays and mobility are all unpredictable, especially when thie send their MTIM frames to the PS host. Our MTIM frames
network scale is large. Even if perfect clock synchronization serve the similar purpose as ATIM frames in IEEE 802.11; here
available, two temporarily partitioned sub-networks may indeve use_MIM to emphasize that the network is_autit-hop
pendently enter PS mode and thus have different ATIM timinddANET. Excluding these three windows, a PS host with no
With the clock-drifting problem, the ATIM windows of differ- packet to send or receive may go to the sleep mode. Figure 2(a)

Host A 7' . i 4 I |

HostB __ | I v v

> E— oo

Fig. 1. An example of unicasting in an ad hoc networks with PS hosts.

C. Problem Satement
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shows an example structure of a beacon interval.
The foIIowing notations are used throughout this paper: Fig. 4. An example where host B will always miss A's beacons.
« BI: length of a beacon interval

« AW:length of an active window where beacon windows always appear at the beginning of bea-

« BW: length of a beacon window con intervals. In this case, host A can hear host B’s beacons,
« MW: length of an MTIM window but B always misses A's beacons. On the contrary, as Figure 3
We should comment at this point that the structure of a beac@Rows, A can hear B's beacons at odd intervals, and B can hear
interval may vary for different protocols (to be elaborated laterks heacons at even intervals.

Thellustration in Figure 2(a) is only one of the several possibil- garlier we imposed the conditiod?V > BI/2 + BW. The
ities. In the beacon window (resp., MTIM window), hosts cafy|lowing theorem provides a formal proof on the correctness of
send beacons (resp., MTIM frames) following the DCF accegsis protocol.

procedure. Each transmission must be led by a SIFS followedthegrem 1: The Dominating-Awake-Interval protocol guar-
by arandom delay ranging between 0 @andCW in — 1 SI0tS.  antees that whed W > BI/2 + BW, a PS host's entire bea-
This is illustrated in Figure 2(b). con window always overlaps with any neighboring PS host's ac-
tive window in every other beacon interval, no matter how much
time their clocks drift away.

The basic idea of this approach is to impose a PS host to stay Proof: The detail of the proofis in [23] |
awake sufficiently long so as to ensure that neighboring hostsThe above proof guarantees that a PS host is able to receive
can know each other and, if desire, deliver buffered packets. Bil its neighbors’ beacon frames in every two beacon intervals, if
“dominating-awake”, we mean that a PS host should stay awakere is no collision in receiving the latter's beacons. Since the
for at least about half aBI in each beacon interval. This guar-response time for neighbor discovery is pretty short, this proto-
antees any PS host's beacon window to overlap with any neigtol is suitable for highly mobile environments.
boring PS host's active window, and vice versa. o

This protocol is formally derived as follows. When a hosB- Protocol 2: Periodically-Fully-Awake-Interval
decides to enter the PS mode, it divides its time axis into fixed-The previous protocol requires PS hosts keep active more than
length beacon intervals, each of lendtli. Within each beacon, half of the time, and thus is not energy-efficient. To reduce the
the lengths of all three windows (i.e4WW, BW, and MW) active time, in this protocol we design two types of beacon inter-
are constants. To satisfy the “dominating-awake” property, weils: low-power intervals andfully-awake intervals. In a low-
enforce thatdWW > BI/2 + BW. The sequence of beaconpower interval, the length of the active window is reduced to
intervals are alternatively labeled add andevenintervals. Odd the minimum, while in a fully-awake interval, the length of the
and even intervals have different structures as defined below (3ggive window is extended to the maximum. Since fully-awake
the illustration in Figure 3). intervals need a lot of powers, they only appear periodically and
« Each odd beacon interval starts with an active window. Thare interleaved by low-power intervals. So the energy required
active window is led by a beacon window followed by an MTIMcan be reduced significantly.
window. Formally, when a host decides to enter the PS mode, it di-
« Each even beacon interval also starts with an active windowdes its time axis into fixed-length beacon intervals of length
but the active window is terminated by an MTIM window fol- BI. The beacon intervals are classified @as-power andfully-
lowed by a beacon window. awake intervals. The fully-awake intervals arrive periodically

It is not hard to see that by imposing the active window o@veryT intervals, and the rest of the intervals are low-power in-
cupying at least half of each beacon interval, we can guaraefvals. The structures of these beacon intervals are defined as
tee that two hosts’ active windows always have some overldiollows.
ping. However, why we have different structures for odd ané Each low-power interval starts with an active window, which
even beacon intervals remains obscure. Let's consider Figurecdntains a beacon window followed by a MTIM window, such

A. Protocol 1. Dominating-Awake-Interval
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Fig. 5. An example of the Periodically-Fully-Awake-Interval protocol with tooh (b) (c)
fully-awake intervals arrive every’ = 3 beacon intervals. (a)

Fig. 6. Examples of the Quorum-Based Protocol (a)intersections of two PS
that AW = BW + MW. In the rest of the time, the host can host;’ quorum intervals, (b)host A's quorum intervals, and (c)host B’s quo-
go to the sleep mode. rum intervals
« Each fully-awake interval also starts with a beacon window
followed by a MTIM window. However, the host must remaina row-major manner. On the x . array, a host can arbitrarily
awake in the rest of the time, i.elV’ = BI. pick one column and one row of entries and th&se- 1 inter-
Intuitively, the low-power intervals is for a PS host to send outals are calledjuorum intervals. The remaining:? — 2n + 1
its beacons to inform others its existence. The fully-awake iimtervals are calledon-quorumintervals.
tervals are for a PS host to discover who are in its neighborhoodBefore proceeding, let's make some observation from the
It is not hard to see that a fully-awake interval always has oveuorum structure. Given two PS hosts that are perfectly time-
lapping with any host’s beacon windows, no matter how mudynchronized, it is not hard to see that their quorum intervals
time their clocks drift away. By collecting other hosts’ beaconsilways have at least two intersecting beacon intervals(see the il-
the host can predict when its neighboring hosts will wake ufustration in Figure 6(a)). This is due to the fact that a column
Figure 5 shows an example wilh = 3 intervals. So hostgl's and a row in a matrix always have an intersection. Thus, two
andB’s beacons always have chances to reach the other's actv® host may hear each other on the intersecting intervals. How-
windows. ever, the above reasoning is not completely true since we do not

Theorem2: The Periodically-Fully-Awake-Interval protocol assume that hosts are time-synchronized (the formal proof is in
guarantees that a PS host's beacon windows overlap with aftyeorem 3). For example, in Figure 6(b) and (c), héstelects
neighbor’s fully-awake intervals in evefly beacon intervals, no intervals on row 0 and column 1 as its quorum intervals from a
matter how much time their clocks drift away. 4 x 4 matrix, while hostB selects intervals on row 2 and col-

Compared to the previous Dominating-Awake-Interval protaiamn 2 as its quorum intervals. When perfectly synchronized,
col, which requires a PS host to stay awake more than halfiotervals 2 and 9 are the intersections.
the time, this protocol can save more power as long@' as 2. The structures of quorum and non-quorum intervals are for-
However, the response time to get aware of a newly appearimglly defined below.
host could be as long &S beacon intervals. So this protocol ise Each quorum interval starts with a beacon window followed
more appropriate for slowly mobile environments. One way toy an MTIM window. After that, the host must remain awake
reduce the response time is to decrease the vallidmfit one’s for the rest of the interval, i.eAW = BI.

need. « Each non-quorum interval starts with an MTIM window. Af-
ter that, the host may go to the sleep mode, i.e., wellét =
C. Protocol 3: Quorum-Based MW.

In the previous two protocols, a PS host has to contend to send heorem3: The Quorum-Based protocol guarantees that a
a beacon in each beacon interval. In this section, we proposB@ host always has at least two entire beacon windows that are
protocol based on the conceptapforum, where a PS host only fully covered by another PS host's active windows in evety
needs to send beacons@h(1/n) of the all beacon intervals. beacon intervals.
Thus, when transmission takes more powers than reception, this Proof: The detail of the proof s in [28] u
protocol may be more energy-efficient. The concept of quo- The Quorum-Based protocol has advantage in that it only
rums has been used widely in distributed system design (e.g.tf@nsmits inO(1/n) of the beacon intervals(on the contrary, the
guarantee mutual exclusion [24], [25], [26], [27]). A quorum igarlier two protocols have to transmit a beacon in every inter-
a set of identities from which one has to obtain permission ¥l)- In addition, it also keeps awakedn(1/n) of the time. As
perform some action [24]. Typically, two quorum sets alway¥ng asn > 4, this amount of awaking time is less than 50%.
have nonempty intersection so as to guarantee the atomicity o$@ this protocol is more energy-efficient when transmission cost
transaction. Here we adopt the concept of quorum to design Pigh. The backside is that a PS host may learn its vicinity at
hosts’ wakeup patterns so as to guarantee a PS host's bead@gr speed.
can always be heard by others’ active windows. This is why our
protocol is named so. D. Summary

The quorum structure of our protocol is as follows. The se- Table | summarizes the characteristics of the three proposed
guence of beacon intervals is divided into sets starting from tipewer-saving protocols. "Number of beacons” indicates the av-
first interval such that each continuou$ beacon intervals are erage number of beacons that a host need to transmit in each
called agroup, wheren is a global parameter. In each groupbeacon interval, "Active ratio” indicates the ratio of time that
then? intervals are arranged as a 2-dimensional n array in - a PS host needs to stay awake while in the PS mode, and



"Neighbor sensitivity " indicates the average time that a PSarameter during system configuration). The sofcafter no-
host takes to hear a neighbor’s beacon. As Table | shows, tifging all neighbors, can contend to send its buffered broadcast
Quorum-Based protocol spends least power in transmitting bgecket after the last neighbor’'s MTIM window passes. Broad-
cons. The Periodically-Fully-Awake-Interval and the Quorumeast packets should be sent based on the DCF procedure too.
based protocols’ active ratios can be quite small as long as

andn, respectively are large enough. The Dominated-Awake- V. SIMULATION EXPERIMENTS

Interval protocol is most sensitive to neighbor changes, while Tg evaluate the performance of the proposed power-saving
the Quorum-based protocol is least sensitive. protocols, we have developed a simulator using C. In the sim-
ulations, we assume that the transmission radius is 250 meters
and the transmission rate is 2M bits/sec. The MAC part basi-
cally follows the IEEE 802.11 standard [12], except the power
This section discusses how a host sends packets to a neighh®inagement part. We intend to model one central host with the
ing PS host. Since the PS host is not always active, the sendpegsibility of multiple mobile hosts approaching or leaving it
host has to predict when the PS host will wake up, i.e., wheim the experiment, we use four neighbors.) We use an “on-off”
the latter'sMT' 1M windows will arrive. To achieve this, eachmodel to simulate the mobility of the surrounding hosts. Spe-
beacon packet has to carry the clock value of the sending hegilly, in every 5 seconds, a surrounding host chooses to enter
so as for other hosts to calculate their time differences. Takia “on” or an “off” state. An “on” state indicates that the host
Il summarizes whem/T'IM windows arrive in the proposed is within the central host’s transmission range, while an “off”
protocols. state indicates that it is out of the range. The choice is based on
After correctly predicting the receiving sidelTIM win-  a probability distribution. Three parameters are tunable in our
dows, the sending side can contend to s&fifi/ M packets to simulations:
notify the receiver, after which the buffered data packet can ReTraffic load: a Poisson distribution for unicast/broadcast with
sent. Below, we discuss how unicast and broadcast are achievagk between 5- 30 packets/sec.

. e “On” probability: a uniform distribution between 50%

IV. COMMUNICATION PROTOCOLS FORPOWER-SAVING
HosTsS

This is similar to the procedure in IEEE 802.11's PS mods. Beacon interval: length of one beacon interval between 100
During the receiver'sV/ T 1M window, the sender contends toms~ 500 ms.
send itsM T'I M packet to the receiver. The receiver, on receiv- Each simulation lasts for 100 seconds. Each result is obtained
ing the MTIM packet, will reply an ACK after SIFS and stayfrom the average of 1000 simulation runs. For simplicity, we
awake in the remaining of the beacon interval. After the MTIMaissume that all hosts are in the PS mode. To make comparison,
window, the sender will contend to send the buffered packet ¥ee also simulate an “always-active” scheme in which all hosts

the receiver based on the DCF procedure. are active all the time.
Three performance metrics are used to evaluate our power-
B. Broadcast saving protocols:

The situation is more complicated for broadcasting since thepower consumption: the average power consumption per mo-
sender may have to deal with multiple asynchronous neighbopde host throughout one simulation run.

To reduce the number of transmissions, we need to divide thesgower efficiency: the average power consumption for each
asynchronous neighbors into groups and notify them separatelyccessful packet transmission.

in multiple runs. The steps are described below. Note that hereneighbor discovery time: average time to discover a newly
the broadcast is not designed to be 100% reliable at the MApproaching neighbor.

layer (reliable broadcast may be supported at a higher layer). The power model in [29] is adopted, which is obtained by

When a source hosf intends to broadcast a packet, it firsteal experiments on Lucent WaveLAN cards. Table Il sum-
checks the arrival time of the MTIM windows of all its neigh-marizes the power consumption parameters used in our simula-
bors. ThenS picks the host, say’, whose first MTIM window tions. Sending/receiving a unicast/broadcast packet has a cost
arrives earliest. Based dri’s first MTIM window, S further  Py,se + Pyyte x L, WherePy,,. is the power consumption in-
picks those neighbors whose MTIM windows have overlappirdependent of packet length, .. is the power consumption per
with Y’s first MTIM window. These hosts, includinty, are byte, andL is the packet length. When sending a packet of the
groups together and will try to notify them in one MTIM same size, unicast consumes more power than broadcast because
frame (note that such MTIM frames need not be acknowledgé@deeds to send and receive extra control franf&€s§, CTS,
due to the unreliable assumption). After this notificatirton- andAC K). The last two entries indicate the consumption when
siders the rest of the neighbors that have not been notified yetilost has no send/receive activity and is in the active mode and
the previous MTIM and repeats the same procedure again to iRiS mode, respectively. As can be seen, staying in active mode
tiate another MTIM frame. The process is repeated until all its much more energy-consuming. The traffic-related parameters
neighbors have been notified. are in Table IV.

A neighbor, on receiving a MTIM carrying a broadcast indi- In the following subsections, we show how beacon interval,
cation, should remain awake until a broadcast packet is receivadbility, and traffic load affect the performance of the proposed
or a timeout value expires (here we recommend a timeout valpewer-saving protocols. For simplicity, the Dominating-Awake-
of two beacon intervals be used, but this can also be a adjustabierval protocol is denoted d3, the Periodically-Fully-Awake-



TABLE |
CHARACTERISTICS OF THE PROPOSED POWERAVING PROTOCOLS

Protocol Number of beacons Active ratio Neighbor sensitivity
Dominated-Awake 1 1/2+ BW/BI BI
Periodically-Fully-Awake 1 1/T T x BI/2
Quorum-Based (2n —1)/n? (2n —1)/n? (n?/4) x BI
TABLE II

TIMING OF MTIM WINDOWS OF THE PROPOSED PROTOCOLS

| Protocol | MTIM window’s timing |

Dominated-Awake [(2m + 1) x BI + BW,(2m + 1) x BI + BW + MW] (odd int.)

[2m x BI + BI/2 — MW,2m x BI + BI/2] (even int.)

Periodically-Fully-Awake [m x BI + BW,m x BI + BW + MW]
Quorum-Based [m x BI + BW,m x BI + BW + MW] (quorumint.)

[m x BI,m x BI + MW] (non-quorumint.)

TABLE Il
POWER CONSUMPTION PARAMETERS USED IN THE SIMULATION 14000
——D
12000 X
: - - P .
Unicastsend | 454 + 1.9 x L uW 10000 [ a0 X
Broadcast send | 266 + 1.9 x L uW 8000 [|--%--QE®) x7

Unicast receive | 356 + 0.5 x L uW
Broadcast receive 56 + 0.5 x L uW
Idle 843uW/ms
Doze 27 uW/ms

6000
4000
2000

Neighbor discovery time (ms)

TABLE IV
TRAFFIC-RELATED PARAMETERS USED IN THE SIMULATION

Beacon interval (ms)

Unicast packet size| 2048 bytes Fig. 7. Neighbor discovery time vs. beacon interval length. (traffic load = 10
Broadcast packet size 256 bytes packets, “on” probability = 80%)
Beacon window size 8 ms
MTIM window size 16 ms
100000
90000 T e - > S -
Interval protocol with parametef is denoted asP(7T), the z 33888 I e omen
Quorum-Based protocol with parameteis denoted as)(n), £ 60000 - . ——Q®)
and the “always active” scheme is denotedias. o500 [ 4l
£ 40000 |
A. Impact of Beacon Interval Length 5 30000
. . e g 20000 1
The length of beacon intervals has impact on hosts’ sensitiv- 10000 -
ity to environmental changes and power consumptions. How- 0
ever, these are contradicting factors. To observe its impact, we 100 mb G0
vary the beacon interval length between 100 ms to 500 ms. As cacon interval (ms)

Figure_ ! Sh0W§, longer .beacon intervals only slightly ir]Crea‘?:ieg. 8. Power consumption for unicast vs. beacon interval length. (traffic load
the nelghb_qr d|sc_overy time for schem@sand P(4), but have - 10 packets/sec, “on” probability = 80%)
more significant impact on schem@g4) andQ(8). Overall,
schemeD has the shortest neighbor discovery time, which is
subsequently followed by (4), Q(4), andQ(8).

Figure 8 and Figure 9 show the power consumption at variogidPsequently followed by (4), Q(4), D, andAA.
beacon interval lengths for unicast and broadcast, respectivelyComparing the above, we would conclude ti#i5#) is the
In both cases, longer beacon intervals do incur less power cdrest choice since it minimizes neighbor discovery time as well
sumption. From the curves, we would suggest the beacon as power consumption. Schenieis useful in highly mobile
terval be set at around 300 ms, since a larger interval will ongnvironment when power consumption is a less important issue,
contribute to a little more saving in power consumption. Ovewhile scheme)(8) is very power-efficient when being applied
all, scheme&)(8) has the smallest power consumption, which i a low-mobility environment.
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C. Impact of Traffic Load

B. Impact of Mobility In this experiment, we vary the traffic load to observe the ef-

fect. Figure 12 shows the power consumption for unicast traffic.
We use an “on-off” model to simulate the mobility of theA higher traffic load incurs higher power consumption, which

surrounding hosts. Intuitively, a lower “on” probability impliesis reasonable since hosts have less chance to sleep. Figure 13

higher mobility. When the mobility is high, a PS host may noshows the power consumption for broadcast traffic. The increase

be able to keep accurate neighborhood information, leading é® power consumption due to increase of traffic load is almost

a higher chance of sending useless “orphan” packets and thusoticeable because the broadcast packets being injected are

wasting powers. quite small.

Figure 10 shows the impact of “on” probability on power ef- To observe from a different angle, Figure 14 and Figure 15
ficiency. When the “on” probability is less than 70%, the poweghow the power efficiency at different traffic loads. A higher
efficiency will increase sharply for all schemes. This is becaugad makes transmitting a packet less costly for both unicast
inaccuracy neighborhood information mislead a host keeping @hd broadcast traffics because multiple packets may be trans-
polling a missing host by sending many7 /M packets. The Mitted in one beacon interval. At lower traffic load, the idle time
efficiency of)(8) and P(4) are the best at higher “on” proba-for hosts increases, thus wasting more power. Agi#, and
bility. However, at lower “on” probabilityP(4) will outperform @ (8) are most power-efficient, which are followed subsequently
Q(8) (becaus&)(8)'s sensitivity to neighborhood change willby @(4), D, andAA.
reduce).

The simulation result for broadcasting is show in Figure 11. VI. CONCLUSIONS

The major difference is that the power efficiency is quite inde- In this paper, we have addressed the power management prob-
pendent of the “on” probability. The reason is that broadcaktm in a MANET which is characterized by unpredictable mo-

is unreliable; based on our assumption, a broadcast packebility, multi-hop communication, and no clock synchronization.
counted as successful as long as some neighbors are ther@/¢ohave pointed out two important issues, tieeghbor discov-
receive the packet. Thus, there are less useless transmissiansproblem and theetwork-partitioning problem, which may

The trend is similar —€)(8) performs the best, which is subse-occur in such an environment if one directly adopts the power-
quently followed byP(4), Q(4), D, andAA. saving (PS) mode defined in the IEEE 802.11 protocol. As far
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[0l
as we know, the power-saving issues, particularly for multi-hop
MANETS, have not been addressed seriously in the Iiteratu&o]
In this paper, we have proposed three power-saving protocols
for IEEE 802.11-based, multi-hop, unsynchronized MANETS,

The protocols can each guarantee an upper bound on paéﬂ(gt

delay if there is no collision in the beacon window (but col-

lision is inevitable in any random-access network). SimulatidA?2]
results have shown that our power-saving protocols can save lots
of power with reasonable neighbor discovery time. Among thes]
three proposed protocols, the Dominating-Awake-Interval pro-
tocol is most power-consuming but has the lowest neighbor dﬁ&
covery time, while the Quorum-based protocol is most power-
saving but has the longest neighbor discovery time. They dié]
appropriate for highly mobile and lowly mobile environments,

respectively. The Periodical-Fully-Awake-Interval protocol care)
balance both power consumption and neighbor discovery time,
and thus may be used in most typical environments. We he-
lieve that the proposed protocols can be applied to current IEEE

802.11 wireless LAN cards easily with little modification. 18]
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Abstract

A mobile ad hoc network (MANET) is one consisting of a
set, of mobile hosts which can operate independently with-
out infrastructure base stations. Power saving is a critical
issue for MANET since most mobile hosts will be oper-
ated by battery powers. In this paper, we address the
power-saving issue for IEEE 802.11-based MANETS from
several protocol layers, including physical, MAC, and net-
work layers. Our solution is fully power-aware and location-
aware in the sense that it exploits location information of
mobile hosts to achieve energy conservation on all these
protocol layers. In comparison, existing protocols only ex-
ploit location information in limited layers (e.g., power con-
trol is covered in [9, 18, 27], power mode management in
[3, 15, 30], power-aware MAC in [2, 19, 29], and power-
aware routing in [5, 20, 23]). Similar to cellular networks,
our approach is based on partitioning the network area into
squares/hexagons, thus leading to a powerful energy and
mobility management capability.

1 Introduction

Computing and communication anytime, anywhere is a
global trend in today’s development. Ubiquitous comput-
ing has been made possible by the advance of wireless com-
munication technology and the availability of many light-
weight, compact, portable computing devices. Among the
various network architecture, the design of mobile ad hoc
network (MANET) has attracted a lot of attention recently.
A MANET is one consisting of a set of mobile hosts which
can communicate with one another and roam around at
their will. No base stations are supported in such an en-
vironment, and mobile hosts may have to communicate
with each other in a multi-hop fashion. Applications of
MANETS occur in situations like battlefields, major disas-
ter areas, and outdoor assemblies. A working group called
“manet” has been formed by the Internet Engineering Task

*This work is co-sponsored by the Lee and MTI Center for
Networking Research at the National Chiao Tung University, and
the Program of Excellence Research, Ministry of Education, Tai-
wan (contract no. 89-E-FA04-4, 89-E-FA04-1-4, and 89-H-FA07-
1-4). Part of this work was done while Y.-C. Tseng was sup-
ported by the Institute of Information Science, Academia Sinica,
Taiwan, as a visiting scholar. Authors are with the Dept. of Com-
puter Science and Infor. Engr., National Chiao Tung Univ.,Taiwan;
Email:yctseng@csie.nctu.edu.tw, tyhsieh@csie.nctu.edu.tw.

Force (IETF) to study the related issues and stimulate re-
search in MANET.

One critical issue for almost all kinds of portable devices
supported battery energy is power saving. Without power,
any mobile device will become useless. Battery energy is a
limited resource, and it is expected that battery technology
is not likely to progress as fast as computing and communi-
cation technologies do. Hence, how to extend the lifetime
of batteries is an important issue, especially for MANET,
which consists of mobile hosts only.

This paper investigates the design of power-conserving
and location-aware protocols for MANETs. A protocol is
called power-aware if it is designed with power saving in
mind. A protocol’s behavior does have significant impact
on power consumption [2, 4, 30]. For example, the Lu-
cent ORINOCO WLAN PC Card consumes 0.05, 0.9, and
1.4 watts/sec under the doze, receive, and send modes, re-
spectively!. Further, a MANET protocol is called location-
aware if it tries to exploit the physical positions of mobile
hosts. Typically, the location of a mobile host can be col-
lected by attaching a GPS receiver to it. We note that ap-
plying location information in MANETS is a very natural
way to improve MANET’s performance since the connec-
tivity of mobile hosts can be reflected in a 3D physical area,
as opposed to wireline networks, where hosts are connected
by multitudes of cables. Indeed, a lot of location-aware
protocols for MANETS have been proposed [14, 16, 25].

Our solution is fully power-aware and location-aware in
the sense that it exploits location information of mobile
hosts to achieve energy conservation on all protocol layers
including physical, MAC, and network layers. In compari-
son, existing protocols only exploit location information in
limited layers (e.g., power control is covered in [9, 27, 18],
power mode management in [3, 15, 30], power-aware MAC
in [2, 19, 29], and power-aware routing in [5, 20, 23]). Simi-
lar to cellular networks, our approach is based on partition-
ing the network area into squares/hexagons, thus leading
to strong energy and mobility management capability. To
choose routing paths, we define the collective energy level
of each square/hexagon and choose routes accordingly. To
save more powers, a power mode management mechanism
is proposed to reduce the number of awake hosts while
keeping the connectivity of the network. To reduce unnec-
essary collisions (and thus save powers), we separate inter-
from intra-square/hexagon communications in the MAC

IData collected from http://www.agere.com, dated September 13,
2000.



layer. Finally, power control is adopted in the physical
layer based on hosts’ locations.

The rest of this paper is organized as follows. Section
2 reviews related works. The proposed protocols are pre-
sented in section 3. Section 4 concludes this paper.

2 Review of Power-Aware and

Location-Aware Protocols

Earlier we have defined how a protocol is power-/location-
aware or not. Based on the ISO model, we can further look
at this issue from different protocol layers In the following,
we review existing layer-1 to 3 protocols in a top-down
manner. Table 1 summarizes our categorization.

Routing is typically addressed on layer 3. In [5], it is sug-
gested that a mobile host with battery level below a certain
threshold do not participate in routing activities so as to ex-
tend the lifetime of low-energy mobile hosts. Reference [20]
proposes five different metrics, which can judge the power
cost to route a packet. In [23], several power-aware routing
policies are compared and a routing policy that can pro-
tect lower-energy mobile hosts is proposed. All these pro-
tocols are power-aware, but not location-aware. Location-
aware, but non-power-aware, routing protocols also exist
[10, 12, 14, 16]. The routing protocol proposed in [21] con-
cerns both hosts’ energies as well as the distances between
neighboring hosts. Location information is used in [31] to
choose routing paths with lowest power costs.

Power mode management is typically addressed on layer
2. The standard IEEE 802.11 [17] allows a host to en-
ter a power-saving (PS) mode to reduce power consump-
tion. The Bluetooth standard supports four power modes:
active, hold, park, and sniff [8]. In [24], it is pointed
out, that in a multi-hop ad hoc networks, three problems,
namely clock synchronization, neighboring discovery, and
network partitioning, may arise. Several power-mode man-
agement protocols are then proposed to resolve these prob-
lems. Power management concerning transmission delays
and network throughput is addressed in [3, 15]. GPS is
adopted in [30] to partition the network into small squares
called grids. In each grid, a node will be elected as the ac-
cess point, which should stay awake, and the other nodes
can go to sleep. Reference [2] proposes to construct a wir-
tual backbone, which is a minimum spanning tree that can
connect all nodes. An internal node in the spanning tree
has to stay awake all the time, while a leaf node can switch
to a sleep mode. One control and one data channels are
used in [19], and the latter is turned on only when neces-
sary.

Since MAC is closely related to the underlying physi-
cal layer, their power issue are sometimes addressed to-
gether. The work in [29] discusses a busy-tone-based pro-
tocol, which tries to conduct power control on RTS, CTS,
and data packets. Through power control, interference
is reduced and network throughput is improved. In a
packet radio network, [28] discusses how to adjust hosts’

Table 1: Categorization of protocols based on

power/location awareness.

| Protocol | routing | power mode [ MAC [ power cnt’l |
[5, 20, 23] PA
[10, 12, 14, 16] LA
[21, 31] PA+LA
[3, 15, 24} PA
[30} PA+LA
[2, 19] PA PA
29 PA PA
28 PA+LA PA+LA
19, 18, 27] LA+PA
[26] LA+PA LA+PA
ours LA+PA LA+PA LA+PA LA+PA
Application Layer
" (locati ogﬁdependen?y services)
Transport Layer
GPS | positior) Location
receiver Network Layer Service
LLC layer Power Mode
] MAC Layer Management
L Physical Layer

Figure 1: The proposed fully power-aware and location-
aware protocol architecture.

transmission powers to improve network topology based
on locations of stations. Topology control is addressed in
[9, 18, 27], where centralized/distributed rules are used by
hosts to adjust their transmission powers with certain tar-
get topologies in mind. Power control, together with rout-
ing, is addressed in [26].

3 A Fully Power-aware and

Location-aware Protocol

3.1 Basic Idea

As reviewed above, most existing works have addressed
the power-saving issue in MANET on some, but not all,
of layers 1, 2, and 3. Our goal is to propose an integrated
protocol that is power-aware and location-aware in rout-
ing, power mode management, medium access, and physi-
cal layer.

Our work can be considered as an integration and ex-
tension of [14, 30]. Supposing that each host has a GPS
receiver, [14] proposes to partition the network area into
squares called grids. This routing protocol is location-
aware in route discovery, packet relay, and route mainte-
nance. The related routing cost is significantly reduced,
and route lifetime is greatly extended. However, the power
issue is not addressed. Based on the similar partitioning
concept, [30] suggests that only few hosts in each grid need
to stay awake, and the remaining hosts can go to a sleep
mode. Power conservation is thus achieved.
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Figure 2: The relation of transmission distance, r, and grid
side length, d, to guarantee inter-leader communication.

This paper extends the idea in [14, 30] and shows how lo-
cation information can be utilized for full-scale power con-
servation in layers 1, 2, and 3. Fig. 1 illustrates such con-
cept. The work is characterized by the following features:

e By partitioning the physical area into grids, the collec-
tive energy in each sub-area is calculated and routes
are likely to pass those with higher collective energies.
By so doing, routes are more stable and suffer less
breakage probability.

e Also by having grids, only one higher-energy host
needs to stay awake in each sub-area. Other hosts
can go to sleep without worrying missing packets.

e In the medium access part, we separate intra- from
inter-grid communications into different times to im-
prove channel utilization and reduce unnecessary con-
tention. By so doing, transmission power control can
be easily achieved.

3.2 Network Layer

Similar to cellular networks, the geographic area of the
MANET is partitioned into virtual cells called grids. From
its current location, each mobile is able to tell which grid it
is currently resident. In each grid, a leader will be elected
based on energy concerns. Only the leader has to stay
awake, and the other hosts without sending/receiving ac-
tivities may go to sleep. The leader will be responsible
for routing, relaying packets, and maintaining the correct
operation of other hosts in low-power mode. The detailed
leader election protocol will be discussed in 3.3.

The shape of a grid can be a square or a hexagon.
Each grid is denoted by (i, ;) based on a 90°- or 60°-xy-
coordinate system for the square and hexagon cases, re-
spectively. Let d be the side length of grids and r be the
transmission distance of each radio. Since the leader of
each grid is responsible of relaying packets to neighboring
grids’ leaders, the farthest distance between two neighbor-
ing leaders must satisfy d > % and d > \/%, for square-
and hexagon-shape grids, respectively. This is illustrated
in Fig. 2.

Below, we discuss two possible ways to conduct packet
routing: connection-oriented and connectionless. Then we
discuss the important location service to support location
discovery.

o Leader node

First RREQ

Duplicate RREQ 0 Slave node
Figure 3: A route search example for connection-oriented
routing.

3.2.1 Connection-Oriented (Stateful) Routing

For connection-oriented routing, routing tables have to be
constructed before data packets are sent. We adopt on-
demand routing. Our design has two features. First, loca-
tions of the source and the destination are used to confine
the searching range to reduce the discovery cost and to save
energy of irrelevant hosts. Second, routes will be selected
based on energy concerns.

For each host i, its remaining energy at time ¢ is denoted
by ct, which is a value between 0 and 1. A larger value rep-
resents more energy, and 1 means a fully charged battery.
For each grid (4, 7), its collective energy at time ¢ is written
as Cf’j, which is the sum of all battery energies of the hosts
within it, i.e., Cf ; = D ke(ig) ch.

To discover a route from a source S to a destination D, S
sends a RREQ to its grid leader, if S itself is not the leader.
The leader then broadcasts the RREQ to its neighboring
grid leaders. Note that leaders of non-adjacent grids may
hear the RREQ. This causes no problem, and the following
steps will still be executed. On receiving the RREQ, each
leader will check whether D belongs to the local grid or
not. If so, the leader will notify D, if it is sleeping. Other-
wise, the leader increases the hop count by one, appends a
record to the RREQ packet, and rebroadcasts the RREQ
further to its neighboring leaders. The appended record
includes the leader’s grid id (i, j) and the current C} ;. To
avoid endless looping, a duplicate RREQ should not be re-
broadcast. Also, using S and D, the search range should
be confined. There are several alternatives to define the
search range [14]. Fig. 3 illustrates an example of RREQ
propagation.

Each received RREQ by D represents a route. If multi-
ple routes exist, D may choose a proper one for use. We
propose a heuristic that balances both power and through-
put. First, D sorts all potential routes based on their route
energies, where the route energy of a route R (consisting of
a sequence of grids) is defined to be } . - -p C! ;. Those
routes with route energies ranked at the bottom 50% are
deleted. And then from the remaining routes, D picks the
one with the least hop count by unicasting a RREP to S
traveling in the reverse direction of the route.
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Figure 4: A greedy forwarding example for connectionless
routing.

3.2.2 Connectionless (Stateless) Routing

For connectionless routing, no routing information needs to
be constructed by leaders. To send a packet, a host simply
relays to the neighbor that is closest to the destination. In
case of hitting a dead end (local minimum), a left-hand or
right-hand rerouting rule is used to route around the obsta-
cle. This is typically called greedy forwarding. A number
of such protocols have been proposed [1, 12, 22, 31]. How-
ever, they do not rely on partitioning the physical area into
grids.

Our protocol works similarly greedy forwarding. Each
leader periodically broadcasts its location and collective
power with neighboring leaders. Any packet is sent to the
local leader first. The greedy forwarding rule is used until
either the destination or a local minimum is reached. In
greedy forwarding, if multiple choices exist, the one with
the best energy value will be selected. Fig. 4 gives an ex-
ample.

3.2.3 Location Service for Location Tracking

The above routing protocols all rely on pre-knowledge
about the current (or approximated) location of the des-
tination. However, since mobile hosts may move at any
time, tracking their locates presents an important issue.
This is similar to the location-tracking problem in PCS net-
works. However, it is more challenging here since no cen-
tral database should be used. We call this location service
problem.

In the literature, a number of distributed location service
solutions have been proposed [6, 7, 13, 16]. Fortunately,
all these match well with our network architecture. Specif-
ically, they all count on partitioning the network area into
square grids, which are called level-0 squares. Then level-¢
squares are constructed recursively by each grouping four
level-(z — 1) grids together. Our approach directly supports
such location service solutions.

3.3 Power Mode Management

Our protocol relies on electing a leader in each grid which
should always remain awake. The leader’s responsibility
includes: (i) propagating RREQ, RREP, and data packets,

A

Tra timeout registering

retiring or L
g et
\

Figure 5: State transition for mobile hosts’ power mode.

(ii) maintaining the local grid’s routing table (under the
connection-oriented case), (iii) keeping track of the other
members in the local grid, and (iv) buffering packets for
sleeping hosts. Fig. 5 shows the state transition of mobile
hosts’ power mode. A host can be in one of three states:
leader, competing, and slave. Under the first two states,
the host should remain active, while under the last state,
it may go to sleep if its does not intend to send/receive.
Also, to be power-aware, we rank a host’s energy ct into n

levels, such that level j satisfies % <c < L j=1mn.

Whenever a host ¢ is unaware of any leader in its grid,
it should enter the competing state. It should contend to
become the leader by broadcasting a BID(g,loc,ct, Tyiq)
packet, where g is the grid identity, loc is ¢’s current lo-
cation, and Ty;q a time interval. When a host j, which is
also in the competing state, receives i’s BID, it compares
its energy rank against the received one. If j’s energy is
ranked better, it broadcasts a BID. If this is a tie, j fur-
ther compares its current location against the i’s. If j is
closer to the center of the grid, it broadcasts a BID. Oth-
erwise, j simply keeps silent, which means that j consents
to i’s bid. The loser j can enter the slave state. Host ¢,
after detecting no BID for time interval Tj;; after sending
its BID, assumes itself as the leader and enters the leader
state.

To announce its leadership, a leader should periodically
broadcast a HELLO(g,id, Thei,) packet, where g is its
grid identity, ¢d its host identity, and T}y, the time in-
terval between two consecutive HELLOs. On the other
hand, a slave should periodically wake up to register with
its leader by sending a REG(g, id, ct) packets carrying its
own identity. Each leader should maintain a table to keep
track of its local slaves. The registration period, denoted by
Tyeq, should be a multiple of Thes,. To reduce power con-
sumption, we recommend that 7., be considerably larger
than Theyo- A slave who does not register for a timeout
period Treg timeout 1S regarded as leaving this grid. We
recommend that Treg timeout e 3~5 times of T'.y.

A slave, on newly entering a grid, should wait for the
next HELLO from the corresponding leader, in which case
it can reply a REG to register. It is possible that the slave
has not heard a BID for long time, in which case it may
compete by sending a BID. When this is heard by a leader,
it simply replies a H ELLO to discourage the slave. By so
doing, we intend to keep the leader’s leadership even if the
bidder has better location/energy rank to avoid continuous
changes of leaders. That is, a leader only returns to the
competing state when it finds necessary to do so.



(a) before D move to new grid of leader B (b) after D move to new grid of leader B
Figure 6: Route maintenance example when a destination
D moves into a new grid.

A leader, when leaving its current grid or becoming un-
willing to serve as a leader due to low energy rank, can in-
form its slaves so by sending a RETIRE(g,id, RT') packet
in replace of HELLO, where RT the leader’s current rout-
ing table. In this case, it returns to the competing state.
Other slaves, on hearing the RETTRE, will enter the com-
peting state for electing a new leader. The transmission
of RT is for the next leader to carry on the routing job
quickly without breaking current routes. This interesting
“handover” process helps one leader shifts its job to an-
other easily.

A leader should also help maintain its current routes.
When a leader which is the only host in its grid leaves,
all current routes passing this grid become broken. In this
case, the leader should send a RERR to neighboring lead-
ers. This serves as a purpose to erase the erroneous route
entries. The packet may be propagated farther by the re-
ceiving hosts.

On a slave i which is also a source or a destination of a
route leaves its current grid, should deregister with its pre-
vious leader by sending a DEREG(g,i,ng), where g and
ng are its old and new grid identies. The leader of g will
add a pointer to ng in its routing table so that afterward
when data packets for i arrive, they can be correctly for-
warded without need of reestablishing the route. Fig. 6
shows such an scenario.

3.4 MAC Layer

Below, we discuss how hosts contend to access the medium.
Our design has the following features. First, we separate
intra- from inter-grid communications. The former is sup-
ported by the point coordination function (PCF) of IEEE
802.11, while the latter supported by the distributed coor-
dination function (DCF) of IEEE 802.11. Second, a host
can switch to a low-power sleep mode without having to
worry losing packets. Third, QoS communication can be
supported based on our reservation and scheduling strate-
gies.

The channel is partitioned into a sequence of super-
frames. Each superframe is of length T}, and has four
phases: leader phase, registration phase, intra-grid phase,
and inter-grid phase, as shown in Fig. 7. Superframes
among different grids are synchronized (this is made possi-
ble by the availability of clocks from GPS [11]). The leader
phase is for each leader to send its H ELLO packet. Since

Superframe

Leader | Registration . .
phase phase Intra-grid phase | Inter-grid phase
BID, :REG, DEREG, RREQ, RREP,

[ 1
1 1
POLL, DATA : RERR, DATA, :
I I

ACK

HELLO, } ACK, NACK
RETIRE I

Figure 7: The structure of a superframe.

inter-grid interference may exist, each leader should wait
for a random backoff time before sending out its HELLO.
The contention shouldn’t be serious since a grid has only
few neighbors.

In the registration phase, slaves may send REG and
DEREG packets. In addition, to support QoS commu-
nication, a host ¢ in grid g can send a request packet
REQ(g,1,s) to its leader, where s is the number of su-
perframes that it will stay in the doze mode. On the other
hand, the leader can accept/reject the request by replying
an ACK/NAK. A NAK can be replied if the leader would
like to keep the slave awake so that it can forward buffered
packets to the slave. A special case is s = 0, where the
slave can notify the leader that it has packets to be sent,
in which case the leader should poll this slave in the sub-
sequent intra-grid phase.

In the intra-grid phase, the leader polls its slaves in a
round robin manner. The polling list may contain slaves
with buffered packets in the leader’s side and those who
have sent REQ with s = 0. The packet exchange is sup-
ported by the PCF of IEEE 802.11. Specifically, POLLs
are sent to slaves one by one. Data payload can be com-
bined with a POLL. On being polled, a slave can return
a data packet targeted at the leader or another slave in
the same grid. Note that PIFS is used to separated these
frames. By such polling mechanism, QoS communication
is achieved.

Finally, in the inter-grid phase, leaders can exchange
packets. This is supported by the DCF of IEEE 802.11,
so hosts contend to send packets based on CSMA/CA us-
ing RTS/CTS dialogues. DIFS is used to separate these
frames. Note that intra-grid phases and inter-grid phases
of different grids do not have to be perfectly synchronized.
Since DIFS is longer than PIFS, intra-grid phases will have
higher priority. The whole network can coordinate to pick
a preferred length of intra-grid phase. However, supported
by different IFSs, the intra-grid phase can be reduced or
extended in length as desired by individual grids without
problem.

3.5 Physical Layer

Generally speaking, power control is desired for two rea-
sons: saving energy and increasing channel reuse (due to
less interference). Since our protocol separates intra-grid
from inter-grid communications, hosts can apply different
transmission powers for them. Recall d and r. For intra-
grid communications, it is sufficient to reduce the transmis-
sion range within v/2d and 2d for the square and hexagon



cases, respectively. For inter-grid communications, the
transmission range depends on the inter-leader distance
and radio environment. This can be supported by the re-
ceive signal strengths of RTS/CTS as suggested in [29].
One exception is the route request RREQ packets, which
should be sent with the largest possible power so as to dis-
cover routes with less hop counts.

4 Conclusions

We have proposed a new power-aware and location-aware
architecture for efficient communications in MANETS.
Based on a grid concept, we have shown how to con-
serve energies in all aspects of routing, power mode man-
agement, medium access control, and transmission power
control by exploiting hosts’ physical positions. Our so-
lution is an integrated one compared to existing solu-
tions, which only address power saving in some of these
aspects. Lifetimes of mobile hosts can be extended sig-
nificantly. Network throughput, surprisingly, is not hurt
by such conservation. These results can greatly im-
prove the usefulness of MANETSs. Simulation results are
not presented due to space limit, but can be found in
http://www.csie.nctu.edu.tw/~yctseng.
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Abstract

Power-saving is a critical issue for almost all kinds of portable devices. In this paper, we con-
sider the design of power-saving protocolsifiabile ad hoc networks (MANETS) that allow mo-
bile hosts to switch to a low-powskeep mode. The MANETS being considered in this paper are
characterized by unpredictable mobility, multi-hop communication, and no clock synchronization
mechanism. In particular, the last characteristic would complicate the problem since a host has to
predict when another host will wake up to receive packets. We propose three power management
protocols, namelydominating-awake-interval, periodically-fully-awake-interval, and quorum-
based protocols, which are directly applicable to IEEE 802.11-based MANETs. As far as we
know, the power management problem for multi-hop MANETS has not been seriously addressed
in the literature. Existing standards, such as IEEE 802.11, HIPERLAN, and bluetooth, all assume
that the network is fully connected or there is a clock synchronization mechanism. Extensive sim-

ulation results are presented to verify the effectiveness of the proposed protocols.

Keywords: HIPERLAN, IEEE 802.11, mobile ad hoc network (MANET), power management,

power saving, wireless communication.



1 Introduction

Computing and communication anytime, anywhere is a global trend in today’s development. Ubiqui-
tous computing has been made possible by the advance of wireless communication technology and the
availability of many light-weight, compact, portable computing devices. Among the various network
architectures, the design ofbile ad hoc network (MANET) has attracted a lot of attention recently.
A MANET is one consisting of a set of mobile hosts which can communicate with one another and
roam around at their will. No base stations are supported in such an environment, and mobile hosts
may have to communicate with each other imalti-hop fashion. Applications of MANETS occur
in situations like battlefields, major disaster areas, and outdoor assemblies. It is also a prospective
candidate to solve the “last-mile” problem for broadband Internet service providers [1].

One critical issue for almost all kinds of portable devices supported by battery powenseis
saving. Without power, any mobile device will become useless. Battery power is a limited resource,
and it is expected that battery technology is not likely to progress as fast as computing and com-
munication technologies do. Hence, how to lengthen the lifetime of batteries is an important issue,
especially for MANET, which is supported by batteries only.

Solutions addressing the power-saving issue in MANETS can generally be categorized as follows:

e Transmission Power Control: In wireless communication, transmission power has strong im-
pact on bit error rate, transmission rate, and inter-radio interference. These are typically contra-
dicting factors. In [2], power control is adopted to reduce interference and improve throughput
on the MAC layer. How to determine transmission power of each mobile host so as to deter-
mine the best network topology, or knowntapology control, is addressed in [3], [4], [5]. How

to increase network throughput by power adjustment for packet radio networks is addressed in

[6].

e Power-Aware Routing: Power-aware routing protocols have been proposed based on various
power cost functions [7], [8], [9], [10], [11]. In [7], when a mobile host’s battery level is below
a certain threshold, it will not forward packets for other hosts. In [10], five different metrics
based on battery power consumption are proposed. Reference [11] considers both hosts’ life-
time and a distance power metric. A hybrid environment consisting of battery-powered and

outlet-plugged hosts is considered in [8]. Two distributed heuristic clustering approaches for



multicasting are proposed in [9] to minimizing the transmission power.

e Low-Power Mode: More and more wireless devices can support low-power sleep modes. |IEEE
802.11 [12] has a power-saving mode in which a radio only needs to be awake periodically.
HyperLAN allows a mobile host in power-saving mode to define its own active period. An
active host may save powers by turning off its equalizer according to the transmission bit rate.
Comparisons are presented in [13] to study the power-saving mechanisms of IEEE 802.11 and
HIPERLAN in ad hoc networks. Bluetooth [14] provides three different low-power modes:
sniff, hold, andpark. Other references include [15], [16], [17], [18], [19], [20], [21].

This paper studies the management of power-saving (PS) modes for IEEE 802.11-based MANETSs
and thus falls into the last category of the above classification. We consider MANETs which are
characterized by multi-hop communication, unpredictable mobility, no plug-in power, and no clock
synchronization mechanism. In particular, the last characteristic would complicate the problem since
a host has to predict when another host will wake up to receive packets. Thus, the protocol must be
asynchronous. As far as we know, the power-management problem for multi-hop MANETS has not
been addressed seriously in the literature. Existing standards, such as IEEE 802.11 and HYPERLAN,
do support PS modes, but assume that the MANET is fully connected. Bluetooth also has low-power
modes, but is based on a master-slave architecture, so time synchronization is trivial. The works
[18], [19] address the power-saving problem, but assume the existence of access points. A lot of
works have focused on multi-hop MANETS on issues such as power-aware routing, topology control,
and transmission power control (as classified above), but how to design PS mode is left as an open
problem.

Two major challenges that one would encounter when designing power-saving protocols are:
clock synchronization and theneighbor discovery. Clock synchronization in a multi-hop MANET is
difficult since there is no central control and packet delays may vary due to unpredictable mobility
and radio interference. PS modes are typically supported by letting low-power hosts wake up only in
specific time. Without precise clocks, a host may not be able to know when other PS hosts will wake
up to receive packets. Further, a host may not be aware of a PS host at its neighborhood since a PS
host will reduce its transmitting and receiving activities. Such incorrect neighbor information may be
detrimental to most current routing protocols because the route discovery procedure may incorrectly

report that there is no route even when routes actually exist with some PS hosts in the middle. These

3



problems will be discussed in more details in Section 2.

In this paper, we propose three asynchronous power management protocols for multi-hop MANETS,
namelydominating-awake-interval, periodically-fully-awake-interval, andquorum-based protocols.

We target ourselves at IEEE 802.11-based LAN cards. The basic idea is twofold. First, we enforce
PS hosts sending more beacon packets than the original IEEE 802.11 standard does. Second and
most importantly, we carefully arrange the wake-up and sleep patterns of PS hosts such that any two
neighboring hosts are guaranteed to detect each other in finite time even under PS mode.

Based on our power-saving protocols, we then show how to perform unicast and broadcast in an
environment with PS hosts. Simulation results are presented, which show that our protocols can save
lots of powers when the traffic load is not high.

The rest of this paper is organized as follows. Preliminaries are given in Section 2. In Section
3, we present our power-saving protocols. Unicast, broadcast and routing protocols based on our
power-saving mechanisms are in Section 4. Simulation results are presented in Section 5. Section 6

concludes this paper.

2 Preiminaries

In this section, we start with a general review on power-saving works, followed by detailed design of
PS mode in IEEE 802.11. Then we motivate our work by pointing out some problems connecting to

PS mode in multi-hop MANETS.

2.1 Reviewsof Power Mode Management Protocols

Several power management protocols have been proposed for MANET in [15], [16], [20], [21]. The
PAMAS (Power Aware Multi-Access protocol with Signalling) [15] protocol allows a host to power

its radio off when it has no packet to transmit/receive or any of its neighbors is receiving packets, but

a separate signalling channel to query neighboring hosts’ states is needed. Reference [16] provides
several sleep patterns and allows mobile hosts to select their sleep patterns based on their battery
status and quality of service, but a special hardware, c&tabte Activated Switch (RAS), is re-

quired which can receive wakeup signals even when the mobile host has entered a sleep state. A

connected-dominated-set-based power-saving protocol is proposed in [20]. Some hosts must serve



ascoordinators, which are chosen according to their remaining battery energies and the numbers of
neighbors they can connect to. In the network, only coordinators need to keep awake; other hosts
can enter the sleeping mode. Coordinators are responsible of relaying packets for neighboring hosts.
With a similar idea, a grid-based energy-saving routing protocol is proposed in [21]. With the help of
GPS, the area is partitioned in to small sub-areas called grids, in each of which only one host needs
to remain active to relay packets for other hosts in the same grid.

A page-and-answer protocol is proposed in [18] for wireless networks with base stations. A base
station will keep on sending paging messages whenever there are buffered packets. Each mobile
host powers up periodically. However, there is no time synchronization between the base station
and mobile hosts. On reception of paging messages, mobile hosts return acknowledgements, which
will trigger the base station to stop paging and begin transmitting buffered packets. After receiving
the buffered packets, mobile hosts return to power-saving mode, and the process repeats. When the
system is too heavily loaded, the base station may spend most of its time in transmitting buffered
packets, instead of paging messages. This may result in long packet delays for power-saving hosts. A
theoretical analysis of [18] is in [22]. Several software power-control issues for portable computers
are discussed in [17]. How to combine power management and power control for wireless cards is

addressed in [19].

2.2 Power-Saving Modesin |EEE 802.11

IEEE 802.11 [12] supports two power modex&tive and power-saving (PS) modes. The protocols

for infrastructure networks and ad hoc networks are different. Under an infrastructure network, there
is an access point (AP) to monitor the mode of each mobile host. A host in the active mode is fully
powered and thus may transmit and receive at any time. On the contrary, a host in the PS mode only
wakes up periodically to check for possible incoming packets from the AP. A host always notifies its
AP when changing modes. Periodically, the AP transtpéescon frames spaced by a fixetieacon

interval. A PS host should monitor these frames. In each beacon framafiaindication map (TIM)

will be delivered, which contains ID’s of those PS hosts with buffered unicast packets in the AP. A
PS host, on hearing its ID, should stay awake for the remaining beacon interval. Under the contention
period (i.e., DCF), an awake PS host can issue a PS-POLL to the AP to retrieve the buffered packets.
While under the contention-free period (i.e., PCF), a PS host will wait for the AP to poll it. Spaced by



a fixed number of beacon intervals, the AP will setetvery TIMs (DTIMs) within beacon frames to
indicate that there are buffered broadcast packets. Immediately after DTIMs, the buffered broadcast
packets will be sent.

Under an ad hoc network, PS hosts also wake up periodically. ATIM frames, instead of TIM
frames, are sent. The ATIM frame is a subtype of the management frame, which contains frame
control, duration, destination address, source address, BSSID, sequence control, and FCS fields.
However, the frame body field of the ATIM frame is null. The short interval that PS hosts wake
up to transmit/receive ATIM frames to/from other hosts is calledAMEM window. It is assumed
that hosts are fully connected and all synchronized, so the ATIM windows of all PS hosts will start at
about the same time. In the beginning of each ATIM window, each host will contend to send a beacon
frame. Any successful beacon serves as the purpose of synchronizing hosts’ clocks. This beacon also
inhibits other hosts from sending their beacons. To avoid collisions among beacons, a host should
wait a random number of slots between 0 &nd CW,,,;,, — 1 before sending out its beacon.

After the beacon, a host with buffered unicast packets can seleaed ATIM to each of its
intended receivers in PS mode during the ATIM window to inform the receivers that there are buffered
packets for them. A directed ATIM should be acknowledged immediately. If no acknowledgement
is received, the ATIM shall be retransmitted using the DCF access procedure. A station transmitting
an ATIM shall remain awake for the entire current beacon interval. If a station has buffered mutlicast
frames, it shall transmit an appropriate addresuselticast ATIM. Multicast ATIM frames shall not be
acknowledged. Immediately following the ATIM window, a station shall begin transmitting buffered
multicast frames. Following the transmission of multicast frames, unicast packets can then be sent
based on the DCF access procedure. If a mobile host is unable to transmit its ATIM frame in the
current ATIM window or has extra buffered packets, it should retransmit ATIMs in the next ATIM
window. To protect PS hosts, only RTS, CTS, ACK, Beacon, and ATIM frames can be transmitted
during the ATIM window.

Figure 1 shows an example, where host A wants to transmit a packet to host B. During the ATIM
window, an ATIM frame is sent from A to B. In response, B will reply with an ACK. After the ATIM

window finishes, A can try to send out its data packet.
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Figure 1: An example of unicasting in an ad hoc networks with PS hosts.

2.3 Problem Statement

The PS mode of IEEE 802.11 is designed for a single-hop (or fully connected) ad hoc network. When
applied to a multi-hop ad hoc network, three problems may arise. All these will pose a demand of
redesigning the PS mode for multihop MANET.

A) Clock Synchronization: Since IEEE 802.11 assumes that mobile hosts are fully connected, the
transmission of a beacon frame can be used to synchronize all hosts’ beacon intervals. So the ATIM
windows of all hosts can appear at around the same time without much difficulty. In a multi-hop
MANET, clock synchronization is a difficult job because communication delays and mobility are all
unpredictable, especially when the network scale is large. Even if perfect clock synchronization is
available, two temporarily partitioned sub-networks may independently enter PS mode and thus have
different ATIM timing. With the clock-drifting problem, the ATIM windows of different hosts are not
guaranteed to be synchronous. Thus, the ATIM window has to be re-designed.

B) Neighbor Discovery: In a wireless and mobile environment, a host can only be aware by other
hosts if it transmits a signal that is heard by the others. For a host in the PS mode, both its chances
to transmit and to hear others’ signals are reduced. As reviewed above, a PS host must compete with
other hosts to transmit its beacon. A host will cancel its beacon frame once it hears other’s beacon
frame. This may run into a dilemma that hosts are likely to have inaccurate neighborhood information
when there are PS hosts. Thus, many existing routing protocols that depend on neighbor information

may be impeded.



C) Network Partitioning: The above inaccurate neighbor information may lead to long packet
delays or even network-partitioning problem. PS hosts with unsynchronized ATIM windows may
wake up at different times and may be partitioned into several groups. These conceptually partitioned
groups are actually connected. Thus, many existing routing protocols may fail to work in their route

discovery process unless all hosts are awaken at the time of the searching process.

3 Power-Saving Protocolsfor MANET

In this section, we present three asynchronous power-saving protocols that allow mobile hosts to enter
PS mode in a multi-hop MANET. According to the above discussion, we derive several guidelines in

our design:

e More Beacons. To prevent the inaccurate-neighbor problem, a mobile host in PS mode should
insist more on sending beacons. Specifically, a PS host should not inhibit its beacon in the
ATIM window even if it has heard others’ beacons. This will allow others to be aware of its

existence. For this reason, our protocols will allow multiple beacons in an ATIM window.

e Overlapping Awake Intervals. Our protocols do not count on clock synchronization. To resolve
this problem, the wake-up patterns of two PS hosts must overlap with each other no matter how

much time their clocks drift away.

e Wake-up Prediction: When a host hears another PS host’s beacon, it should be able to derive
that PS host’s wake-up pattern based on their time difference. This will allow the former to
send buffered packets to the later in the future. Note that such prediction is not equal to clock

synchronization since the former does not try to adjust its clock.

Based on the above guidelines, we propose three power-saving protocols, each with a different
wake-up pattern for PS hosts. PS hosts’ wake-up patterns do not need to be synchronous. For each PS
host, it divides its time axis into a number of fixed-length intervals cabeston intervals. In each
beacon interval, there are three windows calietive window, beacon window, andMTIM window.

During the active window, the PS host should turn on its receiver to listen to any packet and take
proper actions as usual. The beacon window is for the PS host to send its beacon, while the MTIM

window is for other hosts to send their MTIM frames to the PS host. Our MTIM frames serve the
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Figure 2. Structure of a beacon interval: (a) active, beacon, and MTIM windows and (b) access

procedure.

similar purpose as ATIM frames in IEEE 802.11; here we us@Wito emphasize that the network
is a_nutil-hop MANET. Excluding these three windows, a PS host with no packet to send or receive
may go to the sleep mode. Figure 2(a) shows an example structure of a beacon interval.

The following notations are used throughout this paper:

BI: length of a beacon interval.

AW length of an active window.

BW:: length of a beacon window.

MW length of an MTIM window, where/W > BW .

We should comment at this point that the structure of a beacon interval may vary for different
protocols (to be elaborated later). The illustration in Figure 2(a) is only one of the several possibil-
ities. In the beacon window (resp., MTIM window), hosts can send beacons (resp., MTIM frames)
following the DCF access procedure. Each transmission must be led by a SIFS followed by a random

delay ranging between 0 adx CW,,;, — 1 slots. This is illustrated in Figure 2(b).

3.1 Protocol 1. Dominating-Awake-I nterval

The basic idea of this approach is to impose a PS host to stay awake sufficiently long so as to ensure
that neighboring hosts can know each other and, if desire, deliver buffered packets. By “dominating-

awake”, we mean that a PS host should stay awake for at least about Half iof each beacon
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Figure 3: Structures of odd and even intervals in the Dominating-Awake-Interval protocol.

interval. This guarantees any PS host’s beacon window to overlap with any neighboring PS host’s
active window, and vice versa.

This protocol is formally derived as follows. When a host decides to enter the PS mode, it divides
its time axis into fixed-length beacon intervals, each of lergfh Within each beacon, the lengths
of all three windows (i.e. AW, BW, and MW) are constants. To satisfy the “dominating-awake”
property, we enforce thaliv > BI/2 + BW. The sequence of beacon intervals is alternatively
labeled add andeven intervals. Odd and even intervals have different structures as defined below

(see the illustration in Fig. 3).

e Each odd beacon interval starts with an active window. The active window is led by a beacon

window and followed by an MTIM window.

e Each even beacon interval also starts with an active window, but the active window is terminated

by an MTIM window followed by a beacon window.

It is not hard to see that by imposing the active window occupying at least half of each beacon
interval, we can guarantee that two hosts’ active windows always have some overlapping. However,
why we have different structures for odd and even beacon intervals remains obscure. Let's consider
Fig. 4, where beacon windows always appear at the beginning of beacon intervals. In this case, host
A can hear host B’s beacons, but B always misses As beacons. On the contrary, as Figure 3 shows,
A can hear B’s beacons at odd intervals, and B can hear A's beacons at even intervals.

Earlier we imposed the conditioAlV > BI/2+ BW . The following theorem provides a formal

proof on the correctness of this protocol (proof available in Appendix A).

Theorem 1 The Dominating-Awake-Interval protocol guarantees that when AW > BI/2 + BW,
a PShodt’s entire beacon window always overlaps with any neighboring PS host’s active window in

every other beacon interval, no matter how much time their clocks drift away.

10



[«—— Beacon Interval ——»

‘47 Beacon Intetw\l4>{
[ Beaconwindow [ MTIM Window

Figure 4: An example where host B will always miss A's beacons.

The above theory guarantees that a PS host is able to receive all its neighbors’ beacon frames in
every two beacon intervals, if there is no collision in receiving the latter’s beacons. Since the response

time for neighbor discovery is pretty short, this protocol is suitable for highly mobile environments.

3.2 Protocol 2: Periodically-Fully-Awake-Interval

The previous protocol requires PS hosts keep active more than half of the time, and thus is not energy-
efficient. To reduce the active time, in this protocol we design two types of beacon intdios:
power intervals andfully-awake intervals. In a low-power interval, the length of the active window is
reduced to the minimum, while in a fully-awake interval, the length of the active window is extended
to the maximum. Since fully-awake intervals need a lot of powers, they only appear periodically and
are interleaved by low-power intervals. So the energy required can be reduced significantly.

Formally, when a host decides to enter the PS mode, it divides its time axis into fixed-length
beacon intervals of lengtiB/. The beacon intervals are classifiedlas-power and fully-awake
intervals. The fully-awake intervals arrive periodically everintervals, and the rest of the intervals

are low-power intervals. The structures of these beacon intervals are defined as follows.

e Each low-power interval starts with an active window, which contains a beacon window fol-
lowed by an MTIM window, such thatiW’ = BW + MW. In the rest of the time, the host

can go to the sleep mode.

e Each fully-awake interval also starts with a beacon window followed by an MTIM window.

However, the host must remain awake in the rest of the time Al&.,= BI.

Intuitively, the low-power intervals are for a PS host to send out its beacons to inform others about its
existence. The fully-awake intervals are for a PS host to discover who are in its neighborhood. It is

not hard to see that a fully-awake interval always has overlapping with any host’s beacon windows,

11
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Figure 5: An example of the Periodically-Fully-Awake-Interval protocol with fully-awake intervals

arrive everyp = 4 beacon intervals.

no matter how much time their clocks drift away. By collecting other hosts’ beacons, the host can
predict when its neighboring hosts will wake up. Figure 5 shows an examplepwitht intervals.
So hostsd’s and B’s beacons always have chances to reach the other’s active windows. Proof of the

following theorem is in Appendix B.

Theorem 2 The Periodically-Fully-Awake-Interval protocol guarantees that a PShost’s beacon win-
dows overlap with any neighbor’s fully-awake intervals in every p beacon intervals, no matter how

much time their clocks drift away.

Compared to the previous Dominating-Awake-Interval protocol, which requires a PS host to stay
awake more than half of the time, this protocol can save more power as lgng & However, the
response time to get aware of a newly appearing host could be as lgrigeason intervals. So this
protocol is more appropriate for slowly mobile environments. One way to reduce the response time

is to decrease the value pto fit one’s need.

3.3 Protocol 3: Quorum-Based

In the previous two protocols, a PS host has to contend to send a beacon in each beacon interval. In
this section, we propose a protocol based on the concepianfim, where a PS host only needs to

send beacons i@(1/n) of the all beacon intervals. Thus, when transmission takes more powers than
reception, this protocol may be more energy-efficient. The concept of quorums has been used widely
in distributed system design (e.g., to guarantee mutual exclusion [23], [24], [25], [26]). A quorum is

a set of identities from which one has to obtain permission to perform some action [23]. Typically,
two quorum sets always have honempty intersection so as to guarantee the atomicity of a transaction.
Here we adopt the concept of quorum to design PS hosts’ wakeup patterns so as to guarantee a PS

host’s beacons can always be heard by others’ active windows. This is why our protocol is named so.

12
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(b)host A's quorum intervals, and (c)host B’s quorum intervals

The quorum structure of our protocol is as follows. The sequence of beacon intervals is divided
into sets starting from the first interval such that each continuduseacon intervals are called a
group, wheren is a global parameter. In each group, téntervals are arranged as a 2-dimensional
n X p array in a row-major manner. On thex n array, a host can arbitrarily pick one column and
one row of entries and thege — 1 intervals are calleduorumintervals. The remaining? — 2n + 1
intervals are calledion-quorum intervals.

Before proceeding, let's make some observation from the quorum structure. Given two PS hosts
that are perfectly time-synchronized, it is not hard to see that their quorum intervals always have at
least two intersecting beacon intervals(see the illustration in Figure 6(a)). This is due to the fact that
a column and a row in a matrix always have an intersection. Thus, two PS host may hear each other
on the intersecting intervals. However, the above reasoning is not completely true since we do not
assume that hosts are time-synchronized. For example, in Figure 6(b) and (¢),d@bstts intervals
on row 0 and column 1 as its quorum intervals from & 4 matrix, while hostB selects intervals on
row 2 and column 2 as its quorum intervals. When perfectly synchronized, intervals 2 and 9 are the
intersections.

The structures of quorum and non-quorum intervals are formally defined below.

e Each quorum interval starts with a beacon window followed by an MTIM window. After that,

the host must remain awake for the rest of the interval, A&/, = BI.

e Each non-quorum interval starts with an MTIM window. After that, the host may go to the

sleep mode, i.e., we leAWW = MW

The protocol guarantees the following property (proof in Appendix C).
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Table 1: Characteristics of the proposed power-saving protocols

Protocol Number of beacons Active ratio | Neighbor sensitivity
Dominated-Awake 1 1/2+ BW/BI BI
Periodically-Fully-Awake 1 1/p px BI/2
Quorum-Based (2n — 1)/n? (2n —1)/n? (n?/4) x BI

Theorem 3 The Quorum-Based protocol guarantees that a PS host always has at least two entire
beacon windows that are fully covered by another PS host’s active windows in every +# beacon

intervals.

The Quorum-Based protocol has advantage in that it only transmit¥ifin) of the beacon
intervals(on the contrary, the earlier two protocols have to transmit a beacon in every interval). In
addition, it also keeps awake @(1/n) of the time. As long as > 4, this amount of awaking
time is less than 50%. So this protocol is more energy-efficient when transmission cost is high. The
backside is that a PS host may learn its vicinity at lower speed and that it might be more expensive to

implement.

34 Summary

Table 1 summarizes the characteristics of the three proposed power-saving protocols. “Number of
beacon” indicates the average number of beacons that a host need to transmit in each beacon inter-
val,“Active ratio” indicates the ratio of time that a PS host needs to stay awake while in the PS mode,
and “Neighbor sensitivity” indicates the average time that a PS host takes to hear a newly approaching
neighbor’s beacon. As Table 1 shows, the Quorum-Based protocol spends least power in transmitting
beacons. The Periodically-Fully-Awake-Interval and the Quorum-based protocols’ active ratios can
be quite small as long gs andn, respectively are large enough. The Dominated-Awake-Interval

protocol is most sensitive to neighbor changes, while the Quorum-based protocol is least sensitive.

4 Unicast and Broadcast Protocolsfor Power-Saving Hosts

This section discusses how a host sends packets to a neighboring PS host. Since the PS host is not

always active, the sending host has to predict when the PS host will wake up, i.e., when the latter's
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Table 2: Timing ofMT' 1M windows of the proposed protocols.

Protocol MTIM window’s timing

Dominated-Awake [(2m + 1) x BI + BW,(2m + 1) x BI + BW + MW] (odd int.)
[2m x BI + BI/2 — MW,2m x BI + BI/2] (evenint.)

Periodically-Fully-Awake [m x BI + BW,m x BI + BW + MW|

Quorum-Based [m x BI + BW,m x BI + BW + MW| (quorum int.)
[m x BI,m x BI + MW] (non-quorum int.)

MTIM windows will arrive. To achieve this, each beacon packet has to carry the clock value of
the sending host so that other hosts can calculate their time differences. Table 2 summarizes when
MTIM windows arrive in the proposed protocols, whetés any nonnegative integer.

Since all the hosts in the MANET adopt the same power-saving protocol, the patterns of their
MTIM windows are similar, except that their clocks might be different. Consider any two asyn-
chronous mobile hostd and B. Without loss of generality, lefi’s clock be faster thai’s clock by
AT ps. Whenever hosti's MTIM window arrives, hostA can predict that hosB’s MTIM window
will arrive AT us later; hostB can predict that hosti’s MTIM window arrived AT us before its
own MTIM window arrives. If the Quorum-Based protocol is adopted, a host first predicts when an-
other host's quorum interval starts and then can also predict the latter's MTIM windows in a similar
manner.

After correctly predicting the receiving side’s MTIM windows, the sending side can contend
to send MTIM packets to notify the receiver during the receiver's MTIM window, after which the

buffered data packet can be sent. Below, we discuss how unicast and broadcast are achieved.

4.1 Unicast

This is similar to the procedure in IEEE 802.11's PS mode. During the receVEr'$ M window,

the sender contends to send M&I'I M packet to the receiver. The receiver, on receiving the MTIM
packet, will reply an ACK after an SIFS and stay awake in the remaining of the beacon interval. After
the MTIM window, the sender will contend to send the buffered packet to the receiver based on the

DCF procedure.
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4.2 Broadcast

The situation is more complicated for broadcasting since the sender may have to deal with multiple
asynchronous neighbors. To reduce the number of transmissions, we need to divide these asyn-
chronous neighbors into groups and notify them separately in multiple runs. The steps are described
below. Note that here the broadcast is not designed to be 100% reliable at the MAC layer (reliable
broadcast may be supported at a higher layer).

When a source hos intends to broadcast a packet, it first checks the arrival time of the MTIM
windows of all its neighbors. Thef picks the host, say’, whose first MTIM window arrives
earliest. Based oir’s first MTIM window, S further picks those neighbors whose MTIM windows
have overlapping with’s first MTIM window. These hosts, includiny, are groups together arfi
will try to notify them in one MTIM frame (note that such MTIM frames need not be acknowledged
due to the unreliable assumption). After notifying these neighbors, the sSuwae contend to send
its buffered broadcast packet to this group. Broadcast packets should be sent based on the DCF
procedure too. After this transmissiof, considers the rest of the neighbors that have not been
notified yet in the previous MTIM and repeats the same procedure again to initiate another MTIM
frame and broadcast packet. The process is repeated until all its neighbors have been notified.

A neighbor, on receiving an MTIM carrying a broadcast indication, should remain awake until a
broadcast packet is received or a timeout value expires (here we recommend a timeout value equal to
one beacon interval be used, but this can also be an adjustable parameter during system configuration).

We comment that most traditional on-demand routing protocols, such as DSR [27] and AODV
[28], rely on broadcasting route request packets to discover new routes. If hosts’ clocks are not well
synchronized, some PS hosts may miss the request packets. With our broadcasting protocol, the route
request packets can be received, though with some delays. At the destination side, unicast can be used
to send the route reply packets. When PS hosts in the chosen route receive the route reply packet, it

can go to the active mode.

5 Simulation Experiments

To evaluate the performance of the proposed power-saving protocols, we have developed a simulator

using C. In the simulations, we assume that the area sir@i®n x 1000m, and the transmission
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radius is 250 meters (under such an environment, the average distance between hosts is around 3.2
hops). Hosts’ transmission rate is 2M bits/sec, and the battery power of each mobile host/is 100

The MAC part basically follows the IEEE 802.11 standard [12], except the power management part.
We adopt AODV as our routing protocol. The source and the destination of each route are randomly

selected. Four parameters are tunable in our simulations:

e Traffic load: Routes are generated by a Poisson distribution with rate betweehréuts/sec.

For each route, 10 packets, each of size 1k bytes, will be sent.

e Mobility: Host mobility follows the random way-point model. The pause time is set to 20

seconds. When moving, a host will move at a speed betwee2@m/sec.
e Beacon interval: The length of one beacon interval is 20800 ms.
e Number of hosts: The total number of mobile hosts in the MANET is-5800 hosts.

Basically, each simulation lasts for 100 seconds. However, when measuring the survival ratio of
hosts in the MANET, the simulation will last until all the hosts have run out of energies. Each result
is obtained from the average of 100 simulation runs. The confidence level shown in the figures is at
95% with the confidence interval ak(— 1.960/10, X — 1.960/10), whereX is the mean and is
the standard deviation of the samples. For simplicity, we assume that all hosts are in the PS mode. To
make comparison, we also simulate an “always-active” scheme in which all hosts are active all the
time.

Four performance metrics are used in the simulations:
e neighbor discovery time: average time to discover a newly approaching neighbor.

e survival ratio: the number of surviving hosts over the total number of hosts. (A host is said to

be surviving if its power is not exhausted yet.)

e route establishment probability: the total number of successfully established routes over the

total number of requests.

e route request/reply delay: the time from the source host initiating the route request packet to the
time the destination host receiving the packet and the time the reply is sent from the destination

to the source.
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Table 3: Power consumption parameters used in the simulation.
Unicast send | 454 4+ 1.9 x L pJ/packet

Broadcast send| 266 + 1.9 x L uJ/packet
Unicast receive | 356 + 0.5 x L puJ/packet
Broadcast receive 56 + 0.5 x L pJ/packet
Idle 843 uJ/ms
Doze 27 uJ/ms

Table 4: Traffic-related parameters used in the simulation.

Unicast packet size| 1024 bytes
Broadcast packet size 32 bytes

Beacon window size 4 ms

MTIM window size 16 ms

The data packet transmission delay is not observed in our simulation, because when a route is
established, all the hosts in the route should be switched to the active mode and thus the data packet
transmission delay of our schemes should be similar to that of the “always-active” scheme. The
power model in [29] is adopted, which is obtained by real experiments on Lucent WaveLAN cards.
Table 3 summarizes the power consumption parameters used in our simulations. Sending/receiving
a unicast/broadcast packet has a cBgt. + Py x L, Where Py, is the power consumption
independent of packet length,,;. is the power consumption per byte, ahds the packet length.

When sending a packet of the same size, unicast consumes more power than broadcast because it
needs to send and receive extra control frani&B{, CTS, andACK). The last two entries indicate

the consumption when a host has no send/receive activity and is in the active mode and PS mode,
respectively. As can be seen, staying in the active mode is much more energy-consuming. The traffic-
related parameters are summarized in Table 4.

In the following subsections, we show how beacon interval, mobility, traffic load, and host den-
sity affect the performance of the proposed power-saving protocols. For simplicity, the Dominating-
Awake-Interval protocol is denoted &% the Periodically-Fully-Awake-Interval protocol with param-

eterp is denoted a$’(p), the Quorum-Based protocol with parameteis denoted ag)(n), and the
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Figure 7: Neighbor discovery time vs. beacon interval length. (100 hosts, traffic load = 1 route/sec,

mobility =5 m/sec)

“always active” scheme is denoted Asl.

5.1 Impact of Beacon Interval Length

The length of beacon intervals has impact on hosts’ sensitivity to environmental changes, power
consumptions, route establishment probabilities, and route request/reply delays. However, these are
contradicting factors. To observe its impact, we vary the beacon interval length between4@D

ms. As Figure 7 shows, longer beacon intervals only slightly increase the neighbor discovery time for
schemed and P(5), but have more significant impact on scherggs). Overall, schemé has the
shortest neighbor discovery time, which is subsequently followef @@ andQ(5).

Figure 8 shows that longer beacon intervals may lengthen the lifetime of the MANET, because the
ratio of awake time for each host becomes smaller. However, longer beacon intervals may increase
the broadcasting (and thus route discovery) cost. This will be shown in the next requirement. Overall,
schemeP(5) has the longest network lifetime, which is subsequently followe@ky) andD.

Figure 9 shows the impact of beacon interval length over route request/reply delays. With longer
beacon interval, it takes longer time to wake up hosts. For example, in the route discovery procedure,
a host may have to send broadcasts to multiple groups of neighbors. The number of groups usually
increases as the interval increases. As Figure 9 sh@ws, has the least delays in route request and
reply because it transmits less beacons and thus causes less contentions and collisions.DScheme

also has very low delay. Schen®5) has the highest delays in both route request and reply.
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Figure 8: Host survival ratio vs. beacon interval length. (a) beacon interval = 100 ms, and (b) beacon

interval = 400 ms. (100 hosts, traffic load = 1 route/sec, moving speed =5 m/sec)

Figure 10 shows the impact of beacon interval length on route establishment probability. Longer
beacon intervals do decrease the probability. This is because longer beacon intervals will increase
the time to deliver the route request packets to the destination, and unfortunately, at the time when
the route reply packets are issued, the desired route may have become broken. In terms of route

establishment probability, the differences between the three schemes are insignificant.

5.2 Impact of Mobility

Mobility has a negative impact on survival ratio, route establishment probability, and route request/reply
delays. To observe its effect, we vary hosts’ moving speed betweeAMm/sec.

Figure 11 shows the impact of mobility on survival ratio. Mobility will incur high energy con-
sumption because hosts may spend more power on retransmitting packets. Among the four schemes,
mobility has the least impact oA because it takes the least extra power to retransmit unicast pack-
ets.

Figure 12 shows that as the moving speed increases the route request/reply delays also increase.

However, the impact is insignificant. In terms of transmission delay, schiemperforms the best,
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Figure 11: Survival ratio vs. mobility. (a)moving speed = 0 m/sec, and (b)moving speed = 20 m/sec.

(beacon interval = 100 ms, 100 hosts, traffic load = 1 route/sec)

which is subsequently followed b®(5), D and thenP(5). Schemed A performs the best because
the sender needs not to wait for the receiver to become active.

Figure 13 shows the impact of mobility on the route establishment probability. Among the four
schemes, thel A scheme performs the best and thescheme performs the worsP(5) andQ(5)
are close to each other. Recall that ihescheme has the most accurate neighbor list. This simulation
result indicates that the accuracy of neighbor list is not so important for the route establishment
probability because a host missing a route request may hear the same request from other neighbors,

and route request is typically done by flooding.

5.3 Impact of Traffic L oad

Traffic load also has a negative effect to survival ratio, route establishment probability, and route
request/reply delays. To observe its impact, we vary the traffic load betweehrbutes/sec.
As Figure 14 shows, when the traffic load becomes higher, the route establishment probability

becomes lower because heavier traffic will cause more collisions and congestions. Among the four
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schemes, thel A scheme performs the best and &) scheme performs the wordl and P(5) are
close to each other. Figure 15 shows the impact of traffic load on network lifetime. It is reasonable to

see that higher traffic load will reduce the network lifetime.

5.4 Impact of Host Density

In this experiment, we fix the network size and vary the total number of hosts betweeA®D The
impact on route establishment probability is in Figure 16. We see that when the host density becomes
higher, the route establishment probability somehow gets hurt. In a denser network, collision and
congestion may become reasons that cause route establishment failure. O\érplyforms the
best and th&)(5) scheme performs the wordl and P(5) are close to each other.

Figure 17 shows that a higher node density will bring down the network lifetime. We note that
although the traffic load is the same, the broadcast cost to discover routes will become higher. When
a route request is issued, not only more hosts will help searching for routes, but also the broadcast

cost in each individual host will become higher as the network is denser.

6 Conclusions

In this paper, we have addressed the power management problem in a MANET, which is characterized
by unpredictable mobility, multi-hop communication, and no clock synchronization. We have pointed

out two important issues, theeighbor discovery problem and thenetwork-partitioning problem,
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Figure 17: Survival ratio vs. node density. (a)50 hosts, and (b)200 hosts. (beacon interval = 100 ms,

traffic load 1 route/sec, mobility = 5 meters/sec)

which may occur if one directly adopts the power-saving (PS) mode defined in the IEEE 802.11
protocol. As far as we know, the power-saving issues, particularly for multi-hop MANETS, have
not been addressed seriously in the literature. In this paper, we have proposed three power-saving
protocols for IEEE 802.11-based, multi-hop, unsynchronized MANETs. Simulation results have
shown that our power-saving protocols can save lots of energies with reasonable route establishment
probability. Among the three proposed protocols, the Dominating-Awake-Interval protocol is most
energy-consuming but has the shortest neighbor discovery time, while the Periodical-Fully-Awake-
Interval protocol is most energy-saving but has the longer route discovery delays. The Quorum-based
protocol consumes more energies than the Periodical-Fully-Awake-Interval protocol, but it transmitts
fewer beacon frames than the other two protocols and has shorter route discovery delays. We believe

that the proposed protocols can be applied to current IEEE 802.11 wireless LAN cards easily with
little modification.
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Appendix

A Proof of Theorem 1

Proof. It suffices to prove the theorem under the conditiiV’ = BI/2 + BW. Consider any two
asynchronous mobile hostsand B. Without loss of generality, led’s clock be faster tham®’s clock
by AT = k x BI+ At,whered < At < BI andk > 0is an integer. In the following derivation, let’s
useA’s clock as a reference to derivé's clock. Assuming that andm are non-negative integers,

we can derive the following timings fot and B.

e A’s active windowsin x BI,n x BI + BI/2+ BW].

A’s beacon windows in odd interval§2m + 1) x BI,(2m + 1) x BI + BW].

A’s beacon windows in even interval@m x BI + BI/2,2m x BI + BI/2 + BW].

B’s active windows:n x BI + AT,n x BI + BI/2+ BW + AT].

B’s beacon windows in odd interval§2m + 1) x BI + AT, (2m + 1) x BI + BW + AT].

e B’'sbeacon windows in even interval@m x BI+BI/2+AT,2mx BI+BI/2+BW+AT].

Below, we prove that for host, in every pair (odd and even) of beacon intervals, there is at
least one entire beacon window overlapping with hB& active window, and vice versa. This is
done by showing that the former’s beacon window will start later than the later’s active window, and

terminates earlier than the later’s active window. We separate from two cases.
e Casel: 0 < At < BI/2

1. ConsiderB’s odd (2m + 1)-th) interval. We prove thaB’s beacon window will be
covered byA’s (2m + 1 + k)-th active window. The following derivation shows thais
beacon window starts later thatis active window:
Cm+1+Ek)xBI<(2m+1+k)xBI+At=2m+1)x Bl +kx Bl + At =
(2m + 1) x BI 4+ AT,
and the following shows thd’s beacon window ends earlier thatis active window:
(2m+1)x BI+ BW + AT = (2m +k+1) x BI + BW + At < 2m +k + 1) x
BI + BI/2+ BW.
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2. ConsiderA’s even (@m)-th) interval. We prove thatl’s beacon window will be covered
by B's (2m — k)-th active window. The following derivation shows thdts beacon
window starts later tha®’s active window:

(2m — k) x BI + AT = (2m — k) x BI +k x BI + At < 2m x BI + BI/2,

and the following shows that's beacon window ends earlier thé@tis active window:
2m x BI+BI/24+ BW < 2m x BI+BI/24+ BW + At = (2m —k) x B[+ BI /2 +
BW 4+ k x BI + At = (2m — k) x BI + BI/2+ BW + AT.

e Case2: BI/2 < At < BI, assume that\t = BI/2 + Ad,0 < Ad < BI/2

1. ConsiderB’s even (@m)-th) interval. We prove thaB’s beacon window will be covered
by A’s (2m + 1 + k)-th active window. The following derivation shows thats beacon
window starts later thar's active window:

(2m +14k)x BI < (2m+1+k) x BI + Ad = 2m x BI + BI/2 + k x BI +
(BI/2 + Ad) = 2m x BI + BI/2 + AT,

and the following shows thd’s beacon window ends earlier thatis active window:
2m x BI+ BI/2+BW + AT = 2m x B[+ BI/2+ BW +k x BI+(BI/2+ Ad) =
(2m +14k) x Bl + BW + Ad < (2m + 1+ k) x BI + BI/2 + BW.

2. ConsiderA’s odd (m + 1)-th) interval. We prove thatd’s beacon window will be
covered byB’s (2m — k)-th active window. The following derivation shows thats
beacon window starts later thd#is active window:

(2m — k) x BI + AT = (2m — k) x BI + k x BI + At < (2m + 1) x BI,

and the following shows that’s beacon window ends earlier thétis active window:

(2m + 1) x BI + BW < 2m x BI + BI/2+ BW + (BI/2 + Ad) = (2m — k) X
BI+4 BI/2+ BW 4k x BI+(BI/2+Ad) = (2m — k) x BI + BI/24+ BW + AT.

|

B Proof of Theorem 2

Proof. Consider any two asynchronous mobile hadtand B. Without loss of generality, lef’s

clock be faster thai®’s clock by AT = k x BI + At, where0 < At < BI and k is a non-negative

31



integer. In the following derivation, let's us#'s clock as a reference to derivés clock. Assuming
thatn is a non-negative integer and the fully-awake intervals arrive periodically evetgrvals, we

can derive the following timings foA and B.
e A’s active windowsin x p x BI,(n X p+ 1) x BI + BW + MW].
e A’s beacon windowsfn x BI,n x BI + BW].
e B’s active windows{n x p x BI + AT, (n x p+ 1) x BI + BW + MW + AT.
e B's beacon windowsfn x BI + AT,n x BI + BW + AT].

Below, we prove that for host, in everyp beacon intervals, there is at least one entire beacon
window overlapping with hosB’s active window, and vice versa. This is done by showing that the
former’s beacon window will start later than the later’s active window, and terminates earlier than the

later’s active window.

e ConsiderB’s (n x p)-th interval. We prove thaB’s beacon window will be covered hy’s
(n x p + k)-th active window. The following derivation shows thats beacon window starts

later thanA’s active window:
mMxp+k)x Bl<nxpxBI+kxBI+At=nxpx BI+ AT,
and the following shows thd’s beacon window ends earlier thatis active window:
nxpx BI+BW +AT = (nxp+k)xBI+BW +At < (nxp+k+1)xBI+BW +MW.
e ConsiderA’s (n x p+ k + 1)-th interval. We prove thatl’s beacon window will be covered by

B’s (n x p)-th active window. The following derivation shows thas beacon window starts

later thanB’s active window:
nXpXBI+AT =(nxp+k)xBI+At<(nxp+k+1)x BI,
and the following shows that’s beacon window ends earlier thétis active window:

mxp+k+1)xBI+BW < (nxp+1) x Bl + BW + MW + k x BI + At =
(nxp+1)x BI + BW + MW + AT.
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C Proof of Theorem 3

Proof. Consider any two asynchronous mobile hadtand B. Without loss of generality, lefl’s
clock be faster tha®’s clock by AT = k x BI + At, where0 < At < BI andk > (0 is an integer.
Assume thatd picks rowr; and columne; as its quorum intervals, whil® picks rowr, and
columne, as its quorum intervals, whefe< r, ¢1,ra, co < n.
In the following derivation, let's usd'’s clock as a reference to deriv&s clock. Assume that,

z, andy are non-negative intege® < z, y < n. We can derive the following timings fot and B.

e A’s active window in its chosen row(a xn?+r; xn)x BI, (axn?+(ri+1) xn) x BI+MW].

e A’s active window in its chosen columif(a x 72 +y x n+c1) x BI, (a x n2 +y x n+c; +

1) x BI + MW].

e A’s beacon window in its chosen rofa x n? +r; x n+xz) x BI, (a x n® + 71 X n+x) X

BI + BW].

e A’s beacon window in its chosen columffa x n? +y x n +¢;) x BI,(a x n? +y x n +

¢1) x BI + BW].

e B’s active window its chosen row(a x n? +ry x n) X BI + AT, (a x n? + (ro +1) x n) x

BI + MW + AT).

e B’s active window in its chosen columiita x n? +y x n + c3) x BI + AT, (a x n® +y x

n+cy +1) x BI + MW + AT).

e B’s beacon window in its chosen rof(a x n? + ro x n+ z) x BI + AT, (a x n? + ry x

n+x) x BI + BW + AT].

e B’s beacon window in its chosen columjta x 172 +y x n +cz) x BI + AT, (a x n? +y x

n+c3) X BI + BW + AT].

Below, we prove that for hostl, in everyn? beacon intervals, there are at least two beacon
windows overlapping with hogB’s active window, and vice versa. This is done by showing that two
of the former’s beacon windows will start later than the later's active windows, and terminate earlier
than the later’s active windows. Assume that- k = —p x n+ u, co + kK = ¢ X n + v, wherep, q,

u, andv are nonnegative intege$.< v, u < n.
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e We prove that one oB’s beacon window in its chosen column will be covered Ay active

window in its chosen row.

ConsiderB’s (a x n? + (r1 — q) x n + cz)-th interval in its chosen column. We prove that
B’s beacon window will be covered hy’s active window in its chosen row. The following

derivation shows thaB’s beacon window starts later thatis active window:

(axn?+rixn)xBI<(axn?>+(ri—q)xn+qgxn+v)xBl+At=(axn®+
(ri—q)xn+co+k)x Bl + At = (a xn? + (ry — q) X n+ ¢3) x BI + AT,

and the following shows thd’s beacon window ends earlier thatis active window:
(axn?+(r1—q)xn+co) x BI+BW +AT = (axn?+(r1—q) xn+co+k) x BI+BW +At =
(axn?+r xn+v)x BI+BW + At < (axn?+(r1 +1) xn) x B + MW.

e We prove that one of3’s beacon window in its chosen row will be covered His active
window in its chosen column.

ConsiderB’s (a x n?+ry x n+u)-th interval in its chosen row and's (a xn?+(rq+p) xn+cy)-
th interval in its chosen column. We prove thias beacon window will be covered hy's
active window. The following derivation shows thBts beacon window starts later thatis

active window:

(axn?+(ro+p)xn+ec) x BI < (axn?+(rg+p) xn+cy—k)x Bl +kx BI + At =
(@axn?+(ro+p)xn—pxn+u) x Bl + AT = (a x n? + 13 x n+u) x BI + AT,

and the following shows thdg’s beacon window ends earlier thats active window:
Sinceu+k=pxn+c =
(axn®+ryxn+u)x BI+BW +AT = (a xn?+ry xn+u+k) x Bl + BW + At =

(@xn?4(ro+p) xn+c)) x BI+BW + At < (axn?+(ro+p) xn+c1+1)x BI+MW.

e We prove that one ofi’'s beacon window in its chosen column will be covered®yg active

window in its chosen row.

—if(0<u<n)=
ConsiderA’s (a x n? + (ro + p) x n + c1)-th interval in its chosen column. We prove

that A’s beacon window will be covered b#’s active window in its chosen row. The
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following derivation shows that’s beacon window starts later thdis active window:

Sincek=pxn+c —u=

(@xn?+ryxn)x BI+AT = (a xn?+ry xn+k) x Bl + At = (a x n? + (ro +

p)Xn+ec —u) x Bl + At < (a xn?+ (ro +p) xn+cp) x BI,

and the following shows that’s beacon window ends earlier thétis active window:

Sincepxn—+c =k+u=

(axn?+(ro+p)xn+c)) x BI+BW < (axn?+ryxn+k+u)x BI+BW + At =

(axn?+ryxn+u)x Bl + BW +AT < (axn?+(ra+1) xn) x Bl + MW + AT.
—if(u=0)=

ConsiderA’s (a x n? + (ro +p +1) x n+ ¢;)-th interval in its chosen column. We prove

that A’s beacon window will be covered b#’s active window in its chosen row. The

following derivation shows that’s beacon window starts later thdis active window:
Sincek=pxn-+c =

(@axn?+roxn)x BI+ AT = (a xn?+ry xn+k)x BI + At = (a xn? + (ry +
p)xn+c)x BI+At< (axn?+ (ro+p+1) xn+cp) x B,

and the following shows that’s beacon window ends earlier thétis active window:
(axn?+(ro+p+1)xntc)) x BI+BW < (axn?4(rg+1)xn+k)x BI+BW +At <
(@ xn?+ (rg+1) xn) x BI + MW + AT.

e We prove that one ofi’s beacon window in its chosen row will be covered B¥s active

window in its chosen column.

-if(l0<v<n—1)=>
Considerd’s (a x n?> + r; x n + v + 1)-th interval in its chosen row anB’s (a x n? +
(r1 —q) X n + co)-th interval in its chosen column. We prove th&s beacon window
will be covered byB’s active window. The following derivation shows thats beacon
window starts later tha®’s active window:
(@axn?+(r1—q) xn+cy) x BI+AT = (axn?+(r1 —q) xn+gxn-+v) x BI+At =
(axn®+r xn+v)x BI+At < (axn?+r xn+v+1)x BI,

and the following shows that’s beacon window ends earlier thétis active window:
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(@axn?+rixn+v+1)xBI+BW = (axn?+(ri —q) xn+qgxn+uv+
D)XxBI+BW < (axn’>+(ri—q¢q)xn+c+k+1) x Bl + MW + At =
(axn?+(r1 —q) xn+cy+1) x Bl + MW + AT.

iflv=n—-1)=

ConsiderA’s (a x n% 4+ r; x n)-th interval in its chosen row anB’s (a x n? + (r; — ¢ —
1) x n + c9)-th interval in its chosen column. We prove th#s beacon window will be

covered byB’s active window. The following derivation shows thats beacon window

starts later thatB’s active window:

(axn?+(ri—q—1)xn+c) x BI+AT = (axn’+(ri—q—1)xn+gxn+v)x BI+At =
(axn®+(ry—1)xn+v)x BI + At < (a x n? + 7, x n) x BI,

and the following shows that’s beacon window ends earlier thétis active window:
(axn?+r;xn)x BI+BW = (axn?+(ri—q—1)xn+gxn+v+1)x BI+BW <
(@axn?+(ri—q—1)xn+ca+k+1)x BI+ MW +At = (a xn?+(ry —q—
1) xn+ecy+1) x Bl + MW + AT.
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Abstract

One important application of wireless sensor networks
is tracking moving objects. The recent progress has made
it possible for tiny sensors to have more computing power
and storage space. Therefore, a sensor network can be con-
sidered as a distributed database, on which one can con-
duct in-network data processing. This paper considers in-
network moving object tracking in a sensor network. This
typically consists of two operations: location update and
query. W\e propose a message-pruning tree structure that
is an extension of the earlier work [7], which assumes the
existence of a logical structureto connect sensorsin the net-
work. We formulate this problem as an optimization prob-
lem. The formulation allows us to take into account the
physical structure of the sensor network, thus leading to
more efficient solutions than [ 7] in terms of communication
costs. Ve evaluate updating and querying costs through
simulations.

1. Introduction

The flexibility of installing and configuring a sensor net-
work is thus greatly improved. Recently, a lot of re-
search activities have been dedicated to sensor networks
[3,4,5,7,8,12,13].

Obiject tracking is an important application in wireless
sensor networks (e.g. military intrusion detection and habi-
tat monitoring). In [13], the authors present a localized
prediction approach for power-efficient object tracking by
putting unnecessary sensors into sleep mode. Techniques
of cooperative tracking by multiple sensors have been ex-
plored in [1, 9, 14]. In [14], the authors proposean-
voy tree, which is a localized tree rooted at a sensor nearby
the current location of the object, where data aggregation
is conducted. In [2], dracking tree is proposed to solve a
pursuer-evader problem in sensor networks. Sensors com-
municate periodically with neighbors and maintain a dy-
namic tracking tree that is always rooted at the evader.

In [7], the authors consider a sensor network as a dis-
tributed database and propose a scalable message-pruning
hierarchy tree calle®AB (Drain-And-Balance) for object
tracking. The tree is a logical tree to connect all sensors
and each internal node in the tree maintairdetected set
containing its descendants’ coverage. The main idea is sim-

The rapid progress of wireless communication and ilar to data aggregation and in-network data processing
embedded micro-sensing MEMS technologies have made3. 5, 6, 8], and thus a lot of redundant transmissions are
wireless sensor networks possible. Such environments may €liminated.
have many inexpensive wireless nodes, each capable of col- This work is an extension of the work in [7]. Instead
lecting, processing, and storing environmental information, of assuming the existence of a logical tree, we try to real-
and communicating with neighboring nodes. In the past, ize the logical tree by the sensors directly. In this way, the
sensors are connected by wire lines. Today, this environ-real communication cost can be evaluated more accurately.
ment is combined with the novad hoc networking tech- ~ We then propose two message-pruning tree structures called
nology to facilitate inter-sensor communication [10, 11]. DAT (Deviation-Avoidance Tree) and Z-DAT (Zone-based

*Y. C. Tseng’s research is co-sponsored by the NSC Program for Pro- DAT)' we formUk.ite Communication costs associated with
motiﬁg Acaderr?ic Excellence of Universities under grant number 93-2752- trees. Throth simulations, we demonstrate the advantage
E-007-001-PAE, by Computer and Communications Research Labs., ITRI, of our approach.

Taiwan, by Intel Inc., by the Institute for Information Industry and MOEA, The remainder of this paper is organized as follows.

R.O.C, under the Handheld Device Embedded System Software TeChnOI'SeCtion 2 defines the problem. Constructions of message-
ogy Development Project and the Communications Software Technology )

Project, and by Chung-Shan Institute of Science and Technology underPruning tre?S are_presented_in Section 3. Ou_r simulation
contract number BC93B12P. results are in Section 4. Section 5 concludes this paper.




2 Problem Statement with the sink as the root. Intuitively, is a logical tree con-
structed from, in which each edgéu, b) € Er is a short-
est path connecting sensara&ndb in G. So the weight of
each edgéa, b) € Er, denoted byur(a, b), is modelled by
the minimum hop count betweenandb in G. For exam-
é)le, Fig. 2(a) shows a logical message-pruningfréer the
networkG in Fig. 1(b). Our purpose is to construct such a
tmessage—pruning tréle for in-network object-tracking. We
dopt an aggregation model similar to the STUN hierarchy

We consider a wireless sensor network deployed in a
field for the purpose of object-tracking. Sensors’ loca-
tions are already known at a special node cadlekl, which
serves as the gateway of the sensor network to the outsid
world. We adopt a simpl@earest-sensor model, in the
sense that the system only tries to identify the sensor tha
receives the strongest signal from the object. So the sensin% . o . o
field can be partitioned into a Voronoi graph, in which each roposed in [7]. Specifically, each noden T" maintains

polygon denotes the sensing range of a sensor, as depictef detecteq list DL, = (L.O’ .Ll’ -+ L) such thatl _is the
in Fig. 1(a). set of objects currently inside the coverage of senself,

andL;,: = 1,--- ,k, is the set of objects currently inside

Our goal s not to propose a location-tracking model, but the coverage of any sensor who is in the subtree rooted by
to propose a data-aggregation model for this kind of ser- thei-th child of senson, wherek is the number of children

vice. We assume that whenever an object arrives at or de- . , .
. of a. When an object moves from sensar’s to b's sensing

parts from the sensing range (polygon) of a sensalg-a

tection event will be reported (note that this report message range such thati, b) € Eg, a dgparture eventep(o, a, b)

does not always need to be forwarded to the sink, as will and an gmval eventru(o, b, a) will be rgported by: andb,

be elaborated later on). Following the model in [7], two respectively, alone the tr@. On .rece.|vmg such an event,

sensors are callenkighbors if their sensing ranges share a a sensow takes the following actions:

common boundary on the Voronoi graph; otherwise, they

are non-neighbors. We also consider that the sensor net-

work is responsible for tracking a large number of objects

that may move frequently in the field (such as workers in

an oﬁice _environmeqt or qn!mals ip a farm). So from the longs to the subtree rootedain 7" or not. If not, the

mobility history of objegts, itis .p055|blle to collect tbeent eventdep(o, a, b) is forwarded to the parent node of

rates between each pair of neighboring sensors. An event in T

rate represents the frequency of objects travelling from one

sensor to another in statistics. For example, in Fig. 1(a), the e If the event isarv(o, b, a), = will add o to the proper

arrival and departure rates between sensors are shown on [, in DL, such that sensadrbelongs to thé-th subtree

the edges of the Vonoroi graph. of z in T. If x = b, theno will be added taLg in DL,.

We consider the sensor network as a database with dis-  Thenxz checks whether sensatbelongs to the subtree
tributed storages among sensors. In-network information rooted atz in T or not. If not, the eventrv(o, b, a) is
processing will be conducted to support object-tracking ser- forwarded to the parent node ofin 7.
vices. Therefore, the events detected by sensors are not al-
ways reported to the sink. The problem is modelled as fol-  The above event-reporting actions guarantee that, disre-
lows. The communication range of sensors is assumed to bgarding transmission delays, the data strucicg always
large enough so that neighboring sensors (in terms of theirmaintains the objects under the coverage of each subtree of
sensing ranges) can communicate with each other directlyeach sensor in T. So searching the location of an object
So the network topology can be regarded as an undirecteccan be done efficiently ii". For example, Fig. 2(a) shows
weighted graptG' = (Vg, E¢) with Vi representing sen-  how to query the location of Carl iv. Fig. 2(b) shows
sors andE representing links between neighboring sen- how events are reported as Carl and Car2 move and how
sors. The weight of each linka,b) € Eg, denoted by  we query the new location of Carl.

e If the event isdep(o, a,b), = will remove o from the
properL; in DL, such that sensarbelongs to the-th
subtree ofr in T'. If x = a, theno will be removed
from Ly in DL,. Thenx checks whether sensbibe-

wg(a,b), is the sum of event rates fromto b and b to Based on the above formulation, we define a cost func-
a. This is because both arrival and departure events will tion of 7' by counting the number of events transmitted in
be reported in our scheme. So bettand b will experi- the network:
ence the same rate (arrival plus departure). For example,
Fig. 1(b) shows the graph corresponding to the sensor net- C(T) = Z we(u, v) * (distr(u, par(u,v))
work in Fig. 1(a). (u,v)€Eq

Given G, our goal is to construct fronty a logical +disty (v, par(u,v))), (1)

weighted treel’ = (Vr, Er), called amessage-pruning
tree, such that the total communication cost is as low as pos-  wherepar(u, v) denotes the root of the minimum sub-
sible, whereV; = Vi and E consists of V| — 1 edges tree inT that includes both: andwv, anddisty(z,y) is
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Figure 1. (a) The Voronoi graph of a sensor network. The arrival and departure rates between sensors
are the numbers associated with arrows. (b) The graph G corresponding to the sensor network in

(a). The number labelled on each edge represents its weight.
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Figure 2. (a) A logical message-pruning tree T constructed from G in Fig. 1. Dotted lines show how
to query the location of Carl. (b) The event reporting when Carl moves from sensor K to G and Car2

moves from H to C.



the sum of weights of the edges on the path connecting3 Tree Construction Algorithms
x andy in T. For example, in Fig. 2(ayisty(F,K) =
wr(F ) +wr(I,J) + wr(J, K) = 3, although the min-
imum hop count betweeR and K is 2 in G. In order to
realize what factors can impact the value(¢fT’), we will
show thatC'(7") can be expressed by another form.

In this section, we propose two algorithms to construct
message-pruning trees. The first solution is a greedy ap-
proach based on a deviation-avoidance idea. Then we intro-
duce a zone-based approach to further reduce the cost when

sensors are deployed like a grid.

Theorem 1. Given any logical tree T of the sensor network

G, we have 3

Cc(T) wrp(u,v) X

(u,v)€Ep,u=par(v)

>

(z,y)€Eqg,x€Subtree(v),y¢ Subtree(v)

@)

wG(xvy)a

where Subtree(v) isthe subtree of T' rooted at node v.

Proof. This can be proved by observing whether an event
between two sensors will be reported along a linkZin
Consider any(u,v) € Ep. For any(z,y) € Eq, any
event between sensarsandy such thate € Subtree(v)
andy ¢ Subtree(v) will cause a message being transmit-
ted fromwv to w. Further, no other event will cause any
message being transmitted framto w. This leads to the

theorem. O

Note that although our derivation starts from the con-
struction of graphz from the Vonoroi diagram, one may
constructG from different ways and the rest of the deriva-
tion will be similar. For example, when there are obstacles
in the sensing field, using Voronoi diagram to constrict
may not be reasonable. One may simply consteecic-
cording to the adjacency relationship between sensors, as

illustrated in Fig. 3.
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Figure 3. An example of constructing network
G in a sensing field with an obstacle.

1 A Greedy Deviation-Avoidance Tree

Our goal is to find a tre@ that incurs a lowC(T"). From

Eg. 1 and Eqg. 2, we make three observations abt):

e From Eq. 1, we observe that the minimal value
of disty(u, par(u,v)) is distg(u, par(u,v)), where
distc(u, par(u,v)) denotes the minimum hop count
between sensar and sensopar(u,v). In general, we
would expect thatlistr(u, sink) = distg(u, sink)
for eachu € V; otherwise, we say thai deviates
from its shortest path to the sink. If this condition is
met, we say thafl” is deviation-free. For example,
the trees in Fig. 4(a), (c), and (d) are all deviation-free
trees corresponding to the gra@hin Fig. 1(b). On the
contrary, Fig. 4(b) is not a deviation-free tree, because
diStT(E, A) =3 butdz’stG(E, A) =2

From Eq. 2, we observe that the minimal value of
wr(u,v) is 1 whenu # v, i.e. notonly(u,v) € Ep

but also(u,v) € Eg. Therefore, we would expect
that each sensor’s parent is its neighbor. Only the tree
shown in Fig. 4(d) satisfies this observation. Conduct-
ing this observation to Eq. 1, it means that the aver-
age value oflistr (u, par(u,v))+distr (v, par(u,v))

is reduced. For example, the average values of
distp(u, par(u,v)) + disty(v, par(u,v)) are 3.591,
2.864, and 2.227 in Fig. 4(a), (c), and (d) respectively.

In Eq. 1, the weightwg(u,v) will be multi-
plied to distr(u,par(u,v)) + distr(v,par(u,v)).

For two edges(u,v) and (u/,v") € Eg such
that wg(u,v) > wg(/,v"), we would expect
that distr(u,par(u,v)) + distp(v,par(u,v)) <
distp(u', par(u',v")) + distr (v', par(u,v")). Based

on this observation and the second observation, an
edge(u, v) with a higherwg (u, v) should be merged
into T" early andpar(u, v) should be eithet or v.

Based on above observations, we design our message-
pruning tree. The detailed algorithm is shown in Fig. 5.
Initially, we treat each sensor as a singleton subtree. Then
we sortE¢ into a list L according to their event rates in a
decreasing order and examine edges ione by one. This
step is due to the third observation. For each e@dge)
being examined(u, v) will be included intoT only if u



Ais the sink.

A'is the sink.

Figure 4. Four possible message-pruning
trees with the corresponding graph shown in
Fig. 1(b). Those trees in (a), (c), and (d) are
deviation-avoidance trees. However the tree
in (b) is not a deviation avoidance tree, since
disty(E,A) is three and distg(E,A) is two.
The average values of distp(u,par(u,v)) +
distr(v,par(u,v)) for each (u,v) € FEg are
3.591, 2.864, and 2.227 in (a), (c), and (d) re-
spectively.

andv belong to different subtrees iA. Also, (u,v) will be

included intoT" only if at least one of them is a root of a

subtree and the other node is on a shortest path from

Therefore, we can get a connecfédooted at the sink even-
tually. Second, we show thdtis a shortest path tree rooted

at the sink. There are two key factors in the algorithm that
make the tree be a shortest path tree rooted at the sink. First,
we choose the sensor, callegwhose value oflists(v) is
larger than another sensor, calledas a child. If the tree
path from sensot to the sink is the shortest path, then the
path from sensor to the sink will also be the shortest path.
Second, we only connect these two vertices whetself

is the root of the subtree containilg This guarantees that

all of nodes in the subtree rootedatvill not deviate, be-
cause the root is always the one who is closest to the sink
in the subtree. If senseris not a root, the tree must not be

a shortest path tree for the sink. For example, there are two
subtrees in Fig. 6, one rooted at sensor 1, another rooted
at sensor 2. If we include the edge, v) to the message-
pruning tree and make the new tree to be rooted at sensor 1,
then sensofw and sensor 2 will suffer the deviation prob-
lem. If we make the new tree to be rooted at sensor 2, the
similar problem will still occur. Therefore, these two factors
make the tree be a shortest path tree rooted at the sink.

Figure 6. Two subtrees rooted at sensor 1 and
sensor 2 respectively. The subtree rooted at
sensor 1 and the subtree rooted at sensor 2
cannot be merged by adding the edge (u,v)
to the message-pruning tree. Otherwise, the

the former node to the sink (these conditions are reflected
by theif statements in lines 7 and 10). A link passing these
checking will then be included int@'. Note that without
these conditions, deviation as mentioned in the first obser-
vations may occur. Also, as a result of our construction,
T is always a subgraph a@¥ (so the second observation is

deviation problem occurs.

3.2 A Zone-based Deviation-Avoidance Tree

followed) ancwy(u, v) = 1 for all (u,v) € Er.

Theorem 2. If G is connected, then the T' constructed by
the DAT algorithm is connected, deviation-free, and is a
shortest path tree rooted at the sink.

Proof. First, we show thaf" is connected. Each sensor
can be the root exactly once. Because ¢his connected,
each sensor always can find a neighboring sepssuch
thatdistq (x, sink) = distg(y, sink) + 1, except the sink.

The algorithm proposed in this subsection
is derived based on Eq. 2. Consider the term
Z(m,y)EEG,xeSubtree(v),yQSuthee(v)wG(x’y) in C(T)
Let u be v's patent inT. According to our discus-
sion in Section 2, for any edgér,y) € Eg such that
x € Subtree(v) andy ¢ Subtree(v) any arrival/departure
event occurring on(z,y) will cause a message being
transmitted on(u,v) (and thus impacts the value of

Z(r,y)GEG,reSubtr’ee(v),yQSubtree(v) 'lUG((E, y)) This leads



DAT(G)

1 LetT = (Vp, Er)suchtha/y = Vg andEr = ¢
2
3 SortEg into alistL in a decreasing order of their event rates.
4
5 for each(u,v) € EginL
6 doif (root(u) # root(v))
7 then if (u = root(u)) A (distg(u, sink) = distg(v, sink) + 1)
8 then Let Er = Ep U (u,v) and let the root of the new subtree be
9 the original root of the subtree of
10 eseif (v = root(v)) A (distg (v, sink) = distg(u, sink) + 1)
11 then Let Er = Er U (u,v) and let the root of the new subtree be
12 the original root of the subtree of

Figure 5. The deviation avoidance tree construction algorithm. root(x) denotes the root of subtree
that includes z.

to the following interesting observation: the perimeter that Z-DAT (G, ., 9)

bounds the area covered by sensorsSimbtree(v) may 1 Divide the network intax x a zones.

have a significant impact on the cost functi6hi7). A 2 Adjust the zone's boundary accordingjto

longer perimeter usually implies that more events may 3 Run DAT(z) for each zone

across the boundary. For example, consider the three4 <1

Subtree(v) in Fig. 7. Although each subtree has the

same number of sensors, the perimeter associated with6 while|5:] #0

the subtree in Fig. 7(a) is smaller than that in Fig. 7(b), 7 do Divide the network intd 3: | x [ ;| zones.

which is in turn less than that in Fig. 7(c). In fact, in 8 Run DAT(z) for each zone with proper sorted list
geometry it is well known that a circle has the shortest 9 =i+l

perimeter to bound the same area among other shapes.
Unfortunately, circle-like shapes are difficult to use in a
recursive construction. Therefore, in our approach we will
adopt square-like shapes as the coverage of each subtree.

Figure 8. The Zone-based Deviation Avoid-
ance tree construction algorithm.

(@) (b) ©

-G G that the total event rate crossing the boundary is the small-
est. Next, we partition the sensing field vertically also into
« strips. The boundaries between these vertical strips are
@ also adjusted similarly. Using these boundaries, the sens-
ing field is partitioned intax x o square-like zones. Now
in each zone, we run the DAT algorithm in Section 3.1 to
form a subtree. This results iw* subtrees. Note that the
design of parametef is based on the third observation in
Section 3.1 (so that a boundary with a high total event rate
Based on the above observation, we propose a zoneWill not be selected).
based deviation-avoidance tree construction algorithm. The In the second iteration, we further evenly partition the
algorithm is shown in Fig. 8. This algorithm assumes the abovea x « partitions horizontally intd 5 | strips, and ver-
sensing field to be a square area and takes two input paramtically into | 5 | strips. Then in each partition, we merge the
etersa andd. T is constructed in an iterative manner. Inthe subtrees into one by sorting all links connecting the subtrees
first iteration, we first partition the sensing field horizontally in this partition according to their event rates, and feeding
into « strips. Further, for each boundary between strips, it the sorted list to steps 5 to 12 in algorithm DAT. The rest
is allowed to move up and down no more than a distance ofof the iterations is similar. Specifically, in thieh iteration,

¢ from its original position. We will pick a boundary such | 5| x | 5] subtrees will be formed, until one single tree is

Figure 7. Possible structures of subtrees with
nine sensors.



obtained. The idea is illustrated in Fig. 9. located in any position in the network, it has a probabpity

to leave its current leavel-1 region, and a probability p,

to stay in its current leavel-1 region. In the former case, it
will move either horizontally or vertically with a distance
of r/2 with an equal probability. In the latter case, it has
a probabilityp, to leave its current leavel-2 region, and a
probability 1 — p, to stay. Again, in the former case, it
will move either horizontally or vertically with a distance of
r/22 with an equal probability, and in the latter case it may
cross leavel-3 regions. The process repeats recursively. The
probability p; is determined by an exponential probability
pi = e*C'Qd_", where( is a positive constant andlis the
total number of levels. Note that a high€rwill exhibit
higher locality in movement.

We consider two performance metrics. The first one is
the updating cost'(T"). The second one is thygierying cost
Q(T), which is defined as the cost spent on transmitting
guerying requests and replies when objects’ locations are
inquired from the sink. Note that we only count the numbers
of messages without considering message sizes.

We compare our result to a non-message-pruning
scheme and the DAB scheme. The non-message-pruning
tree scheme always sends all location updates to the sink
through the shortest path and thus the sink always has the
most up-to-date information. It has no querying cost, but
may incur high updating cost. Note that DAB assumes that
all sensors are leaf nodes of the message-pruning tree, and
there is a logical tree to connect these leaf nodes. To make

(b) fair comparison to our schemes, we assume that whenever
a new subtree is formed by DAB, the sensor that is closest
Figure 9. An example of ZDA algorithm with to the sink will be the root of the subtree (note that this does
a = 4. (a) In the first iteration, we divide the not thoroughly eliminate the deviation problem).
field into a x « zones and adjust the boundary
according to 4. (b) In the second iteration, we 41 Observed Results

divide a by 2 until a single tree is obtained.

First we compare the updating costéT). We generate
64 objects, which moves according to the above city mo-
bility model in each time unit. We adopt the 5-step DAB
tree construction. For Z-DAT, we set = 20 andé = 1
grid. We adjust the value af’ to reflect moving locality.

In this section, we present our simulation results. Two Inside a64 x 64 grid network, Fig. 10(a) and (b) show the
sensing field models are evaluated. In the first model, weresults when the sink is at a corner and the center of the
deploy 4096 sensors in@ x 64 grid network, one in each  network, respectively. A larger C, i.e. a higher moving lo-
grid. In the second model, we consideR®6 x 256 grid cality, leads to lower updating cost, which is reasonable.
network in which 4096 sensors are randomly deployed. In The non-message-pruning scheme has the highest cost be-
both of models, the sink may be located at the center of thecause each movement will incur a lot of update messages.
network or at one corner of the network. Because of the deviation problem, DAB does not perform

We adopt theeity mobility model proposed in [7]to gen-  well either. Our DAT scheme does avoid deviation and thus
erate the event rates between sensors. Assuming the sengerforms better. Our Z-DAT scheme further reduces the up-
ing field to be a square of sizex r, this model evenly di-  dating cost because the shapes of subtrees are maintained.
vides the sensing field into four sub-regions, called-1 Fig. 10(c) and (d) show the results when # x 256 grid
regions. Each level-1 region is recursively divided into four network is used. In this case, DAT and Z-DAT schemes
smaller sub-regions, callddvel-2 regions. Given an object perform equally well. The reason is that the Vonoroi dia-

4 Simulation Results



gram now becomes irregular, making maintain the shapes [4] C.-F. Huang and Y.-C. Tseng. The Coverage Problem in a

of subtrees in Z-DAT difficult. However, the performance Wireless Sensor Network. IRroc. of_AC_M Int'| Workshop
gap between DAT/Z-DAT and DAB is still quite large. on Wireless Sensor Networks and Applications(WSNA), Sep.
Next, we compare the querying ca3{7’). We vary the 2003.

C. Intanagonwiwat, R. Govindan, and D. Estrin. Di-

. . . L [5]
querying rate (i.e. the number of queries per unit time) and rected Diffusion: A Scalable and Robust Communication

observe the querying cost (i.e. the number of query and Paradigm for Sensor Networks. Rroc. of 6th ACM/IEEE
reply messages transmitted per unit time). Fig. 11 shows Mobicom Conference. 2000.
the results in &4 x 64 grid. The querying cost generally 6] B. Krishnamachari, D. Estrin, and S. Wicker. Modelling

increases linearly with the querying rate. Note that there is Data-Centric Routing in Wireless Sensor NetworksPilac.
no querying cost for the non-message-pruning scheme. The of IEEE Infocom, 2002.

querying costs for DAT and Z-DAT schemes are always the [7] H. T. Kung and D. Vlah. Efficient Location Tracking Using
same, because querying messages are always transmitted ~ Sensor Networks. IRroc. of 2003 | EEE Wreless Communi-
along shortest paths. Not using shortest paths, DAB has _cationsand Networking Conference(\WWCNC), March 2003.
higherQ(T) that depends on the tree structure in DAB. [8] S. Madden, R. Szewczyk, M. J. Franklin, and D. Culler.
In Fig. 12, we show the combined updating and querying Supporting Aggregate Queries over Ad-Hoc Wireless Sen-

ts. Wi ke two ob fi First h . i sor Networks. InProc. of 4th IEEE Workshop on Mobile
COsSts. VWe make two opservations. FIrst, as tnhe querying rate Computing and Systems Application, 2002.

becomes higher, using message-pruning tree will gradually (o] . Mechitov, S. Sundresh, and Y. Kwon. Cooperative
lose its advantage because non-message-pruning scheme  Tracking with Binary-Detection Sensor NetworksUni-

has no querying cost. Second, @becomes smaller, ob- versity of Illinois at Urbana-Champaign, Technical Report

jects will move more frequently, thus leading to more saving UIUCDCS-R-2003-2379, 2003.

in using DAB/DAT/Z-DAT. [10] G. J. Pottie and W. J. Kaiser. Wireless Integrated Network
Next, we vary the parametersand§ in Z-DAT. Note SensorsCommunications of the ACM, 43(5):51-58, 2000.

thata = 1.andd = 0in Z-DAT is equivalent to DAT. Fig. 13 [11] K. Sohrabi, J. Gao, V. Ailawadhi, and G. J.Pottie. Protocols

shows the results. We observe thatatarger than 4 can g;ﬁg%ﬁiﬁiﬁgﬁg;;;’(vs';_ei%isz? egz?rzlggg'VOtEEE
already obtain good performance foar x 64 grid networks. [12] Y.-C. Tseng, S.-P. Kuo H-W Lee and C-E. HLjang. Loca-

However, as explained earlier varyingn Z-DAT may not tion Tracking in Wireless Sensor Network by Mobile Agents

lead to better result than DAT i56 x 256 random grid and Its Data Fusion Strategies.Rroc. of Int’| Workshop on
networks. Also, @& = 1 or 2 may improve the performance Information Processing in Sensor Networks(IPSN), 2003.

of Z-DAT because it can provide some level of flexibility. ~ [13] Y. Xu and W.-C. Lee. On Localized Prediction for Power
Efficient Object Tracking in Sensor Networks. Mnoc. of

. Int'l Workshop on Mobile Distributed Computing (MDC),
5 Conclusions May 2003.

[14] W.Zhang and G. Cao. DCTC: Dynamic Convoy Tree-Based
We have presented two message_pruning structures for Collaboration for TargetTraCking in Sensor NetworlEsEE
moving object tracking in a sensor network. The work ex- Transactions on Wreless Communication. to appear.
tends the earlier work [7] by taking into account the physi-
cal topology of a sensor network. This is essential because
this can reflect the real communication costs. We are cur-
rently investigating more mobility models other than the
city mobility model to observe their effects.
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Figure 10. Comparison of updating costs: (a) 64 x 64 grid, sink at a corner, (b) 64 x 64 grid, sink at the
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center, (c) 256 x 256 grid, sink at a corner, and (d) 256 x 256 grid, sink at the center.
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Abstract A good deployment should consider bethverageandcon-
nectivity[14, 18, 21]. Coverage requires that every location
Sensor deployment is a critical issue since it reflects the in the sensing field is monitored by at least one sensor. Con-
cost and detection capability of a wireless sensor network. nectivity requires that the network is not partitioned inms
Although lots of work has addressed this issue, most of thenpf nodes’ communication capability. Note that coverage is
assume that the sensing field is an open space and there is affected by sensors’ sensitivity, while connectivity iflin
special relationship between the communication range andenced by sensors’ communication ranges.
sensing range of sensors. In this work, we consider the sens- The art gallery problem has been studied extensively
ing field as an arbitrary-shaped region possibly with obsta- previously [7, 15, 17]. The problem asks how to use a min-
cles. Besides, we allow an arbitrary relationship between imum set of guards in a polygon such that every point of
the communication range and sensing range, thus eliminat-the polygon is watched by at least one guard. It is typically
ing the constraints of existing results. Our approach is to assumed that a guard can watch a point if line-of-sight ex-
partition the sensing field into smaller sub-regions based ists. So the results cannot be directly applied to the sensor
on the shape of the field, and then to deploy sensors in thes@leployment problem since the sensing range of a sensor is
sub-regions. Simulation results show that our method re- normally finite. Besides, the art gallery problem does not
quires fewer sensors compared to existing results. address the communication issue between guards. There-
fore, several methods have been proposed to solve the de-
ployment problem for sensor networks. The work in [20]
mainly discusses how to adjust sensors’ locations to gatisf
the coverage requirement in an open space, but without con-
sidering obstacles. The work in [12, 22] do consider sens-
Recently, wireless sensor networks have been studied ining fields with obstacles when deploying sensors, but the
tensively for applications such as monitoring physicalienv results are limited to the special case when communication
ronments. A wireless sensor network is composed of manyranges are equal to sensing ranges. The work in [4, 5, 16]
tiny, low-power nodes that integrate sensing units, trans-place sensors in a grid-like manner to satisfy coverage and
ceivers, and actuators with limited on-board processimg an connectivity. However, such approaches are not efficient in
wireless communication capabilities [1]. These devices ar terms of the number of sensors being used. How to adap-
deployed in a region of interest to gather information from tively put sensors into the sleep mode to save energy while
the environment, which will be reported to a remote base maintain full coverage of the sensing fields is proposed in
station. Wireless sensor networks have been considered i10, 19, 21]. The goal is different from our work, which
many potential applications, such as surveillance, bioldg  assumes that we can choose the locations to deploy sensors.
detection, and traffic, pollution, habitat, and civil irdteuc-  Also, such work normally assumes that the communication
ture monitoring [2, 3, 6, 11, 13]. ranges of sensors are much larger than their sensing ranges.
Sensor deployment is a critical issue since it reflects the  In this work, we consider the sensing field as an
cost and detection capability of a wireless sensor network.arbitrary-shaped region possibly with obstacles. An cbsta
cle can have any shape too. So the results may model an in-

*Y. C. Tseng'’s research is co-sponsored by the NSC Prografréer : ; ;
moting Academic Excellence of Universities under grant nur8iBe2752- door environment. Also, we do not assume any relationship

E-007-001-PAE, by Computer and Communications Research, Lz, be_tweer_] sensing ranges and ?O_mmunication ranges, thus
Taiwan, and by Intel Inc. eliminating the constraints of existing deployment scheme

1 Introduction




Our approach is to partition the sensing field into smaller

sub-regions according to obstacles. Then sensors are de- Obstacle

ployed in each sub-region. Our simulations show that fewer

sensors are required compared to existing results. o o
The rest of this paper is organized as follows. Section Si Sj

2 formally defines the problem and reviews some related

work. Sections 3 and 4 propose our sensor deployment

algorithms. Simulation results are presented in Section 5. (a)
Conclusions are drawn in Section 6.

Figure 1. (a) S; and S; are connected, and (b)

2 Preliminaries the obstacle disconnects  S; and S;.
2.1 Problem Definition e pr—
-7 \\ // N
. P . il A y; A

We are given a sensing field in which sensors are to 4 Is,” \ / s’ \
be deployed. Each sensor has a communication range i ‘o' \I Il 2 \|
within which it can transmit packets to other sensors, and a 1 I \\ /_ \\ /‘
sensing range,, within which it can correctly monitor. We ] Obstacle * \ Obstacle /
assume that all sensors have the samandr,. However, / = — \ e - P
we make no assumption about the relationship betwegen Sm—-7 S~

andr,. Our goal is to deploy sensors i to ensure both
sensing coveragg.e., every point inA can be monitored)
andnetwork connectivitfi.e., no sensor gets disconnected)
using as few sensors as possible.

The sensing fieldd is modeled by an arbitrary polygon
on a 2D plane. Obstacles may exist insitlevhich are also
modeled as polygons. However, obstacles do not partition
A (otherwise, maintaining network connectivity wouldn’t
be possible). For obstacles with arc or curve boundaries, we
can approximate them by polygons. With the presence of
obstacles, we define two sensdéksand.S; to beconnected
if 19:5;] < r. andS;S; does not intersect any obstacle
or A’s boundary; otherwise, they adésconnectedFig. 1
shows two examples about the connectivity of two sensors. (a) Coverage (b) Connectivity
Obstacles may also reduce the coverage of a sensor. We
assume that a point can be monitored by a sensor if it is  Figure 3. A sensor deployment example in an
within a distance of-, and line-of-sight exists with the ex- office environment.
istence of obstacles. Fig. 2 shows two examples. Note that
the above definitions assume that sensors need line-df-sigh

(@) (b)

Figure 2. The coverage of a sensor blocked
by obstacles (shaded areas are covered).

to sense/communicate. Although the assumption may be Srs
conservative, it does guarantee better coverage of the field 7 ¢
and better connectivity among sensors. If this assumption Bex i t\-£°-,+ o Te-
is removed, our results can even be simplified. Also note . N o5 _ LIIN
that the sensing field may already contain some sensors,
which can be easily treated as a special case of obstacles. T
We conclude the discussion by a sensor deployment ex- ¢ °
ample in an office environment as shown in Fig. 3. Note
that we assume. = r, in this example. (a) (b)
2.2 Related Work Figure 4. Two intuitive deployment solutions:

(a) considering coverage property first and
Some work assumes mobile sensors. The work [22] pro-  (b) considering connectivity property first.
poses airtual forcealgorithm to enhance coverage after an
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(a) A sensing field with obstacles (b) Small regions (c) Large regions
Figure 5. Partitioning a sensing field: (a) the sensing field, (b) small regions, and (c) large regions.

initial random placement of sensors. Sensors will be moved The second solution is to satisfy the connectivity prop-

by the attractive or repulsive forces of neighboring sesisor erty first. This will result in a deployment as shown in

and obstacles. In [20], Voronoi diagrams are used to dis-Fig. 4 (b), where neighboring sensors are evenly separated

cover coverage holes after the initial deployment. Sensorsby r.. This scheme will be very efficient when < /3r,

are then moved from densely deployed areas to these holedecause coverage is automatically guaranteed. However,
The work in [4, 5, 16] place sensors in a grid-like man- Whenr. > v/3r,, extra sensors have to be added to maintain

ner to satisfy coverage and connectivity. It is clear that a coverage. Inefficiency may be incurred because the overlap-

hexagon-like placement saves more sensors. So this kinding coverage could be large.

of deployment is not efficient, especially when there are ar-

bitrary relationships between andr,. Besides, obstacles 3 Deployment Algorithms

may destroy the regularity of grids. In [12], it is suggested

to deploy sensors along the x-axis by a distance.cnd

then along the y-axis by a distance @f + @)rc. How-

ever, lots of sensors are needed to satisfy connectivithwhe

re > /3rs. The work [21] indicates that when. > 2r,,

full coverage will guarantee connectivity. Besides, tisfpat

full coverage, the distance between adjacent sensorsdshoul

bev/3r,. The result is very limited since only special rela-

tionship ofr, andr.. is considered. Also, obstacles are not other regions artarge regions Fig. 5 gives an example to

considered. _ _ _ partition a sensing field. There are seven small regions and
Sensor deployment is also addressed in the field of ro-gjy 5rge regions. Note that a region may still exist obsta-

botics [9, 8]. With robots, sensors can be deployed one byjes e g. region 6. How to partition a sensing field will be
one. The information gathered by deployed sensors can bgjiscussed in Section 4.

used to determine the location of the next sensor. Below, we discuss how to deploy sensors in a single re-
gion. Note that in our schemes, extra sensors will be de-

2.3 Two Naive Deployment Algorithms ployed on boundaries of regions, so connectivity between
different regions are automatically guaranteed.

The sensor deployment problem does pose much chal-
lenge. Below, we make some observations based on two3.1 Deploying Sensors in Small Regions
extreme solutions. The first one tries to satisfy the cover-
age property first. In this scheme, to keep a minimal num-  For a small region, we can find its bisector and then de-
ber of sensors, we have to minimize the overlapping cover- ploy a sequence of sensors along the bisector to satisfy both
age as much as possible. The result would be as shown ircoverage and connectivity. How to find a bisector of a re-
Fig. 4 (a), where neighboring sensors are evenly separatedion can be achieved by doing a triangulation on that region,
by a distance of/3r,. This scheme is very efficient when as shown in Fig. 6. A bisector can be formed from connect-
re > +/3r, since connectivity is automatically guaranteed. ing the midpoints of all dotted lines. Note that if the end of
However, wherr. < v/3r,, extra sensors have to be added a small region forms a corner (e.g., the case of Fig. 6(b)),
to maintain connectivity. Inefficiency may be incurred be- then the corner is also considered a midpoint. After find-
cause all sensing field has been covered and these newlyng a bisector, we can deploy a sequence of sensors by a
added sensors will not make any contribution to coverage. distance of-,,,;,, along each line segment of the bisector to

Given a sensing field, our goal is to deploy as few sen-
sors as possible to maintain both coverage and connectivity
We first partitionA into a number of regions, each being
a polygon. Regions are classifiedlagge andsmall We
define asmall regionas a belt-like area between obstacles
or A’s boundary, and its width is not larger thafBr,,;,,
wherer,,;, = min(rs,r.). Excluding small regions, the



ensure coverage and connectivity of that region, as shown Obstacle
in Fig. 6. Note that we always add an extra sensor at the uncovered arca

end of the bisector for ensuring connectivity to neighbgrin
regions. ("’YQYQ"")
VAVAVAVAVIN
(a)

3.2 Deploying Sensors in Large Regions

(b)

Figure 8. (a) uncovered area around an obsta-
cle, and (b) extra sensors along the boundary
to cover the uncovered area.

A region that cannot be simply covered by a sequence
of sensors as above is treated as a large region. Multiple
rows of sensors will be needed. Below, we first consider a
simple large region without boundaries and obstacles. Then

we extend our result to an environment with boundaries and _ _ _
obstacles. These locations are inserted into a quéuéie then enter

a loop in which each time an entfy, y) is dequeued from
Q. If (z,y) is not inside any obstacle and not outside of
the region, a sensor will be placed (i, y). Also, the six
Given a 2D plane without boundaries and obstacles, we will neighboring locations are calculated according to Table 1
deploy sensors row by row. The basic idea is to form a row and inserted int@) if they have not be deployed with sen-
of sensors that is connected. Adjacent rows should guaransors. This process is repeated ufitibecomes empty.
tee continuous coverage of the area. Finally, we will add  The above approach may leave three problems unsolved.
some sensors between adjacent rows, if necessary, to mairfirst, some areas near the boundaries or obstacles may
tain connectivity. Based on the relationship betwegand be left uncovered. Second, as mentioned before, when
r., We separate the discussion into two cases. r. < v/3rs, we need to add extra sensors between adjacent
Case 1:r. < V/3r,. Inthis case, sensors on each row are rows to maintain connectivity. Third, connectivity to niig

3.2.1 Simple Large Regions

separated by a distancenf So the connectivity of sensors  boring regions needs to be maintained. These problems can
in each row is already guaranteed. Simge< v/3r,, each be easily solved by sequentially placing sensors along the
row of sensors can cover a belt-like area with a widtB gf boundaries of the region and obstacles. Fig. 8 gives an ex-
\/r2 — “£. Adjacent rows will be separated by a distance of @mple (we assume thay = r.). Note that since obstacles
may disconnect adjacent sensors, extra sensors may need to
s+ / 7’? — % and shifted by a distance &f. Withsuchan  pe placed at corners of obstacles (shown by double circles

arrangement, the coverage of the whole area is guaranteedn Fig. 8(b)). There are two cases for the distance between
Fig. 7(a)—(c) show three possible cases. Note that in theadjacent sensors:

case ofr. < v/3r,, the distance between two adjacent rows . , .
is larger thanr., so we need to add a column of sensors  ® Whenre < V37, since the maximum width of the

between two adjacent rows, each separated by a distance no  Uncovered area does not exceedsensors should be

larger tharr., to connect them. separated by.,.

Case 2:r. > \/3r,. In this case, the previous approach o Whenr, > +/3r., since the maximum width of the un-
will waste a lot of sensors because the smalequires two covered area does not excegdr., sensors should be
rows to be very _close. So wheq > /3r,, we propose to _ separated by/3r,. Sincer, > v/3r,, the connectiv-
deploy sensors in a typical hexagon manner such that adja- ity between these extra-added sensors and the regularly
cent sensors are regularly separated by a distan¢&of. deployed sensors are guaranteed.

Both coverage and connectivity properties are satisfied.

4 Partitioning a Sensing Field into Small and

3.2.2 Large Regions with Boundaries and Obstacles Large Regions
Next, we modify the above solution for deploying sensors

in a region with boundaries and obstacles. Observe that in Section 3 does not explain how to partition the sensing
our solution, sensors are deployed in regular patternss,Thu field A into small and large regions. Below, we show how
the above solution can be transformed into an incremen-to identify small regions. After excluding small regionset
tal approach where sensors are added into the field one byemaining regions are considered large.

one. In Table 1, we summarize the coordinates of a sen- To identify small regions, we first expand the perimeters
sors’s six neighbors. Thus, we can first place a sensor inof obstacles outwardly and’s boundaries inwardly by a
any location of the region, from which the six locations that distance ofy/3r,,;,. Such an expansion may cause over-
can potentially be deployed with sensors are determined.lapping with the original obstacles antls boundary. For
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Table 1. Coordinates of the six neighbors of a sensor in locat ion (z,y).

| Neighbor | e < V31 \ re>3rg |
Ny (z+7¢y) (z +3rs,y)
Ny (x+%“,y—\/r§ T py) | (o4 Ly — Bray
N3 (m—%,y—\/r(%f%frs) (x — ‘f Ly — 22)
Ny (x —re,y) ( — \frs, y)
Ns (r—%,y+ P2 = L) | (VB gy 4 3
Ne (x+ %,y + r%—%+r5) (;v+f’“5,y+3%)

rs > r., this method uses the most sensors because the
overlapping in coverage is very large. On the contrary, when
re < re < v/3r,, the coverage-first method uses the most
sensors, because it needs many extra sensors to maintain
connectivity between neighboring sensors. The proposed

() (b) method uses the least sensors because it can adjust the dis-
tance between two adjacent rows according to the relation-
Figure 9. Two examples to find small regions. ship ofr, andr. o _
The dotted lines are expansions of obstacles. Fig. 12 makes a similar comparison when> +/3r,.

Our algorithm still uses the least sensors in all cases. Note
that whenr. > v/3r,, our algorithm works the same as the

coverage-first method in each individual region, so we omit
those parts with overlapping, we can take a projection backits performance in Fig. 12.

to the original perimeters to obtain some small regions- Tak

ing Fig. 5(a) as an example, the dotted lines are expansion .

of A’s boundaries. For these overlaps, we can take a pro- 6 Conclusions

jection to obtain small regions, as numbered from 1 to 6

in Fig. 5(b). Fig. 9 shows two examples of the expansions In this work, we have proposed a systematical solution
of obstacles. Note that the above expansions may result iffor sensor deployment. The sensing field is modeled as an
multiple different small regions in the same place. In this arbitrary polygon possibly with obstacles. Thus, the resul

case, we can select the largest one as a small region. can be used in an indoor environment. The result can be ap-
plied to sensors with arbitrary relationships of communica
5 Simulation Results tion ranges and sensing ranges. Fewer sensors are required

to ensure fully coverage of the sensing field and connectiv-
ity of the network as compared to other methods. Note that
in this work we assume that sensors have predictable com-
fmunication range. and sensing range. This may result

in fragile networks when the terrain factor is concerned. To

resolve this problem, we can substituteandr, by /. and

r’. which are slightly smaller than, andr;, respectively.

. . X This should result in a stronger network. Also, in our solu-
tively. We mainly compare our algorithm and wo deploy- tion in Section 3.2.1, we can add more columns of sensors

ment methods discussed in Section 2.3 (namely coverageamong adjacent rows to improve the reliability of the net-
first and connectivity-first methods). The comparison met- K

ric is the average number of sensors being used (for each
field, we place the first sensor at different location, and av-
erage the results of all deployments). References
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Figure 11. Average number of sensors used when r. < v/3r, under different shapes of sensing fields.
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Figure 12. Average number of sensors used when  r. > v/3r, under different shapes of sensing fields.



