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Our effort for this year’s project follows
the first year’s goa to complete the
standardization of our MPEG multimedia test
bed. The work item has now become an
International Standard (1S), ISO/IEC TR
21000-12: Test Bed for MPEG-21 Resource
Delivery. For this year, we have designed two
new research directions. First, we designed a
streaming joint flow and error control
mechanism. The proposed architecture are
able to take into account both the bandwidth
variation and the packet loss rate for a
rate-distortion optimized (RDO)
packetization and forward error correction
(FEC) decision.

Another research direction isto design a
multiple-adaptation capable scalable video
flow control mechanism for wavelet-based
scalable video codecs. This key to our
research here is to achieve RD optimal
bitstream adaptation for each of the multiple
adaptations. The feature is crucia for future
embedded multimedia applications (such as
for peer-to-peer communications).
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%+4% ¢ A Rate-Distortion Optimized Video
Streaming  System  with  Adaptive
Interleaved Forward Error Correction

1.Introduction

Multimedia streaming over 1P networks
is a very important trend for future
communication and entertainment systems
[3] . Existing IP networks adopt a best-effort
approach for data delivery. As a result,
bandwidth variation and/or packet losses are
two common issues a multimedia streaming
system must deal with in order to maintain
smooth presentation with quality as constant
as possible.

In order to alow smooth streaming of
video data over variable bandwidth networks,
scalable video coding techniques such as
FGS or wavelet-based schemes are often



used [4] , [5] . With scalable video contents,
avariable bitrate (VBR) source bitstream can
be composed on the fly to match the channel
bandwidth (assuming the bandwidth can be
predicted via some model) and smoothly
transmitted to the receivers for presentation.
However, the video quality of the composed
stream usually varies too much that it
becomes visually unpleasant.

Another source of visua degradation
comes from packet losses [6] , [7] . Unlike
distortion from source coding, distortion due
to channel loss is more difficult to quantify
since the value of a single missing packet
depends on the coded data it contains.
Nevertheless, in order to design an R-D
optimized streaming system that produces
smooth and near-constant quality streams,
one must find a way to formulate the
distortion and rate impact of packet losses.

For scalable streaming systems, a
bitstream are usually divided into base layer
and enhancement layer. Base layer bitstreams
contains essential information and should be
protected as much as possible. In addition,
the level of protection (on the texture bits)
should be based on the importance of the data.
To facilitate the design of the proposed R-D
optimized packetization agorithm, a
constant-quality rate control for the
base-layer [8] , [9] is used. The encoded
base layer bitstream is then protected by an
adaptive FEC scheme with data-interleaving
and Reed-Solomon coding.

An R-D  optimized  streaming
framework was proposed by Chou and Miao
[2] . Inthis scheme, the system is based on
the importance and error probabilities of data
units to compute transmission policies. The
policy indicates whether the video packet
should be transmitted at each transmission
opportunity. However, the scheme does not
address the issue of reducing video quality
variation over loss channels. Furthermore,
the mechanism maps (probability of) packet
losses into rate increment of redundant
packet transmission. This approach makes
the resulting R-D curve impractical.

In this paper, a framework of R-D
optimized video streaming is proposed. The
main features of the proposed system are
highlighted as follows:

* The streaming algorithm searches along the
R-D curve for an optimal operating point
between the scalable source coding rate
and the base-layer FEC protection level.
The impact of packet losses is absorbed by
the level of FEC protection.

« Both video playback smoothness and
visual quality consistency constraints are
elegantly incorporated into the R-D
optimization framework.

The rest of this paper is organized as
follows. Section Il presents the constant
quality rate control algorithm used for the
base-layer bitstream. The detail of the FEC
technique used in the proposed system is
described in section Ill. The proposed R-D
optimized streaming algorithm is presented
in section 1V. Some experimental results and
compares the proposed system with an FGS
streaming system is shown in Section V.
Finally, some conclusions and discussions
aregivenin Section VI.

2.Constatnt Quality Rate Control Scheme
for the Base Layer

Video bitstreams are typically encoded
a a predetermined bitrate for a particular
application. When the network bandwidth
fluctuates, the coded bitrate may not match
the real bandwidth [10] . Hence, scalable
video coding techniques are often used to
provide real-time quality adaptation for a
streaming system. In our proposed system,
data-interleaving and FEC are used to cancel
the uncertainty of packet losses for R-D
curve formulation. To ssimplify the R-D curve
caculation, each texture bit should be of
equal importance. Therefore, a constant
quality video coding mechanism [9] is
adopted in our framework for base layer
encoding.

The constant-quality base layer coding
scheme proposed in[9]  isdescribed as



follows. In this scheme, aninitial
quantization parameter is selected for the first
intra encoded frame. Then, the quality of the
first intraencoded frame is used for the
constant-quality rate control mechanism for
all base-layer frames. In practice, the quality
is measured by either peak signal-to-noise
ratio (PSNR) or mean square error (M SE).
Under the target PSNR constraint, a
constant-quality iterative coding algorithm is
designed to select proper quantization
parameters to minimize the video quality
variation. The scheme is composed of two
stages:

 Initialization stage:

For the first intra encoded frame I-VOP
of the base |layer, the approach isto
encode the frame using agiven initia
quantization parameter Qo. The peak
signal-to-noise ratio (PSNR) value of this
frameis calculated using the luma
channel of the YUV signal. | istheimage
of the source sequence and | is the
corresponding image at the encoder
output, with pixel indicesi< x<Mm
andi<y<N. The PSNRisgiven by

255°

S ()1 ()

PSNR =10log,,

] (D

Based on this formulation, the initia
video quality of the first frame can be
calculated and denoted by PQo. The PQq
IS regarded as the constant-quality
rate-control factor for the succeeding
frames of the video sequence.

» Iterative coding stage:

1. Specify a convergence condition to
control quality variation within a given
range.

2. Set the starting quantization parameter
value of the second frame qp? using

the first initial encoded frame Qu and
the target constant-quality factor using
the PSNR of the first frame PQ,

3. Encode the frame k withgpk.

4. Calculate the ith iteration psnr¥, and the
PSNR differenceaPsnRr is equal to PQo
MINUSPSNR* .

5. Check (APSNR>0)  QP* =
Otherwise QP = Qp“+1.

6. If gp* has been caculated previously,
then select the minimal APsNR  between
QP andgp*,, go to Step 8.

7. When the convergence condition is
satisfied, then, go to Step 8. Otherwise,
set the iteration index i=i+1 and go back
to Step 2.

8. Update the reference frame using the
reconstructed VOP* for the next motion
compensation operations.

9. Set the frame index k=k+1, the iteration
index i=0, and Qp‘=qP+*, go back to
Step 2.

QR -1

3.Error Control and Packetization for
base layer

The base-layer bitstream of a scalable
sequence contains the most essential video
content. When the baselayer bitstream
cannot be recovered from transmission errors,
the corresponding enhancement layer is
useless even if they arrive at the client side
successfully [11] , [12] . Consequently, the
base-layer should be strongly protected
against packet loss or corruption [13]
Furthermore, a base layer bitstream free from
packet losses (through FEC protection)
makes R-D caculation deterministic and
therefore an R-D optimal streaming system
can be practically constructed.

Forward error correction (FEC) is an
important low-delay mechanism for reducing
or eliminating packet losses [14] in a
streaming system. This section presents the
FEC technique used in the proposed
framework. The FEC combines
data-interleaving and Reed-Solomon (RS)
coding.



For baselayer data, a (n, K)
Reed-Solomon code-based FEC is applied to

add resiliency to the origina bitstream. In Fig.

1 (@, n is the codeword length of the
Reed-Solomon encoder, k is the number of
base-layer bitstream symbols, and s is the
number of correctable symbols. The number
of parity symbols is 2s, where 2s = n — k. If
burst-errors occur during transmission, then
the Reed-Solomon decoder can correct up to
s errors and detect up to 2s errors per
codeword. When packet loss is detected in
the client application, the Reed-Solomon
decoder may have sufficient information to
alow successful reconstruction of the
original video.

‘ Data

e}

(b)

Fig.1. (a) A (n, k) Reed Solomon code,
and (b) One GOP on the base layer in the
pre-interleaving stage. In this example, n=12,
k=8, s=2, p=4, and g=2.

[unit,, |(|unit,, |
’Unit21 ‘ ’Unitzz ‘
’Unit11 ‘ ’Unit12 ‘
| Header || | Header
Packet 1 Packet 2 Packet 4
Fig. 2.  Packetization scheme for one GOP

on the base layer. In this example, n=12, k =8,
s$=2, p=4, and g=2.

In [16] , two FEC packetization
schemes for single-layer video were proposed.
However, they do not perform
data-interleaving. To reduce packet header
overhead while maintain packet loss
resiliency, a data-interleaving scheme is used
to shuffle the RS coded data among severd
data packets before transmission. Generally,
a high error rates channel can be defined as
medium losses (2%-5% packet loss) or
heavy losses (5% packet loss) [15] . When
base-layer bitstream is transmitted over the
high error rates channel, a codeword may
contain more than s symbol errors due to
packet losses or bit errors. Moreover, the
decoding process may fall to recover the
bitstream symbols. As shown in Fig. 1 (b), a
group of picture (GOP) is split into severd
groups of equal length, where the length of a
group is p symbols. Each interleaved group is
composed of g symbols from each codeword.
Fig. 2 shows the proposed interleave scheme
under a(n, k) Reed-Solomon code. In this
case, the Reed-Solomon decoder is able to
recover from s/ q = 1 loss packets in one
group, where the total number of packets for
one GOPis (n-2s) / q = 4.

4. Proposed streaming framework

A piecewise-llinear model and a
piecewise- exponential model can be used for
modeling the rate-distortion (R-D) curve of
enhancement-layer bitstream [8] , [10] . And
the quality variation can be reduced by using



the models in finding an optimal constant
quality constrained rate allocation from two
neighboring sampling points. But to produce
an optima R-D solution, the increase of
computation time is a drawback for real-time
applications.

To reduce the computational cost of the
rate allocation, each bit plane is treating as a
transmission unit in the enhancement layer.
In addition, experiments show that the video
quality near step-wise increases as the
number of decoded bit-planes increases.
Hence, a left/right comparison scheme is
used to find the number of bit-plane
preserved in the enhancement-layer bitstream
for minimizing the variation in video quality.
The left/right comparison scheme select a
minimum  quality  variaion = among
neighboring bit-planes {BP-1, BP} or {BP,
BP+1}. The rate allocation aims to allocate
bits for smoothing the average video quality
at discrete transmission time, subject to an
available bit rate constraint. The layer
truncation algorithm (ELT) is described
below.

» Descriptionof ELT

1. R-D costs of FGS enhancement- layer
bitstreams are extracted at the end of each
bit-plane. And is stored into a disk file for
further analysis.

2. Given an initial protection level p, and a
remaining bandwidth is computed as
k) =BW-3. 1P , where BWi is the
available bandwidth of the ith transmitting
period, In(p) is the size of the interleaved
base-layer bitstream of frame n under FEC
by Reed-Solomon coding, and coded
using GOP sizew .

3. If the value of ¥()is negative, then
reducing the value of protection level
p=p-1, go to Step 2.

4. Given a remaining bandwidth, using the
amount of bits generated by each bit-plane
to estimate a target PSNR ratio for the
first GOP.

5. The left/right comparison scheme is
applied to find the number of bit-plane
preserved in enhancement layer of frame n

and to smooth out the inter-frame quality
variation.
6. Compute the consumed bits of each

bit-plane in the GOP: v =r-2, B,
where B0 s the size of the preserved
bit-plane of framen

7. If the remaining bandwidth allowed, then
increase the number of bit-planes, and go
back to step 4.

8. Selected a GOP in a minima quality
variation based on the average PSNR
values of the previous GOP.

9. Assign more protection to the base-layer
bitstream when transmission conditions
become worse.

10.Process the next GOP until the end of the
frame.

5. Experimental Results

This section presents the experimental
results of the proposed video streaming
system. A block diagram of the proposed
streaming system is shown in Fig. 3. The
system is based on the MPEG-21 Test Bed
for Resource Delivery [17] . The test bed is
able to emulate media resource delivery with
anetwork emulator (based on NIST Net [18] )
that allows real-time ssimulation of common
network conditions. We have added
Reed-Solomon  coding  modules, an
interleaver module, and a de-interleaver
module to the original test bed.

— 5/ AY
Encoded i Media ]
Media files : 1

Network
Interface

Architecture of the proposed
system

To validate the effectiveness of the R-D
optimized video streaming system which we
have described in this paper, we use the
Akiyo, Coastguard, Foreman, Mobile, and
Stefan sequences that are the standard test

Server

Client

Fig. 3.



sequences of MPEG-4 as our experimental
sequences. The parameters are set as follows:
The format of those sequences is CIF
(352*288). Those sequences are encoded
using ISO/IEC 14496 (MPEG-4) visud
reference software
(Microsoft-FDAM1-2.5-040207) a 10
frames per second. The coding mode is one
I-frame followed by nine P-frames.

Fig. 4Fig. 5and Fig. 6shows the R-D
curves between source rate, expect distortion
and the one protected by different RS-level
(RS(255,247,9) — RS(255,127, 129))
bitstreeam in the sequence. Those
experimental results are based on the channel
rate 400 kbps, and QP=15. Table 1, Table 2,
and Table 3 show the selected frames 31th
(I-frame), 32th (P-frame) and 33th (P-frame)
frames for presenting the number of average
bit error per codeword of the Stefan sequence
respectively. Those experimental results are
based on the channel rate 300 kbps.

Fig. 7shows the R-D curves between
source rates and the expect distortion by
adding different enhancement-layer bitstream
in the sequence. Fig. 8shows R-D slope
between source rates and slope variation in
the Mobile sequence. As the figure shows, a
slope rating increases slowly at the beginning
part of the bit-plane. On the contrary, a slope
rating may increase sharply from the middle
part to the end part of the bit-plane. Fig. 9and
Fig. 10show the system try to include the

points on the convex hull. From Fig. 11to Fig.

18 show the experimental results on the 32th
and 33th frames in the mobile sequence.
From Fig. 19to Fig. 28show the experimental
results from the 31th and 33th frames in the
stefan sequence.

To investigate the system performance
under different traffic loads and different
video, Fig. 29 shows the channel condition
used in our ssmulation environment. The first
bandwidth plan begins at 50 kbps, increases
to 100 kbps at the third second, continuous
drops to 38 kbps until 7th second, recovers
back to 110 kbps at 8th second, and then
increases to 119 kbps. From the second to the
fifth bandwidth plan are shown in Fig. 32,

Fig. 35, Fig. 38 and Fig. 41. In addition, Fig.
30, Fig. 33, Fig. 36, Fig. 39 and Fig. 42show
PSNR vaues for the Akiyo, Coastguard,
Foreman, Mobile, and Stefan sequences
respectively. The streaming agorithm
searches along the R-D curve for an optimal
operating point between the scalable source
coding rate and the base-layer FEC protection
level. When the transmission rate fluctuates
significantly, e.g., from the 50th to the 70th
frame, the proposed system can increase the
base-layer FEC protection level, adapt the
bandwidth changing quickly and reduce the
degree of quality variation. Fig. 31, Fig. 34,
Fig. 37, Fig. 40 and Fig. 43show the bit rate
variation of the FEC protected base-layer and
applying enhancement-layer bitstream under
the variable bandwidth condition. For

example, when the transmission rate changes
from 528kbps to 418kbps, the higher levels
of channel protection is applied to the
base-layer of Mobile sequence than increases
more enhancement-layer(s) bitstream to
enhance the base layer, so that most of the
is truncated

enhancement-layer bitstream
during the period.

Z =PSNR

Fig. 4. R-D curves between source rate, expect
distortion and the one protected by different RS-level
(RS(255,247,9) — RS(255,127, 129)) bitstream in the

Sefan sequence. (31th frame, I-frame)



Z =PSNR

X = Rsrctfec

Fig. 5. R-D curves between source rate, expect Fig. 6. R-D curves between source rate, expect
distortion and the one protected by different RS-level distortion and the one protected by different RS-level
(RS(255,247,9) — RS(255,127, 129)) bitstream inthe  (RS(255,247,9) — RS(255,127, 129)) bitstream in the

Sefan sequence. (32th frame, P-frame) Sefan sequence. (33th frame, P-frame)

Tablel1l. Thenumber of average bit error per codeword for 31th frame (I-frame) on the base layer (Stefan
sequence)

RS code RS248 RS240 RS232 RS224 RS216 RS208 RS200 RS192 RS184 RS176 RS168 RS160 RS152 RS144 RS136 RS128

# of
correctable 4 8 12 16 20 24 28 32 36 40 44 48 52 56 60

symbols
5+1072| 3571420 3488372 3333333  32.6087 31.25 30 2884615 27.77778 2678571 2542373 2419355 23.07692 22.05882 20.83333 19.73684
25107 17.85714 17.44186 1666667 1630435 15625 15 1442308 13.88889 1339286 1271186 1209677 1153846 11.02941 10.41667 9.868421
10| 7.142857 6.976744 6.666667 6521739 6.25 6 5769231 5555556 5.357143 5.084746 4.83871 4.615385 4.411765 4.166667 3.947368
5¢10°°| 3571429 3488372 3.333333  3.26087 3125 3 2884615 2777778 2678571 2542373 2419355 2307692 2.205882 2.083333 1.973684
10* 0714286 0607674 0.666667 0.652174 0.625 0.6 0576923 0555556 0535714 0508475 0.483871 0.461538 0441176 0.416667 0.394737
5¢10%| 0357143 0348837 0333333 0326087  0.3125 0.3 0288462 0277778 0267857 0.254237 0.241935 0.230769 0.220588 0.208333 0.197368

Table2. The number of average bit error per codeword for 32th frame (P-frame) on the base layer (Stefan
sequence)

64

18.51852
9.259259
3.703704
1.851852

0.37037

0.185185

RScode  RS248 RS240 RS232 RS224 RS216 RS208 RS200 RS192 RS184 RS176 RS168 RS160 RS152 RS144 RS136 RS128

# of
correctable 4 8 12 16 20 24 28 32 36 40 14 48 52 56 60

symbols
5*10'2 28.84615 27.77778 26.78571 25.86207 25 24.19355 234375 22.38806 21.42857 20.54795 19.48052 18.75 17.64706 16.85393 15.95745
2.5%102| 1442308 1388889 1330286 12.93103 125 1200677 1171875 1119403 1071429 10.27397  9.74026 9.375 8823529 8426966 7.978723
10'2 5769231 5.555556 5.357143 5.172414 5 4.83871 4.6875 4.477612 4285714 4.109589 3.896104 3.75 3529412 3.370787 3.191489
5+10°| 2884615 2777778 2678571 2.586207 25 2419355 234375 2238806 2142857 2054795 1948052 1875 1764706 1685393 1595745
10| 0576923 0555556 0535714 0517241 05 0483871 046875 0.447761 0428571 0410959  0.38961 0375 0352041 0337079 0.319149
5¥10%| 0288462 0277778 0267857 0.258621 025 0241935 0.234375 0223881 0214286 0205479 0.194805  0.1875 0.176471 0.168539 0.159574

64

15

75

15
0.3

0.15



Table3. The number of average bit error per codeword for 33th frame (P-frame) on the base layer (Stefan
sequence)

RS code RS248 RS240 RS232 RS224 RS216  RS208 RS200 RS192 RS184 RS176 RS168 RS160 RS152 RS144  RS136  RS128

# of
correctable 4 8 12 16 20 24 28 32 36 40 44 48 52 56 60 64

symbols
5"‘].0'2 26.31579 2542373 2459016 23.80952 23.07692 22.05882 21.12676 20.54795  19.48052 18.75 17.85714 17.04545 16.12903 15.30612 14.42308 13.63636

2.5% 10>2 1315789 1271186 1229508 11.90476 11.53846 11.02941 10.56338 10.27397 9.74026 9.375 8928571 8522727 8064516 7.653061 7.211538 6.818182
10_2 5263158 5.084746 4.918033 4.761905 4.615385 4.411765 4.225352 4.109589  3.896104 375 3571429 3409091 3.225806 3.061224 2.884615 2.727273

5* :|.0>3 2631579 2542373 2450016 2380952 2307692 2.205882 2112676 2.054795  1.948052 1875 1785714 1.704545 1612903 1.530612 1.442308 1.363636
10_4 0526316  0.508475 0.491803 0.47619 0.461538 0.441176 0.422535 0.410959 0.38961 0.375 0357143 0.340909 0.322581 0.306122 0.288462 0.272727

5*10| 0263158 0254237 0245902 0238095 0230769 0220588 0211268 0205479 0.194805 0.1875 0.178571 0.170455  0.16129 0.153061 0.144231 0.136364

PSNR

Fig. 9. R-D curves between source rates and expect
distortion in the Mobile sequence. (s>0.0002 , 31th
frame, |-frame)
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Fig. 7. R-D curves between source rates and expect
distortion in the Mobile sequence. (31th frame,
|-frame)
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Fig. 8. R-D slope between source rates and slope
variation in the Mobile sequence. (31th frame,
|-frame)

10



x 10

I
5

32th frame, P-frame)
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Fig. 14. R-D curves between source rates and
expect distortion in the Mobile sequence. (s>0.0003,
Fig. 15. R-D curves between source rates and
expect distortion in the Maobile sequence. (33th frame,

frame)
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Fig. 11. R-D curves between source rates and
expect distortion in the Mobile sequence. (32th frame,
frame)
variation in the Mobile sequence.  (32th frame,

Fig. 12. R-D sope between source rates and slope

variation in the Mobile sequence. (33th frame,
P-frame)

Fig. 16. R-D slope between source rates and slope
11

Fig. 13. R-D curves between source rates and
32th frame, P-frame)

expect distortion in the Mobile sequence. (s>0.0002 ,
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Bitrates for the base layer bitstream, the
sequence.
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Fig. 34.
FEC-protected base-layer and enhance the perceived quality by

applying more enhancement-layer bitstream for Coastguard
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Fig. 43. Bitratesfor the base layer bitstream, the
FEC-protected base-layer and enhance the perceived quality by
applying more enhancement-layer bitstream for Stefan sequence.

For a full system experiments, we used
the CIF version of the FOREMAN sequence
is used. The sequence is encoded using
ISO/IEC 14496 (MPEG-4) visua reference
software (Microsoft-FDAM1-2.5-040207) at
10 frames per second. The coding mode is
one |-frame followed by nine P-frames at 10
frames per second. Fig. 44 presents the
PSNR performance of the streaming system
under a variable bandwidth scenario, ranging
from 68kbps to 240kbps. When the
transmission rate fluctuates significantly, e.qg.,
from the 40th to the 80th frame, the proposed
system can adapt the bandwidth changing
quickly and reduce the degree of quality
variation. Fig. 45 shows the bit rate of the
encoded base-layer bitstream, and the bit rate
of RS(255, 251, 5)/RS(255, 223, 33)
protection level bitstream. Fig. 46 shows the
bit rate variation of the FEC protected
base-layer and enhancement-layer bitstream
under the variable bandwidth condition. For
example, when the transmission rate changes
from 180kbps to 116kbps, the system
performs dynamic rate allocation to add more
FEC protection on the baselayer.
Consequently, most of the enhancement-layer
bitstream is truncated during the period.
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Fig. 44. PSNR under variable transmission
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Fig. 45. Bitrates of the original and the

FEC-protected base-layer bitstreams.
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Fig. 46. Bitratesfor the FEC-protected

base-layer and the enhancement-layer
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