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CMOS :

Aswe get closer to the limits of scaling in CMOS circuits, it is imperative to consider
power/performance trade-offs and to develop appropriate power aware methodol ogies
and techniques for embedded systems. The use of nanometer technologies is making
it increasingly important to consider transient characteristics of a circuit's power
dissipation (e.g., peak power, and power gradient or differential) in addition to its
average power consumption. State-of-the-art transient power analysis and reduction
approaches are mainly at the transistor- and gate-levels. However, we believe
architectural solutions to transient power problems may complement and significantly
extend the scope of lower-level techniques, as was the case with average power
minimization. This project intends to exploit high-level synthesis approach to
transient power management and reduction in that a power-aware high-level synthesis
can impact the cycle-by-cycle peak power and peak power differential for the
synthesized implementation.
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With increasing demand of portable, power-aware multimedia devices, an architecture
that can be flexible in both power consumption and performance is highly required.
Aswe get closer to the limits of scaling in CMOS circuits, it is imperative to consider
power/performance trade-offs and to develop appropriate power aware methodologies
and techniques for embedded systems. The use of nanometer technologies is making
it increasingly important to consider transient characteristics of a circuit's power
dissipation (e.g., peak power, and power gradient or differential) in addition to its
average power consumption. State-of-the-art transient power analysis and reduction
approaches are mainly at the transistor- and gate-levels. However, we believe
architectural solutions to transient power problems may complement and significantly
extend the scope of lower-level techniques, as was the case with average power
minimization.

When circuit technology scales through shrinking the transistor feature size by a
factor of x, the capacitance is reduced by x and the supply voltage by x>. Therefore,
power decreases by a factor of x°, provided the frequency remains the same.
Unfortunately, with each generational scaling of the feature size, more complex,
aggressive designs are used. These designs employ higher clock frequency, larger
chip area and higher total number of transistors due to the use of more aggressive
speculative execution.  The result is asignificant increase in power dissipation. On
the other hand, aggressive, complex designs increase the opportunities available fore
power management: there are more individual units which can be placed on standby
when not needed by the application.

Another worrying trend is the increase in power density. Considering the Intel
family of microprocessors, for instance, the power density is expressed in terms of
watts/'cm? : the current generation is getting close to the power density of a nuclear
reactor. This results in more expensive cooling mechanisms and reduced reliability.
Theincrease in total power dissipation as well as power density means that traditional
power management policies centered only at the device and VLSI levels are no longer
sufficient. Asaresult, power has propagated as an important design constraint to the
higher levels. Therefore, this project intends to exploit high-level synthesis
approach to transient power management and reduction in that a power-aware
high-level synthesis can impact the cycle-by-cycle peak power and peak power



differential for the synthesized implementation.

As mentioned above, with increasing demand of portable, power-aware multimedia
devices, an architecture that can be flexible in both power consumption and
performance is highly required. This project will first investigate and characterize
power consumption of battery components and then come up with high level synthesis
approaches to balance the power dissipation and performance and thus save the power
consumption while maintaining required system performance. Given the transient
power constraints, the proposed project has four goals. to have the longest battery
lifetime while achieving the performance goals, to deliver task schedule and resource
allocation automatically, and to synthesize the SOC architectures at system level.

Currently, power-aware systems research at the architectural level for power saving is
concentrated on the following issues. instruction set architecture (ISA) selection,
instruction caches (I-cache) and the system bus, voltage and frequency scaling,
battery-consciousness, and task movement.

1. Instruction Set Architecture (ISA) Level: Thisis an active research area in the
context of general-purpose architectures; various researchers have commented on
the need to take power and energy into account in ISA design. However, not
much effort has been devoted to power-aware 1SA design. Paper [1] employs a
fine-grained off-line scheduling approach which saves power by combining
multiple instructions into on complex but lower power instruction or by using
low-power versions of instructions while considering task deadlines. The
proposed scheme assumes that the ISA is sufficiently flexible; however, in
practice there is not much scope for the existence of complex instructions which
are functionally equivalent to a group of simpler instructionsin the ISA design.

2. l-cache and Buses: The control path, which governs the fetch, issue and retiring
of instructions, is quite simple in typical embedded processors and occupies a
relatively small portion of the chip area. The caches take up most of the chip
area [2] and are responsible for a considerable percentage of the energy
dissipation even though memory is more energy efficient than control logic.
Paper [3] compresses the instructions in memory. This saves instruction fetch
energy by using fewer bits on afetch. An alternative strategy by paper [4] aso
concentrates on saving instruction energy.  The authors employ a loop cache and
keep the tight loop in a small loop cache instead of accessing a larger block.



This paper shows the usefulness of augmenting an I SA in a power-aware fashion.

3. Voltage and Frequency Scaling: In general, complex systems are typically
over-designed, provisioning resources for the worst-case execution time.  Since
tasks rarely execute up to their worst case, there is significant scope for power and
energy savings using dynamic voltage and frequency scaling. Papers [5]-[8] are
in this category.

4. Battery Consciousness. The most important issues to be considered for
battery-driven systems are the total battery capacity and the battery discharge
profile. The latter isimportant in devising battery-aware schemes that are guided
by the discharge profile. Paper [9] considers distributed rea-time systems and
develop battery model, which is used in two scheduling schemes: first they
optimize the battery discharge power profile, and then they use voltage scaling for
distributed real-time systems. The overall objective is to extend the battery
lifespan while meeting task deadlines and precedence requirements. The authors
claim that mitigating battery capacity loss requires reducing the discharge current
level and shaping its distribution.

5. Task Movement: Task movement is important in rea-time systems for
fault-tolerance or load balancing purposes. However, power efficient task
movement heuristics have not been extensively investigated. One exception is
the work of paper [10]. The paper is based on the observation that a set of
processors can operate at a lower power level than a single one with the same
performanceif there is enough parallelism.

We consider the project as three parts: transient power management thru
high-level synthesis, system-level power-aware design automation, and high-level
synthesis for adaptive power-quality tradeoff in energy-aware multimedia
embedded systems. The yearly schedule is shown as follows:

1% Year:

1. Study on power characteristics of battery-based system.

2. Develop static scheduling algorithm under transient power constraints.

3. Demonstrate the proposed scheduling technique using state-of-the-art commercial
design flow.

2" Year:
1. Study on power aware Instruction Set Architecture (ISA).
2. Develop automated | SA selection for power aware systems.



3. Develop power-aware bus encoding techniques.
4. Develop the power-aware scheduling algorithm for dynamic voltage and
frequency scaling.

39 Year:

1. Study on battery-conscious multimedia systems.
2. Develop the adaptive power-quality tradeoff algorithm.
3. Develop the high-level synthesis for adaptive power management.

By the end of this project, we would expect as follows:

1. Publications. There will be at least two papers published in major
international conferences each year. We will publish at least two academic
journal papers in support of this three-year project. Also, there will be at
least two Ph.D. dissertations and six master theses funded by the project.

2. CAD environment: We are going to build up a high-level synthesistool driven
by techniques from this project and embedded the tool into state-of-the-art
commercial design flow.

3. Training: There will be two Ph.D. students and six master students earned
their degrees within the execution period of this project.

The project has resulted in two journal papers and a conference paper:

1.

Hsien-Wen Cheng and Lan-Rong Dung, “A Vario-Power Motion Estimation
Architecture Using Content-based Subsample Algorithm,” |IEEE
transactions on Consumer Electronics, Feb. 2004, pp.349-354.

Hsien-Wen Cheng and Lan-Rong Dung, “A Power-Aware ME Architecture
Using Subsample Algorithm,” ISCAS 2004.

Lan-Rong Dung and Hsueh-Chih Yang, “On Multiple-Voltage High-Level
Synthesis Using Algorithmic Transformations,” conditional accepted by
|EICE Trans. Fundamentals, 2004.

The following pages are the articles. The first two articles are published and the last
oneison revision phase.
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A Vario-Power ME Architecture
Using Content-Based Subsample Algorithm
Hsien-Wen Cheng and Lan-Rong Dung, Member, IEEE

Abstract —The Motion estimator is a key element in many
video compression systems and it tends to dominate the power
consumption in them. With increasing demand of portable,
power-aware multimedia devices, an architecture that can be
flexible in both power consumption and compression quality is
essential. To meet this requirement, this paper presents a
novel power-aware architecture, called the Vario-Power
Architecture, for the motion estimation. Based on a semi-
systolic array with the content-based subsample algorithm, the
architecture real-time disables some processing elements to
reduce power consumption. By performing the edge extraction
first, a threshold is then set as the criterion of whether to
enable or disable processing elements and thus the switch
activities of the system can be reduced. As the simulation
shows, the architecture may operate at different power
consumption modes according to the remaining capacity of
the battery pack giving little quality degradation and the
power overhead under 0.36%."

Index Terms —motion estimation, VLSI architecture,
video compression, power-aware architecture, subsample.

1. INTRODUCTION

The technique of motion estimation has been widely used in
the video compression system for years. As the demand of
portable, power-aware multimedia devices increases, an
architecture that can be flexible in both power consumption and
compression quality is essential. This paper presents a power-
aware architecture, called the Vario-Power Architecture, which
provides real-time switching of power consumption mode for
conserving battery life > while it maintains the compression
quality in high level. The proposed architecture is driven by the
content-based subsample algorithm which maintain acceptable
quality degradation when the system works at different power
consumption modes; that is, the proposed architecture can
perform trade-offs between power consumption and
compression quality as the battery status changes. Because the
control mechanism and data sequences at different power
consumption modes are the same, the vario-power architecture
can perform the switching of power consumption mode very
smoothly. The block diagram shown in Fig.1 illustrates a typical

! This work was supported in part by Taiwan MOE Program for Promoting
Academic Excellent of Universities under the grant number 91-E-FA06-4-4
and the National Science Council, R.O.C., under the grant number NSC 92-
2220-E-009-003.

The authors are with the Department of Electrical and Control Engineering,
National Chiao Tung University, 1001 Ta Hsueh Road, Hsinchu 300, Taiwan,
R.O.C. (email: jswcheng.ece89g@nctu.edu.tw; lennon@cn.nctu.edu.tw).

2 The idea is motivated from the SpeedStep™™ technology of Intel [1].

Contributed Paper
Original manuscript received July 11, 2003
Revised manuscript received January 29, 2003

Frame VLC | | Buffer
Memory)| Encoder|
Pre—} Stream
Processing Output
T Motion Frame
Compensation Memory|
Video Input MV %
CMB Vario-Power RMB
Architecture
of ME
Power Mode
Battery Monitor Battery

Host Procesor [+ Unit Pack

Fig. 1. A typical application of the vario-power ME architecture in a
video compression system.

application of the vario-power architecture for motion estimation
in a video compression system. The host processor monitors the
remaining capacity of the battery pack and switches the
operation mode of the vario-power element to maintain the
performance of the compression system better.

Lots of published papers presented efficient algorithms for the
VLSI implementation of motion estimator either on high
performance or low power design. Yet, most proposed
algorithms cannot adapt their system to different power
consumption modes. Among these proposed algorithms, the
Full-Search Block-matching (FSBM) algorithm with Sum of
Absolute Difference (SAD) criteria is the most popular approach
for motion estimation because of its considerably good quality.
There are many types of architecture which have been proposed
for the implementation of FSBM algorithms [2] [3] [4] [5].
However, a huge number of comparison/difference operations
result in high computational load and significant power
consumption. To reduce the computational complexity of
FSBM, researchers have proposed various fast algorithms by
reducing the searching steps [6] [7] [8] [9] [10]. Unfortunately,
these fast algorithms suffer from irregular block-matching
scheme and much worse quality than FSBM, and they are not
suitable for the implementation of vario-power architecture.
Papers in [11] and [12] may reduce the computational load
without degrading the compression quality; nevertheless, they
both require additional operations for each search step and
cannot adapt themselves to different power consumption modes.
The Novel Early-Jump-Out (NEJO) technique in [13] addressed
the low-power architecture with some quality degradation.
However, the EJO also requires extra operations for each search
step and is not feasible enough for vario-power architecture.

0098 3063/04/$20.00 © 2004 IEEE
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Articles in [14] and [15] present subsample algorithms to
significantly reduce the computation cost with low quality de-
gradation. The reduction of computational cost implies saving
of the power consumption, and the power consumption can be
reduced by simply increasing the subsample rate; thus, the
subsample algorithms are very suitable for implementing the
vario-power architecture. However, applying the subsample
algorithms for the vario-power architecture may suffer from
aliasing problem for high frequency band. The aliasing
problem makes compression quality degrading rapidly as the
subsample rate increases. To alleviate the problem, we extend
the traditional subsample algorithm to a novel algorithm,
which is called the content-based subsample algorithm. In our
approach, we first use edge extraction techniques to separate
the high-frequency band from a macro-block and then perform
subsampling within the low-frequency band only. Based on the
architecture proposed by Hsieh and Lin [4], we present a semi-
systolic architecture which is driven by the content-based
subsample algorithm. The proposed architecture can real-time
alter the subsample rate as the power consumption mode
changes. As the result shows, our methodology successfully
switches the power mode while the quality degradation is a
little.

II. GENERAL SUBSAMPLE ALGORITHM

The FSBM algorithm with SAD criteria is the most popular
approach for motion estimation because of its considerably
good quality and many published papers presented efficient
architectures for the VLSI implementation of it [2] [3] [4] [5].
To determine the motion vector, the algorithm uses (1) and (2)
to compare each current macro-block (CMB) of the frame with
all the reference macro-blocks (RMB) in searching area.

N-1N-1
SAD(u,v) =" > |S(i+u, j+v)=R(, ),
i=0

= (1
where —p<u,v<p-1.
SADMV = minfpéu,vgp—l SAD(M, V)
MV 2
and MV = (u,v) i SID() ( )

where the macro-block size is N-by-N, R(i,j) is the luminance
value at (ij) in the current macro-block (CMB). The
S(i+u,j+v) is the luminance value at (i,j) of the reference
macro-block (RMB) which is offset (u,v) from the CMB in the
searching area which size is 2p-by-2p.

Many researches addressed subsample techniques for
motion estimation to reduce the computation load of FSBM
[14] [15]. Liu and Zaccarin, as pioneers of the subsample
algorithms, significantly reduced the computational load by
applying the 4-fo-1 alternative subsampling to FSBM. As the
simulation results show, the subsample algorithm reduces the
computational load by a factor of 8 or 16 while the quality is
similar to that of exhaustive search [14]. Here, we present the
general subsample algorithm in which the subsample rate
ranges from 4-fo-1 to I-to-1 for the vario-power architecture.
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The general subsample algorithm shown in (3) uses the
matching criterion which is called subsample sum of absolute
difference (SSAD). In (3), the SMj.,, which is generated from
(4) is the subsample mask for the subsample rate 8-to-m.

N-1N-1

SSAD,,, (u,v)= ZZ‘

=0

SMy,, (i. ) (S (i+u,j+v) = R(i. )

for- p<uv<p-l, 3)
where SM,,, (i, j) is the mask for 8-fo -m subsample and
SMy,, (i, j) = BM,, (i mod 4, j mod 4)
ulm=2) u(m-5) u(m—-2) u(m-o6)
u(m— 3) u(m— 7) u(m—4) u(m —8)
BM&m =
ulm=2) u(m-5) u(m—-2) u(m-o6)
u(m—3) u(m—7) u(m—4) u(m—8) )
L 20
where u(n)is a step function; that is, u(n) = { f(‘)r =
0, forn<0
Using the general subsample algorithm, the power

consumption can be reduced by simply increasing the
subsample rate in which way the reduction of computation cost
implies the saving of power consumption. Obviously, the
general subsample algorithm is very suitable to implement the
vario-power architecture. However, the algorithm is rather
content independent and suffers from aliasing problem in high
frequency band. To enhance the performance, we introduce a
content-dependent technique to the general subsample
algorithm as addressed in the following section.

III. CONTENT-BASED SUBSAMPLE ALGORITHM

As mentioned above, the general subsample algorithm has
aliasing problem when it is in high subsample rate. The
aliasing problem leads to considerable quality degradation
because the high frequency band is messed up. To alleviate
the problem, we use edge extraction techniques to separate the
edge pixels from a macro-block and then perform subsampling
to the remaining pixels.

Fig. 2 describes the procedure of the content-based
subsample algorithm. The algorithm first determines edge
pixels of the current macro-block and then generates the
content-based subsample mask (CSM). Upon the CSM
generated, we are able to calculate SSAD values and find the
best motion vector. The determination of edge pixels starts
from applying gradient filter in the current macro-block. In
this paper, we use three popular gradient filters which are the
high-pass filter, the Sobel filter and the morphological gradient
filter to exercise the performance of the content-based
algorithm [16]. Equations (5)-(8) illustrate their gradient
calculations.
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Input current and reference ¥ x H frames;
Jor(y=0;y<W/N,;y++){
Jor(x=0;,x< H/N ;x++){
Perform gradient filtering;
Calculate the edge threshold accroding to power mode;
Determine edge pixels and edge mask;
Generate content - based subsample mask (CSM);
SSAD,;, (x,y) = o3
for(u=—-p;u<p;u++){
forv=—p;v< p;v++){

N-1N-1

SSAD(u,v) =Y | CSM (i, j)-(S (i+u,j+v) = R(i. )

i=0 j=0
if SSAD, . (x,y)> SSAD(u,v)
{SSAD_; (x,y)=SSAD(u,v); MV(x,y) = (u,v), }

J//for loop index v

>

J//for loop index u
J//for loop index x
J//for loop index y

Fig. 2. The procedure of the content-based subsample algorithm.

High-Pass Filter:

G,y (ir7) :‘MF(HPﬂmsk,R(i,j)) ,
-1 -1 -1
(5)
where HPF,, =|-1 8 -1]|.
-1 -1 -1
Sobel Filter:
Gsobzl (l7 ]) = ‘MF(SXmask s R)(l’ jX + ‘MF(SYmask > R)(li ]X’
-1 -2 -1 -1 0 1 ©)
where SX, , =0 0 0 [SY, ,=|-2 0 2
1 2 1 -1 0 1

In (5) and (6), the MF(+) function is the mask filter operation
which is shown in (7).

1 1
MF(M,R(i,j))= 2 > M(p+1,g+1)-R(i+p,j+q),
p=—lg=-1
where M is a 3—by —3 mask 0

and R(i, j) is the luminance value at (i, ;)
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Morphological Gradient filter:

Gmorphological = (R ® B) - (RQB) >
000

where B=|0 0 0
000

®)

The operation ‘@ ’ and ° © ’ denote the morphological
operation of dilation and erosion respectively.

After obtaining the gradient value G, we first determine the
edge threshold of this CMB as defined in (9).

threshold =m, -max{G (i, j)}+m, -min{G (i, j)}], o)
where m, and m, are set according to power mode.

Then, the algorithm uses the threshold value as a condition to
pick the edge pixels and produces the edge mask by (10).

1, for G(i, j) = threshold

EdgeMask (i, j) = {0 (10)

otherwise

il

Finally, the contend-based subsample mask (CSM) is
generated from (11) and, therefore, the content-based
subsample rate (CSR) is N°-to-(the number of 1's in CSM).

CSM (i, j)=SM,, (i, j) OR EdgeMask(i, ) .
for0<i,j<N-1. (1
Since the higher the threshold value is, the less the edge pixels
will be, the CSM is highly dependent on the threshold. Thus,
the switching of power mode can be done by adjusting the
threshold parameters m1 and m2.

IV. THE VARIO-POWER ARCHITECTURE

According to the content-based subsample algorithm, we
present a semi-systolic architecture which is based on the
architecture proposed by Hsieh and Lin [4]. The vario-power
architecture shown in Fig. 3 contains an edge-extraction unit
(EXU), an array of processing elements (PEs), a parallel adder
tree (PAT), a shift register array (SRA), and a motion-vector
selector (MVS). Given the power consumption mode, the
EXU extracts high frequency pixels (or edge pixels) from the
current macro-block (CMB) and generates 0-/ content-based
subsample masks (CSM) for the PE array to disable or enable
processing elements (PEs). As shown in Fig. 4, the structure of
PE array, which is used to accumulate the absolute differences
of pixels column by column while the parallel adder tree sum
up all the results to generate the subsample sum of absolute
difference (SSAD). Finally, The MVS performs compare-and-
select operation to select the best motion vector which has a
minimum SSAD.
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Parallel Adder Tree Motion-Vector
(PAT) Selector (MVS)
MV
A A
PSMI\‘/}71 PSLII\ Sl?\
RMB
™| Shift Register
CMB .
> PEs array Array
] (SRA)

[—

Edge-Extraction
> Unit
(EXU)

Fig. 3. The system block diagram of the content-based subsample
algorithm.

CSM

———Power mode

To Paralle Adder Tree

TPSN !

PE
N-1,N-1

CSM
CMB data
RMB data

Fig. 4. The architecture of PE array and shift register array.

Since the adder operations which PE achieves dominant
significant power consumption in the system, the proposed
architecture driven by the content-based subsample algorithm
can disable some processing elements to save the switch
activity of PE; that is, it can save the power consumption of
the system. By performing the edge extraction first, a threshold
was then set as the criterion of how many processing elements
will be turn-off. Figure 5 shows the structure of the Processing
Element and explains how the CSM disables or enables the PE.
The absolute difference (AD) unit, which is denoted as |a-b],
calculates the absolute difference of CMB and RMB pixels.
Then the adder unit accumulates the absolute difference value
with the partial sum from the previous PE and conveys the
results to the next PE in the same column. In order to reduce
the switch activity, the PE receives the CSM signals from the
EXU to disable or enable the blocking registers, which is
abbreviated as ‘breg’ in Fig. 5, to decide the PE is active or
inactive. When the blocking registers are enabled, the data
paths of AD unit and the adder unit remains still, that is, the
switch activity of this inactive PE is reduced. Thus, the power
consumption can be saved.

The edge-extraction unit contains two main blocks which
are gradient filter and CSM generator. The implementation of
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to PE(i+1,j) > AD(k, )
k=1

1
cSM —

enable )

control
CMB

[

RMB — re —

;

from PE(i,j+1) from PEGij-1)

from PE(i-1,j) 'iAD(k, )
k=1

Fig. 5. The PE structure for the vario-power architecture.

right boundary

left boundary

bottom boundary
—

d

B
, _ Gradient
[ fabs—

top boundary |

Fig. 6. The architecture to implement the high-pass gradient filter.

regular
Gradient - max H@‘L ml subsample CSM
7{ ! pattern —L
1 R+ OR
min T —L edge
L ! m2 cmp Pattem

N2 delay lme

power

\ Controller
Fig. 7. The architecture of the CSM generator.

gradient filter is based on one of the (5), (6) and (8). Figure 6,
for instance, is the structure of the implementation for the
high-pass gradient filter. The multiplexers are used to prevent
the boundary error for border pixels of the CMB. The black-
dot in each multiplexer indicates the switching path when the
filter is processing a border pixel. The CSM generator, whose
structure is illustrated in Fig. 7, figures out the maximum and
minimum of the gradient value in the macro-block and then
determines the threshold value according to the power mode as
shown in (9). Finally, it generates the CSM by OR-merging the
regular subsample pattern and the edge pattern.

The execution of the vario-power architecture has five
phases: initial CMB phase, filtering phase, edge-determination
phase, initial RMB phase, and SSAD calculation phase. The
initial CMB phase is for loading the CMB data into PE array
and the initial RMB phase is for filling up PE array in full with
RMB data to start the SSAD calculation. Figure 8 illustrates
the timing of data flow. Since the execution of edge-extraction
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Vario-power motion estimation of a macro-block

Edge-extraction

1. Generate the CSM

: BEdge- \| ____
Filter >< determination § 2. Shift the CSM to PEs
! phase

CMB phase

.............

[ ,Determine the threshold according to
the power mode.

------ > Gradient filter operation
------ > Shift the CMB to PEs array

1. Shift the RMB data to PEs array.

T Tnitial r---»>2. Accumulate the SAD of each searching
CMB i step.

phase i

Calculate SAD Phase RZ

Fig. 8. The data flow of the vario-power architecture.

CMB

RMB Initial RMB phase

unit, which includes filtering phase and edge-determination
phase, is parallel to the initial RMB phase, the behavior of the
proposed architecture is the same as the architecture without
vario-power function proposed by Hsieh and Lin [4].

V. ESTIMATION OF POWER CONSUMPTION

From (12), the power consumption of digital VLSI is in
proportion to the switch activity, £ #(0 <> 1).

Rgau’ = f : Cga!e ! VDZD ! }/(0 A 1)5

12
where y(0 <> 1) is the switching rate of the gate. (12)

Because the addition is the majority of the motion estimation
architecture, by referring to [11], this paper uses the number of

equivalent additions, denoted as g ,, ., as the power measure

unit to estimate the power consumption. As per Fig. 5, the
calculation of an absolute difference nearly requires
2€ .. and each PE consumes 3¢ , ~in each iteration. When

the PE array operates at the content-based subsample rate of
R, it requires R;l -N? .(2 p)2 -3€ 4, - Since the calculation of
PAT requires (N —1)-(2 p)z - €, » the power consumption of
calculating SSADs for all RMBs in searching area is
12R;1N2p28adder + 4(N_ 1) ngadder :

As regard to the EXU, three gradient filters which are
mentioned in this paper consume 6N’ ,9N’e,,, and

8N’¢e,,,, -tespectively, and the edge-determination consumes
3N’e,,,, - So the power consumption of the content-based

subsample algorithm ( P, ) can be expressed as (13).

PCSA = 12R;1N2p2£udder + 4 (N _1) ngadder
+ aN ? Eudder H

(13)
where € {9,12,11}.
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Fig. 9. The PSNR vs. power consumption of the News clip.
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Fig. 10. The PSNR vs. power consumption of the Weather clip.

From (13), we can learn that the power overhead of EXU is
a little. For the worst case, when the subsample rate is 4-to-1
and the gradient filter is Sobel-type, the power overhead is
only 0.36% for the motion estimation with N=16 and p=32.

VI. SIMULATION RESULTS

Figure 9 and 10 demonstrate the simulation results of two
352-by-288 MPEG clips for N=16 and p=32. The dashed lines
are the results of the general subsample algorithm and the
subsample rates at the bullets are (4:1), (8:3), (2:1), (8:5), (4:3),
(8:7), and (1:1), respectively from left to right. The solid lines
are the results of the content-based subsample algorithm with
three gradient filters and the subsample rate is from (4:1) to
(1:1). The threshold parameters, (m;, m,) pairs, at the bullets
on solid lines are (1,0), (0.75,0.25), (0.5,0.5), (0.4,0.6),
(0.3,0.7), (0.2,0.8), (0.1,0.9), and (0,1), from left to right
respectively. As the results, the power consumption can be
significantly reduced while the quality degradation is little and
the power mode can be dynamically switched by simply
changing the threshold parameters.
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VII. CONCLUSION

We proposed the vario-power architecture based on a novel
content-based subsample algorithm. The vario-power
architecture provides the real-time capability for the switching
of power consumption mode while the quality degrades a little.
In the proposed architecture, the edge extraction unit plays a
key role to dynamically adjust the power consumption mode
and its power overhead can be neglected. As shown in the
simulation results, the proposed algorithm successfully
improves the compression quality of the general subsample
algorithm and switches the power consumption mode by the
content dependent technique.
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A POWER-AWARE ME ARCHITECTURE USING SUBSAMPLE ALGORITHM
Hsien-Wen Cheng and Lan-Rong Dung

The Department of Electrical and Control Engineering, National Chiao Tung University

ABSTRACT proposed algorithms cannot dynamically adapt to different
ower consumption modes. Among the proposed algorithms,
he Full-Search Block-Matching (FSBM) algorithm with Sum
of Absolute Difference (SAD) criterion is the most popu-
lar approach for motion estimation because of its consider-
ably good quality [1][2][3]. However, a huge number of
comparison/difference operations result in high computa-

This paper presents a power-aware architecture driven by

novel content-based subsample algorithm which allows the
architecture to work at different power consumption modes
with acceptable and smooth quality degradation. The pro-
posed algorithm first performs the edge extraction to gen-

erate a turn-off mask which is used to reduce the switch . :
tion load and power consumption. To reduce the computa-

activities of processing elements (PEs) in the semi-systolic,. :

array. Since we introduce an adaptive control mechanism totlonal complexity of FSBM, researchers have proposed var-
' L ious fast algorithms that either reduce search steps [4] [5

set the threshold value of edge determination, based on thI u gor : . ps 4] [3]

video content and the remaining capacity of battery pack ‘TG] or simplify the calculation of error criterion [7]. The
) . INg capacity Hery pack, ¢ st-search algorithms improve the block matching speed
the reduction of the switch activities is rather stationary ata . X L
i X S .~ while the quality degradation is little and, thus, lead to a
certain power consumption mode. As shown in simulation | imol . H | -
results, the architecture can dynamically operate at differ- oW power Imp ementatmn_. OWEVET, & IoW power Imple-
’ . oy : mentation is not necessarily a power-aware system in that
ent power consumption modes with little quality degrada-

tion while the power overhead of edge extraction is under a power-aware system should adaptively modify its behav-

0.8% comparing with the general subsample algorithm. I;;)err\flg:rr;g]nec(e:hbzr:\?vi:; Z?ngei) tr)feann%r%étsttea:t;ﬁfgr[]g] .balance the
Articles in [9] proposed a subsample algorithm to signif-
1. INTRODUCTION icantly reduce the computation cost with low quality degra-
dation and the power consumption can be reduced by sim-
Motion estimation (ME) has been notably recognized as the ply increasing the subsample rate; thus, the subsample algo-
most critical part in many video compression systems, suchrithms are very suitable for power-aware ME architecture.
as MPEG standards and H.26x, which tends to dominateTo alleviate the aliasing problem of subsample, this paper
computational load and hence power requirements. Withpresents a content-based algorithm which first uses edge
increasing demand of portable, battery-powered multime- extraction techniques to separate the high-frequency band
dia devices, a power-aware motion estimation architecturefrom a macro-block and then performs subsampling within
that can be flexible in both power consumption and com- the low-frequency band. By an adaptive control mecha-
pression quality is highly required. To meet the power- nism, the edge-extraction step can self-tune the threshold
aware requirement of portable devices, this paper presentgalue to maintain a stationary subsample rate. Based on
a power-aware ME architecture using a novel content-basedhe proposed algrorithm, we present a semi-systolic archi-
subsample algorithm, that can adaptively perform trade-offstecture which can dynamically alter the subsample rate as
between power consumption and compression quality as thehe power consumption mode changes. As the result, our

battery status changés Since the control mechanism and methodology successfully switches the power mode while
data sequences at different power consumption modes arg¢he quality degradation is little.
the same, the power-aware architecture can perform the switch-
ing of power consumption mode very smoothly on the fly.
Lots of published papers presented efficient algorithms 2. CONTENT-BASED SUBSAMPLE ALGORITHM

for the VLSI implementation of motion estimation but most

As mentioned above, the general subsample algorithm has
This work was supported in part by Taiwan MOE Program for Pro- aliasing problem for high subsample rate which leads to

moting Academic Excellent of Universities under the grant number 91- : : : :

E-FA06-4-4 and the National Science Council, R.O.C., under the grant cons@erable quality degradatpn because the high frequency

number NSC 92-2220-E-009-003. band is messed up. To alleviate the problem, this paper

1The idea is motivated from the SpeedStépechnology of Int€P . presents a content-based subsample algorithm whose pro-
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threshold = m (x, y) nax{G i, j} +@-m'(x,y)) min{G(i, j} N
i, Unit (EXU
EdgeMask(i, j) = é}];G(I, J)zthreshqd nit
) otherwise
CM (i, j) =M, (i, j) OEdgeMask(i, j); Fig. 2. The system block diagram

csm_cnt =total edgesof CSM;

flupdate threshold parameter for the next frame subsample rate stationary, the algorithm adaptively updates

M7 y) =m (x,y) +K,, fesm_ent ~trg_cnt); the threshold-parameter’™ (, y) based on the difference

if (M™(x,y) <0){m"™*(x,y) =0}; of csm_cnt andtrg,_cnt a_nd the control parametéf,, which

if (M™% y) >D{m"™(x,y) =1; will affect the settling time and steady-state error of sub-
Jifind MV sample rate. Thus, the switching of power mode can be
SSAD., (x,y) = precisely done by giving the target subsample pixel count

for(U = —piu < piu + +){ trg_cnt according to the battery status.

for(v=—p;v<p;v++){
N-1N-L 3. THE POWER-AWARE ARCHITECTURE
SSAD (u,v) = Z Z\csvl (i,i) s (i +u,j +v)=R(i.i))|
o According to the content-based subsample algorithm, we
if SSAD,,;,(%, y)>SSAD(u,V)

present a semi-systolic architecture shown in Fig. 2, based

{SSAD,;, (%, ¥) = SSAD(U,V); MV(x,y) = (U.v); } on architecture proposed by Hsieh and Lin [2], that contains
}Hifor loop index v an edge-extraction unit (EXU), an array of processing ele-

Y/ffor loop index u ments (PEs), a parallel adder tree (PAT), a shift register ar-
Yifor loop index x ray (SRA), and a motion-vector selector (MVS). Given the

Mifor loop index y power consumption mode, the EXU extracts high frequency
(or edge) pixels from the current macro-block (CMB) and

Fig. 1. The content-based subsample algorithm generates)-1 content-based subsample masks (CSM) for

the PE array to disable or enable processing elements (PES).

The PE array is used to accumulate absolute pixel differ-
cedure is described in Fig. 1. The proposed algorithm ences column by column while the parallel adder tree sum
first uses a edge extraction technique to separate edge pixelsp all the results to generate the value of subsample sum
from a macro-block and performs subsampling to remaining of absolute difference (SSAD). The MVS, then, performs
pixels, then generates the content-based subsample maskompare-and-select operation to select the best motion vec-
(CSM). Upon the CSM generated, we are able to calculatetor.
SSAD values and find the best motion vector. Based on the semi-systolic architecture with content-

The determination of edge pixels starts from gradient based subsample algorithm, the architecture dynamically
filtering. This paper uses three popular gradient filters [10] disable some processing elements to reduce the power con-
to exercise the content-based algorithm: the high-pass filtersumption in that we assume the major power consumption
the Sobel filter, and the morphological gradient filter. Af- is determined by the switch activity of system. By perform-
ter obtaining the gradients from the filter, the algorithm  ing the edge extraction first, a target coumiy(.nt) was then
determines the edge threshold of this CMB by an adaptiveset as the criterion of whether to enable/disable processing
control mechanism. Then, it uses this threshold value to elements and thus dynamically changes the switch activities
pick the edge pixels and produce the edge mask. Finally,of system to reduce the power consumption. Fig. 3 shows
the contend-based subsample mask (CSM) is generated andhe PE structure and explains how the CSM disables/enables
therefore, the content-based subsample rate (CSR) denotedrocessing elements. The CSM disables the PE by using the
asR, is N2-to-csm_cnt, wherecsm_cnt means the number  block element (BE), implemented by AND gates, that can
of 1's in CSM. nullify the input signals of data path, that consists of the ab-
According to battery status, the host processor decidessolute difference unit/¢ — b|) and the Adder unit. That is,

the desired subsample rate, thatNg-to-trg_cnt, where the circuits in these units remain still until the next motion
trg_cnt is the target number of 1's in CSM). To make the vector searching iteration starts and, thus, the consumption
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o

gatei. For an execution unit'U; in a VLSI system, the
power consumption can be shown in (2), whé¥g,,. ; is
the gate count oEU;.

Gradi

— . .. .. 2 — . .. .
Fig. 4. The architecture of edge-determination and CSM Poate, = a-Cifi-Vpp=r Ci-ri(]). (1)
generator. Mgt i
Ppu, = Y #-Cl-r)(]). )

i=1
of transient power can be saved. The edge-extraction unit o o _ .
contains two blocks, that are gradient filter and CSM gen- After COﬂSlderlng the activity of execution units, the total

erator. Fig. 4 illustrates the structure of CSM generator. POWer consumption can be as (7) by assuming the switch
activities are uniform within an execution unit; that#$(]

) = 7*(]), vr¥(]) and the average output capacitances are
nearly same. In this paper, we use the gate power coefficient

4. RESULTS egp as the unit for estimating power dissipation.

Figures 5 and 6 demonstrate the simulation results of two

H _ _ P,o,a = Z PEUv + Z PEU» (3)
352-by-288 MPEG clips folN = 16 andp = 32 and the total maciegy. PO LB *
control parametef<, is set as).3. The target subsample vinactivelZls Vdj\: .
pixel counts are set agl, 96, 128, 160, 192, 224 and256, ~ kY 5] gie’k CF (4)
respectively. The dashed lines are the results of the general Vactive EUy, i=1
subsample algorithm and the solid lines are the results of = kY R xChy X Nyatep (5)
the content-based subsample algorithm with three gradient Vactive EUj,
filters. As shown in the results, the quality degradation of > (k- Cavg) S (1) X Nyarerr  (6)
the content-based algorithm is less than that of the general " VactiveEUj, '
subsample algorithm, and the type of selected gradient filter - cop 2 (1) X Nyater 7
does not make much difference to the performance of the Vactive EUy,
proposed algorithm. From the results, the average CSR er-
ror is as low ad.12% and the CSR error variance is as low Table 1 shows the synthesis result with the TSMC 1P4M

as 0.00024. Thus, the proposed algorithm can be applied).35um cell library, where the symbad®, means the content-
for power-aware system in that the subsample rate can bebased subsample rate and thg is the gate power coeffi-

nearly stationary with given target subsample rate. cient defined in (7). From the results, we can learn that the
One can consider the major power consumption of a area overhead to implement EXUi$68% and the power
CMOS gategate; as (1), wherex andx are constantsy; overhead is only).8% in the worst case when the subsam-

is the output capacitance of gatef; is the operation fre-  ple rate is4-to-1 for the motion estimation withiv = 16
quency of gatg, andr;(0 < 1) is the switch activity of  andp = 32.
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Table 1. Power analysis of the power-aware architecture

EU, PE array SRA PAT+MVS EXU
AD + Adder Others
Gate County” 117,760 58,708 44,640 1,800 17,121
) 4p>R;T =4096R; T | 4p? = 4096 | 4p® = 4096 | 4p® = 4096 | N? = 256
Pl sumption 4.8¢8 - R T 2.4¢8 1.8¢8 7.37¢6 4.38¢6
B sumption (Egp) 4.8e8 - R;' 4 4.3¢8

N =16 andp = 32
Cell library: TSMCO0.35um process
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[PAPER |
ON MULTIPLE-VOLTAGE HIGH-LEVEL SYNTHESIS

USING ALGORITHMIC TRANSFORMATIONS

Lan-Rong DUNG' and Hsueh-Chih YANG, Nonmembers

SUMMARY  This paper presents a multiple-voltage high-level synthesis approach for low power DSP applications using algorithmic
transformation techniques. Our approach is motivated by maximization of task mobilities in that the increase of mobilities may raise
the possibility of assigning tasks to low-voltage components. The mobility means the ability to schedule the starting time of a task. It
is defined as the distance between its as-late-as-possible (ALAP) schedule time and its as-soon-as-possible (ASAP) schedule time. To
earn task mobilities, we use loop shrinking, retiming and unfolding techniques. The loop shrinking can first reduce the iteration period
bound (IPB) and, then, the others are employed for shortening the iteration period (IP) as much as possible. The minimization of IP
results in high task mobilities. Finally, we can assign tasks with high mobilities to low-voltage components and, thus, minimize energy
under resource and latency constraints. With considering the overhead of level conversion, our approach can achieve significant power
reduction. In the case of the third-order IIR filter, the proposed approach can save up to 40.2% of power consumption.

key words: multiple voltage scheduling, low-power circuit, loop shrinking, retiming, unfolding, high-level synthesis

1. Introduction

With the increasing demand of portable devices, the reduction of power consumption has become the essential issue
in VLSI design. A growing literature on VLSI design has proposed to reduce power consumption at different levels,
from physical level to system level. Since any design decision made at earlier stages will have higher impacts on the
final result, researchers believe that the power minimization should be done at higher abstraction levels for more
significant power saving [1],[2]. A number of papers have addressed on power saving techniques, such as voltage
scaling, capacitance reduction and switching minimization, for high level synthesis (HLS) [2]-[5]. However, these
papers are based on a single voltage supply for power minimization and cannot take full advantage of available
schedule slack to reduce the voltage. Therefore, the use of multiple supply voltages becomes very attractive
to low power design recently [6]-[13]. The idea is to assign non-critical nodes to low voltage components and
execute time-critical nodes at higher supply voltage. Papers [2],[8], [11],[12] present multiple-voltage scheduling
for power optimization for HLS. Using integer linear programming (ILP) or dynamic programming, their works
have pseudo-polynomial or even exponential time complexity. In paper [10], Shiue and Chakrabarti present a list-
based multiple-voltage scheduling algorithm with polynomial time complexity. The algorithm is driven by three
parameters: depth, mobility, and switching capacitance. With considering the level shifter, [10] provides effective
resource-constrained and latency-constrained schemes for multiple-voltage HLS. From Chakrabarti’s group, later
on, paper [13] uses Lagrange multiplier method to find the optimal solution of multiple-voltage scheduling under
both resource and latency constraints.

The papers mentioned above have presented efficient scheduling for multiple-voltage HLS. Yet, few papers
have considered the effect of algorithmic transformation on multiple-voltage power minimization. In this paper,
we exploit on algorithmic transformation for multiple-voltage HLS and present an efficient approach to minimize
power consumption under resource and latency constraints. The main concept behind the proposed approach is to
change the computational structures by transformations and make mobility of each task in fully-specified flow graph
(FSFQG) as high as possible. The mobility means the ability to schedule the starting time of a task. It is defined as
the distance between its as-late-as-possible (ALAP) schedule time and its as-soon-as-possible (ASAP) schedule time.
Obviously, the increase of mobilities may raise the possibility of assigning tasks to low-voltage components. To earn

tThe authors are with the Department of Electrical and Control Engineering, National Chiao-Tung University, Hsinchu
30010, Taiwan
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Fig.1 FSFG of second-order IIR.

task mobilities, we use loop shrinking, retiming and unfolding techniques. First, we use algebraic transformation
to shrink the loops and hence decrease the iteration period bound (IPB). Then, retiming and unfolding techniques
are employed for shortening the iteration period (IP) as much as possible. The minimization of IP results in high
task mobilities. Once the IP is minimized, we can then assign tasks with high mobilities to low-voltage components
based on a proposed task-assignment scheme. The proposed scheme is priority-based in that tasks with higher
effectiveness will be given higher scheduling priority. The effectiveness of a task is defined as the difference of
energy consumption between its high-voltage assignment and low-voltage assignment. So, the most significant
power reductions can be counted first. Finally, our approach uses a level-conversion refinement step to reduce the
power overhead of using level converters as much as possible. As the results, our approach can achieve significant
power reduction under resource and latency constraints. In the case of the third-order IIR filter, the proposed
methodology can save up to 40.2% of power consumption while the supply voltages are 5V and 3.3V under latency
constraint 1.5Tcritical and resource constraints 1, 1, 1, 1.

The rest of the paper is organized as follows. In Section 2, we introduce algorithmic transformations. Section 3
presents the proposed approach in details. Section 4 shows the experimental results and Section 5 is the conclusion
of this work.

2. Algorithmic Transformations

2.1 Fully-Specified Flow Graph

This paper uses Fully-Specified Flow Graph (FSFG) as a design entry for describing algorithm. A deterministic
DSP algorithm can be represented by a FSFG which describes the relationship between a set of input and output
sequences [14]. The FSFG is defined by the 3-tuple < N, E,D >, where N is the set of vertices or nodes that
represent operations on a process element (PE), E' is the set of directed edges that describe the data flow and D
is the set of ideal delays. Fig. 1 shows an FSFG for a second-order IIR filter. Given enough function units, the
performance of FSFG is determined by loops [15].

In literature on HLS, the iteration period bound(IPB) has been used to measure the efficiency of the imple-
mentation of an FSFG [15]-[17]. The iteration period (IP) for a loop is defined as the total computational latency
in the loop divided by the total number of delays. The IPB is the maximum IP for all loops in FSFG. The IPB
in some sense represents the minimal sample period cycle at which a circuit can operate. In other words, the IPB
represents the minimum achievable latency between iterations of the given flow graph when enough processors are
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@) (b)

Fig.2 Loop shrinking using associativity of addition. (a) The original FSFG. (b) The
equivalent FSFG.

available. For instance, if we assume that a multiplication takes two time units to execute and an addition one time
unit, the FSFG shown in Fig. 1 has an IPB of 4 time units.

A smaller IPB represents a higher throughput or sample rate if it can be achieved; however, the optimal
sample period is not always achievable. Consider Fig. 1 again. The sample period is limited by loop G—C —-A— B
and so equal to 5 time units. To obtain the rate-optimal implementation of FSFG, this paper uses algorithmic
transformations to change computing structures and gain better performance in the stage of implementation. The
following subsections will introduce three algorithmic transformation techniques employed in this paper.

2.2 Loop Shrinking

Loop shrinking can reconstruct the FSFG to obtain the optimal IPB for loops. Consider the loop segement shown
in Fig. 2. Fig. 2 (a) has a chain of two additions within the loop. According to the associativity of addition, the
function a + (b + ¢) in Fig. 2 (a) is equivalent to the function (a + b) + ¢ in Fig. 2 (b). Obviously, the dot-lined
loop has been shrunk in (b) and the loop latency is reduced as well. Therefore, we can perform loop shrinking on
critical loop, who has the maximum IP, to reduce the IPB while the functionality of FSFG keeps the same. Fig. 3

is an example of loop shrinking. Given each task takes one time unit to execute, the IPB can be reduced from 3
time units to 2 time unites.

2.3 Retiming and Unfolding

Optimization of IPB may lead to a rate-optimal FSFG, but the optimal sample period is not guaranteed in an
IPB-optimal FSFG. Retiming is a process that may help making sample rate equal to IPB. With delay transfer or
nodal transfer, it is possible to make a loop achieve IPB. Integer linear programming (ILP) for retiming listed in
Fig. 4 has been proposed to achieve the IPB [18]. The ILP formulation is attractive because additional constraints
can easily be added to the formulation. Unfortunately, the ILP for retiming might take more computational time
and cannot guarantee the achievement of IPB. Fig. 5, for example, the IPB can not be achieved by retiming since
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Fig.3 Loop shrinking of Second-order IIR. (a) The original FSFG. (b) The equivalent

FSFG.
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Given FSFG,

Maximizing ( t

subject to:
r(u)-r(v)<Dye),

where e is the directed edge from v to u.

zero—delay-path)

Fig.4 ILP of retiming

(2) (10)

Fig.5 An example of FSFG that cannot achieve IPB.

node A requires 20 time-unit to execute.

To guarantee the achievement of IPB and optimize the sample period, paper [17] presents unfolding technique.
Instead of describing one iteration of the computation in the form of a recursive loop, unfolding by a factor P
implies P consecutive iterations. Fig. 6 illustrates the unfolding result of FSFG in Fig. 5. In the unfolding FSFG,
the IPB can be achieved and the sample rate is optimized.

3. Proposed Approach

3.1 Multi-Voltage HLS Algorithm

Fig. 7 describes the proposed HLS algorithm. The inputs to our algorithm are an FSFG, a resource constraint
(Ru), and a latency constraint (T'u), and the outputs are the voltage assignment, start time, and end time of
each node and the total power consumption of the scheduling if the scheduling exists. In a nutshell, the proposed
resource and latency constrained algorithm operates in four passes. In the first pass, the input file specifies the
resource constraint (Ru), the latency constraint (T'u), and the operations within the FSFG. Once having the input
information, we use loop shrinking technique to reduce the IPB. This bound ensures that there exists a period that
is sufficiently long to assure proper evaluation of all the loops. The consecutive iteration of the execution of the
FSFG cannot begin before the IPB. In the second pass, we compute the IP to check whether it matches the IPB or
not. If the IP matches the IPB, the graph will be sent to the pass three. If the IP is not equal to the IPB yet, the IP
minimization can be achieved by either retiming or unfolding techniques to obtain optimal mobility under the given
resource constraint. In the third pass, multiple-voltage scheduling subroutine, MultV _Schedule(graph, Ru, Tu, L),
is used to schedule and assign tasks to the proper scheduling time and the available resources such that the total
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Fig.6 A rate-optimal FSFG using unfolding.
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SCHEDULE(FSFG, Ru, Tu, L, EnergyTh, LCTh)
/I Ru: Resource constraint, Tu: Latency constraint
/'L : number of voltage levels
/I EnergyTh: the energy table of multiple voltages
/I LCTh: the energy table of level converters
{
g=Read FSFG (FSFG, Ru, Tu);
gl = Shrink (g);
if (IP=IPB) //Checkif P equalstoIPBingl
S=MultV_Schedule (g1, Ru, Tu, L);
else{
g2 = Minimize_IP (gl);
S= MultV_Schedule (g2, Ru, Tu, L);
}
S=LC refine(S); // refinement of level converters

Report ( S);

Fig.7 The multi-voltage HLS algorithm.

power /energy consumption is minimum. In the last pass, LC refine(S) considers the overhead power consumption
caused by level converters by a heuristic methodology.

3.2 Loop Shrinking

We propose the loop shrinking flow as shown in the Fig. 8. The flow will search two adjacent addition operations
in the critical loop first and then rearrange the associated edges to reduce the number of nodes in the critical loop.
The flow will repeat calculating and updating the IPB of the critical loop until IPB cannot be improved. Once the
optimal IPB can be obtained, we have higher chance to obtain higher mobility of each node in the scheduling to

save more power Consumption.

3.3 IP Minimization

IP minimization Minimize_IP(graph) can be achieved by either retiming or unfolding techniques to obtain opti-
mum mobility under given resource constraints. We apply the unfolding technique to guarantee that IP matches
the ITPB, and minimize sample period or latency. Figures 9- 11 illustrate the ASAP and ALAP scheduling results
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Find the critical loop
and determine IPB
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Find adjacent addition nodes
in the critical loop
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Rearrange edges with
adjacent addition nodes
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Fig.8 The loop-shrinking flow.
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Fig.10 Schedules of second-order IIR after retiming.
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Fig.11 Schedules of second-order IIR after unfolding.

of second order IIR filter using retiming and unfolding techniques. The tables in Fig. 12 and Fig. 13 shows that
the mobilities are improved by algorithmic transformation.

3.4 Multiple Voltage Scheduling

In this section, we explain the multiple-voltage scheduling subroutine, MultVschedule(graph, Ru,Tu, L), where Ru
represents the resource constraint, L represents the number of voltage levels, and T'u represents that the number of
available scheduling slots equals to the latency constraint, or else equals to P times the latency constraint while the
unfolding was used to make sure the IP and the IPB are the same in the second pass. Fig. 14 shows the flowchart of
MultVgchedule(graph, Ru, T, L) where the index 4, and j represents different classes of function units and voltage
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Before algorithmic After algorithmic
Node transformation transformation
ALAP ASAP Mobility ALAP ASAP Mobility
A 7 5 2 5 1 4
B 8 6 2 7 1 6
Cc 6 4 2 8 4 4
D 3 1 2 6 2 4
E 4 1 3 6 2 4
F 7 4 3 8 2 6
G 3 1 2 5 1 4
H 4 1 3 6 1 5

Fig.12 Mobilities of second-order IIR after retiming.
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After unfolding transformation

Node
ALAP ASAP Mobility
Al 12 4 8
A2 16 8 8
Bl 16 1 15
B2 16 5 11
C1 11 1 10
Cc2 15 4 11
D1 9 1 8
D2 13 5 8
El 12 1 11
E2 14 5 9
F1 15 4 11
F2 13 4 9
Gl 12 1 11
G2 14 5 9
H1 10 1 9
H2 14 5 9
Fig.13  Mobilities of second-order IIR after unfolding.
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levels, respectively. The index k represents the number of nodes in the class ¢. In the beginning, all nodes in the
flow are set to be "unmarked” to represent the un-scheduled status of each node. Then the program will choose a
class of operations, such as multiplications, according to the effectiveness priority of each class. The effectiveness
of a task is defined as the difference of energy consumption between its high-voltage assignment and low-voltage
assignment. This scheme is priority-based in that tasks with higher effectiveness will have higher priority. So,
the assignment with most significant power reductions can be considered first. The next step is to compute the
as-soon-as-possible (ASAP) value, the as-late-as-possible (ALAP) value, depth, and mobility for each node. Here
the ASAP and the ALAP times are computed using the user defined latency constraint. Recursively assign nodes
with higher priority to lower voltage resources and update the ASAP, ALAP value. Notice that the scheduling order
of nodes does not always obey the data precedence order, which means we might deal with all the multiplication
nodes before all addition nodes, therefore, we have to check the latency illegality in the scheduling process. Once
the latency constraint was broken, the higher voltage resource will be utilized to make sure the scheduling result is
feasible.

For example, there exists four multiplications and four additions for a second order IIR filter. Then we
determine the ”magic number”, N, which represents the number of tasks in the function unit class with the highest
effectiveness which we try to assign to the lowest voltage to save power dissipation as much as possible under the
given constraint. The magic number N is determined by L%J, where T, is the latency constraint and T.(v(j))
represents the execution time of the operation type with the highest effectiveness operating at v(j) voltage. For
instance, according to the Fig. 15, the multiplication nodes have higher effectiveness than that of addition nodes.
If the latency constraint Tu = 10timeunits and the resource constraints are (1, 1, 1, 1) (one 3.3V multiplier, one
5V multiplier, one 3.3V adder, and one 5V adder), there are two (L%J) multiplications using 3.3V multipliers to
save the power consumption because one 3.3V multiplier takes 4 time-unit delay and maximally assigning the nodes
with the highest effectiveness within the latency constraints is the first step to save power consumption. If there is
insufficient number of 3.3V multipliers, we compute the priority and higher priority nodes use the 3.3V multiplier
first. The priority of a node is a function of its depth, mobility, ASAP, and ALAP. Depth is the most important
parameter, since it is directly linked to the latency. We assign nodes with larger depth first, so the scheduling
can be completed within the latency constraint. Mobility is the second most important parameter. Nodes with
higher mobility are given higher priority during assignment of lower voltage resources. Nodes with smaller ASAP
time can be scheduled earlier. Since the power consumption of the multiplier is much more than of the adder, we
give the higher priority to the nodes with smaller ASAP time and arrange the scheduling first. Since we schedule
multiplications before additions, it is essential to check if the scheduling legality by ALAP time and the function
unit utilization obey the constraints. For example, in 3.3V operation, we need to guarantee that the start time
must be smaller or equal to the original ALAP time-1. The reason is that 3.3V resources take one more delay than
5V resources do. This checking process depends on the delay of different function units. Note that the number
of the multiplications which we try to assign to lowest voltage multipliers based on the given latency constraint
and the resource constraint can not be achieved. Thus we must relieve the constraint by resetting the number of
the multiplications assigned to lowest voltage multipliers and the number of the multiplications assigned to higher
voltage multipliers.

3.5 Refinement of Level Converters

The proposed scheduling algorithm is based on multiple-voltage methodology, and, thus, the power consumption
of level converters can not be ignored. According to Fig. 15 and Fig. 16, we realize that the power consumption of
a 3.3V-to-5V level converter is much greater than what a 3.3V adder takes. Note the left-hand side of Fig.17, one
task assigned to low voltage was scheduled between two tasks assigned to high voltage and the other task assigned
to high voltage was scheduled between two tasks assigned to low voltage. There are four level converters will be
required in the situation. We use the refinement method shown in Fig.18 to search this scheduling part and avoid
the overhead power consumption caused by level converters as much as possible.
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Fig. 14

Flowchart of multiple voltage scheduling.
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Component| Energy | Energy | Delay | Delay
BvV) | (8.3V) | (BV) | (3.3V)

Adder 57pJ 25pJ | 15.4ns | 27.8ns

Multiplier |2202pJ| 960pJ | 43.7ns | 78.9ns

Fig.15 Energy chart of (5-V,3.3-V) multipliers and adders.

V1-V2 3.3V 5.0V

3.3V - [178.1pJ

5.0V | 61.4pJ -

Fig.16 Energy chart of level converters.
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Fig.18 Refinement of level converters.
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4. Experimental Results

The definition of our multiple-voltage scheduling problem is as follows: given a fixed amount of resources and
a specified number of time steps, decide a multiple-voltage scheduling that consumes the minimum energy. The
inputs to our algorithm are an FSFG, a resource constraint, and a timing constraint. Resources can be operated at
different voltages. We also assume that multiple power lines are available, and level converters are needed between
resources if they operate at different voltages. The number of level converters is not user defined. Moreover, the
proposed algorithm tries to reduce the number of level converters to save the power consumption. The mobility
of each node in the FSFG is defined as the difference between its as-late-as-possible (ALAP) schedule time and its
as-soon-as-possible (ASAP) schedule time. Nodes with higher mobility are given more chance during assignment of
lower voltage resources. Thereby our proposed algorithm makes use of the loop shrinking transformation and the
unfolding transformation to reduce the IPB and to guarantee that the IP meets the IPB in order to get the highest
mobilities of each node respectively. The energy consumption and the worst case delays of the different function
units adopted from [19] and the energy dissipation of level converters adopted from [9] in this paper are shown in
Fig. 15 and Fig. 16. The delay costs of the level converters are absorbed in the worst case delay values. Because
we address the problem under timing constraint, energy consumption can be referred as power consumption. We
assume the clock period is 20 ns. So the clock cycle of each different function unit can be computed.

We present the results obtained by running our algorithm on some high-level synthesis benchmarks. The
algorithm was implemented in C++. Fig. 19 shows the result of a second order IIR filter using proposed approach.
The comparison with AR filter (3rd IIR filter) is listed in Fig. 20. In this example, it was found that our algorithm
yielded a greater reduction in power consumption. For instance, for the 3rd IIR filter with the resource constraint
1, 1, 1, 1 (one 3.3V multiplier, one 5V multiplier, one 3.3V adder, and one 5V adder) and a timing constraint of
16, we achieve a 40.20% reduction with the unfolding factor P = 3 compared to the 26.00% reduction by using the
algorithm in [10]. Fig. 21 describes the power saving results with the specified constraints when running the second
order IIR filter and the least mean square adaptive filter examples. The power reduction compared with Ey has
been tabulated in Fig. 22, where Ej5 is the power dissipation corresponding to the supply voltage of 5V. F4 is the
average power dissipation obtained by our algorithm. Tjow is the computation time obtained by application of the
minimum-time resource-constrained, i.e., if the latency constraint is less than Tjow, a feasible solution cannot be
obtained. Timing constraints are given for three different values: Tjow, 1.5T ¢ itical, and 2T ¢riticar, Where Teritical
is the optimal minimum-computation time (critical-path delay) under the given resource constraint. The average
reduction obtained by the proposed algorithm with two voltage levels is up to 43.7% when the timing constraint is
1.5 times the critical-path delay.

5. Conclusion

In this paper, we present a new scheduling scheme under resource and latency constraint that minimizes power
consumption for the case when the resources operate at multiple voltages. The proposed scheme minimizes the
power consumption by assigning as many nodes to lower voltage components as possible by using the algorithmic
transformations. The scheme is implemented using the loop shrinking transformation to reduce the IPB and
unfolding transformation to guarantee that the IP equals to the IPB and the nodes scheduled using a heuristic-
based algorithm and does not guarantee an optimal solution. The average reduction obtained by the proposed
algorithm with two voltage levels is 43.7% when the timing constraint is 1.5 times the critical-path delay.
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Fig.19 Experimental result of second-order IIR.

Scheduling Algorithms Power (pJ) Reduction%
Single voltage 5V 13554
Shiue 10029 26.00
Retiming 8516 37.16
Proposed 8092 40.20

Fig.20 Comparison results of third-order IIR filter with resource constraint 1, 1, 1, 1

and a timing constraint of 8.
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Least mean square adaptive

Algorithms 2nd order IIR filter
filter
Reduction
Power (pJ) Power (pJ) | Reduction %
%
Single voltage 5V 9036 15756

Shiue 8208 9.16 13718 12.93
Retiming 6780 24.96 11380 27.77
Proposed 6768 25.10 10768 31.66
Fig.21 Power consumption and reduction for second-order IIR filter with resource con-

straint 1, 2, 1, 1, a timing constraint of 8, and unfolding factor of 2 and for LMS filter
with resource constraint 1, 1, 1, 1, a timing constraint of 19, and unfolding factor of 2.

Benchmark Latency Eag (pJ) % reduction
Tlow 6768 25.10
2" IR filter
1.5Tcritica| 5035 44.28
Es = 9039pJ
2T critical 3484 61.44
Tlow 8092 40.20
3" IR filter
1.5Tcritica| 6130 54.77
Es = 13554pJ
2Tcritical 5164 61.90
Least mean square Tiow 10768 31.66
adaptive filter 1.5Tgritical 10698 32.10
E5 = 15756pJ 2Tcritical 8902 43.50
Fig.22 Power reduction for the set of benchmarks with resource constraint 1, 1, 1, 1.
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