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Abstract

With the development of Wireless Local Area Networks (WLANSs), people are
interested in developing the location-based services for WLAN users. The core technology of
location-based services is the positioning system. In this project, we analyze and improve the
cell-based positioning method. Then, we implement a location gateway that integrates signal
fingerprinting and global positioning system. In this integrated system, mobile users can
switch their positioning systems from one to another transparently.

Keywords: Wireless local area networks ~ Location-based ~ Cell-based ~ Location gateway
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An Implementation of IEEE 802.1x and RADIUS for IPv6 Networks*

Rong-Hong Jah Yong-Sheng He, and Chia-Tai Tsai
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National Chiao Tung University
Hsinchu, 30050, Taiwan

Abstract access Internet resources via access point. Thus, how to
Security and authentication are the most important is- manage access point in effect and how to avoid invalid users
sues in wireless networks. In recent years, IEEE 802.1x,using the access point arbitrarily are the most important is-
proposed by IEEE, provides a proper authentication archi-sues in wireless LANSs.
tecture. It has been used in wireless local area networks In general, there are several methods, such as access
widely. In IEEE 802.1x architecture, authentication server control list and wired equivalent privacy, to control users
is responsible to authenticate users and manage users’ inforto access wireless LANs. Among these methods, access
mation. Authenticator is responsible to transfer the authen-control list is the simplest. In the access control list, net-
tication messages between users and authentication servefork administrators can configure MAC address list to al-
In general, authenticator and authentication server use theéow specific MAC addresses to pass through or to deny spe-
RADIUS protocol to communicate with each other. How- cific MAC addresses to access. Although every NIC has its
ever, the existing softwares and devices that implementunique MAC address, users can modify it easily. Hence,
IEEE 802.1x and RADIUS protocol work over IPv4 net- access control list is insecure. Another method is using
works. Up to now, we did not find authentication systems authentication system, such as Wired Equivalent Privacy
based on IEEE 802.1x and RADIUS protocol run over IPv6 (WEP) [1]. WEP authenticates users using shared-key be-
networks. In this paper, we present an implementation of tween the access point and mobile stations. Thus, how to
IPv6 authentication system based on IEEE 802.1x and RA-manage shared-key in effect and how to avoid using dupli-
DIUS protocol to provide authentication to wireless LAN cate shared-key are the main problems. However, there are
users. A prototype is presented to demonstrate that our apa lot of shortcomings for WEP method to authenticate mo-
proaches are feasible. bile users. Therefore, a new architecture, known as IEEE
802.1x [2], which is based on IETF’s EAP method [3], has
Keywords Wireless LAN, IEEE 802.1x, IPv6, RADIUS, been proposed.

EAP. The advantage of using IEEE 802.1x is that the au-
thentication exchange is logically carried out between the
1 Introduction user and the authentication server. The actual authentication

mechanism is implemented by the authentication server.
In recent vears. wireless networks arow quickly and Access point just knows how to communicate with an au-
M ' : ; 9 q y thentication server, and then encapsulates user’s authenti-
become more popular. It IS desired that mobile users ar€-ation messages and forwards the packet to an authenti-
2?;2:%?3;23’;& ?::;g FnTear'rl]’e??:SSr:g:zrgitjc::u;m:rZ%ation server. The authentication server supplies several
yw ny " ” ", authentication mechanisms, such as Extensible Authentica-
lot of places have constructed IEEE 802.11b wireless net-tion Protocol (EAP)-MD5 [3], EAP-Transport Layer Secu-

works \.Nh'Ch ca'n provide users to connect to InterneF. Be- rity (TLS) [4] and so on. Thus, network administrator can
cause it doesn’'t have any restrict in the default setting of . . :
anage access point easily, as well as centralized the au-

access point, anyone can connect to backbone network anéﬂ I
P y entication of users.

LThis work was supported in part by the Lee and MTI Center for Net- Nowadays, many vendors, such as CISCO, Lucent,
working Research, NCTU, Taiwan and the Ministry of Education and Na- INTEREPOCH, have produced access points that support
tional Science Council, Taiwan, ROC, under grants 89-E-FA04-1-4 and IEEE 802.1x and RADIUS pl’OtOCOl Besides. there are
NSC 92-2219-E-009-012, respectively. e L ) o

2Corresponding  Author. Fax  886-3-5721490: e-mail: Many different authentication servers that implement RA-

rhjan@cis.nctu.edu.tw DIUS protocol, like Microsoft IAS, FreeRADIUS [7]. But,




all of them run over IPv4 networks. Up to now, we do not In this paper, there are two mobile stations, one uses
find IPv6 authentication systems which are based on IEEELinux as the platform, and the other uses Microsoft Win-
802.1x and RADIUS protocol. In this paper, we present dows 2000 as the platform. We use EAP-TLS or EAP-
two approaches to providing authentication to mobile sta- MD5 authentication mechanism to test our access point,

tions for the IPv6 [8] environment as follows. IPv4/IPv6 RADIUS gateway, and IPv6-RADIUS server.
After authenticating, we use ping and HTTP to evaluate if
1. IPv4/IPv6 RADIUS gateway approach: mobile stations can access Internet.
Gateway approach is just an approach used in the tran- In section 2, we will describe our system architecture.

sition stage, not a final solution. But, using gateway In section 3, we illustrate our experiment environment. Fi-

is a solution if there are no IPv6-RADIUS server. In nally, a conclusion is given in Section 4.

this approach, we use a gateway to communicate with

the access point and the IPv4-RADIUS server. This 2 System Architecture

gateway, which supports IPv4 protocol and IPv6 proto-

col, is responsible for transferring authentication data 2.1 Qverview

between access points in IPv6 networks and the IPv4-

RADIUS server. The architecture is shown in Figure 1. The system architecture is shown in Figure 3. There
are two cases for authentication process. One includes mo-
bile stations, access points, gateway, and an IPv4-RADIUS

Yg WLAN Zﬁ[ IPv6 Network

Mobile station

T server. In this case, we assume that access point supports
IPva/lPve IPV4-RADIUS IEEE 802.1x and IPv6 RADIUS and there are no IPv6-

o s e RADIUS servers. So, we use a gateway to connect access
Figure 1. IPv4/IPv6 RADIUS gateway architec- point in IPv6 networks with IPv4-RADIUS server, and deal
ture with IPv6 RADIUS packets from access points or IPv4 RA-

DIUS packet from RADIUS server. The other part includes
mobile stations, access points, and an IPv6-RADIUS server.
2. IPv6-RADIUS server approach: In this case, we implement an IPv6-RADIUS server and ac-
In this approach, we have an access point that support<’€Ss points which support IPv6 RADIUS. Therefore, they
IPv6 RADIUS [9] and can communicate with the RA-  €a&n communicate with each other.
DIUS server in IPv6 networks. Besides, we also have
an RADIUS server that supports IPv6 RADIUS and I
IPv6-RADIUS Server IvaG
RADIUS Gateway

can run over IPv6 networks. We named this RADIUS t ‘
server as IPv6-RADIUS server. The architecture is i
shown in Figure 2.

[0

Access Point

-

WLAN
IPv4 Network

YQ WLAN Y@ IPv6 Network a—

- 4 Access Point ‘ﬂ =4

Mobile station ) =
IPv6-RADIUS ===) =

Server Mobile station Mobile station
IPv4-RADIUS Server

Figure 2. IPv6-RADIUS server architecture Figure 3. System architecture

In this paper, we implement two approaches for con-
structing an IPv6 authentication system based on IEEE2.2 Access Point
802.1x and RADIUS protocol. At first, we modify an open-
source software, HostAP [10], which can simulate access HostAP, written by Malinen [10], is used to simulate
point, to support IPv6 RADIUS protocol and communicate an access point. It is a Linux driver for wireless LAN cards
with IPv6-RADIUS server or IPv4/IPv6 RADIUS gateway. based on Intersil’s Prism2/2.5/3 chipsets. This driver sup-
Then, we develop an IPv4/IPv6 RADIUS gateway which ports a so called Host AP mode which deals with IEEE
plays a protocol translator role in this environment. Finally, 802.11 management functions in the host and acts as an
we modify an open-source software, FreeRADIUS, a well access point. HostAP driver also includes PAE function-
known authentication, authorize, accounting (AAA) server, ality in the kernel driver. It is a relatively simple mech-
to run over IPv6 networks properly. anism for denying normal frames which are coming from



an unauthorized port. In general, HostAP can be divided
into two parts. One part is driver and modules, and the
other part ishostapd a user space daemon, that imple-
ment IEEE 802.1x Authenticator functionality. By execut-
ing hostapddaemon, system is capable of processing IEEE
802.1x frames and RADIUS packets. In conclusion, the
driver needs to be compiled for user space management
functionality andhostapdneeds to be executed. Now, sys-
tem acts as an access point and can provide IEEE 802.1x
authentications.

In addition, HostAP also supports wireless distribu-
tion system (WDS), access control list (ACL) for stations,
WEP, and so on. These functions can be used by exe-
cuting system commands, such as commands provided by
wireless-tools software and utilities which are provided by
HostAP itself.

The basic operation dgfostapds shown in Figure 4.

No
Set Parameter Which kind of
frame ?
Wireless
\_@

Yes

Using 802.1x ?

Handle
Management frame

2.

3.

802.1x/RADIUS functionality. First, we have to add
IPv6 address structure and IPv6 socket. Besides, we
should use some functions to deal with IPv6 address,
such inetntop and inefpton.

hostapd.h

This file includes the main structure that to be used in
this program. We add some parameters about IPv6 into
this structure.

ieee8021x.c

This file includes a lot of functions about the process of

IEEE 802.1x frames. We can understand how it deals
with frames, parse frames, etc. The most important
function here is to encapsulate EAP message and RA-
DIUS attributes into RADIUS packet, and decapsulate

RADIUS packet. Thus, we can encapsulate IPv6 at-

tributes by modifying these functions.

. Radius.c and Radius.h

These two files include RADIUS attributes structure.
We add attributes about IPv6 RADIUS here. And there
are some functions that process IP address, we modify
it to support IPv6 address format.

44

Yes

Enable 802.1x and
encryption

Register signal and
read socket

From which )
interface ?

Ethernet

Handle RADIUS
packet

Decapsulate packet

Handle Data frame

Handle 802.1x
frame

l

J

Encapsulate EAP
into RADIUS packet

Send frame to client

l

l

Send packet to
RADIUS server

L 1

Figure 4. The process of hostapd

The capability of new access point is summarized as
follows. The new AP supports IPv6 RADIUS attributes
and encapsulates NAS-IPv6-Address attribute into RA-
DIUS packet. Besides communicating with IPv4 RADIUS
server, this new access point can also communicate with
IPv6-RADIUS server or IPv4/IPv6 RADIUS Gateway.

2.3 IPv4/IPv6 RADIUS Gateway

The IPv4/IPv6 RADIUS gateway acts as a proxy
server. It receives RADIUS packets from access points
in IPv6 networks or IPv4-RADIUS server, processes them,
and then sends to the other side. Using gateway is a good
idea when we do not have IPv6-RADIUS server. The pro-

Besides Supporting IEEE 802.1x and IPv4 RADIUS, cess of gateway is shown in Figure 5.
we hope that access point also supports IPv6 RADIUS. In First, administrator can setup a list of clients to avoid
other words, we let access point support not only IPv4 RA- processing packets from invalid access points. When gate-
DIUS but also IPv6 RADIUS. We also let it can communi-  way starts, it uses port 1812 for receiving authentication re-
cate with IPv6-RADIUS server. According to RFC 3162, quest and port 1813 for receiving accounting request. If

IPv6 RADIUS adds some attributes, including NAS-IPV6- gateway receives an IPv6 RADIUS packet from an invalid
Address, Framed-IPv6-Prefix, Framed-IPv6-Route and sohost, it will drop this packet. Otherwise, gateway parses this
forth. Therefore, there are two major modifications made packet and logs it. By this way, administrator can analyze
to HostAP, one is addlng IPv6 attl’ibutes, and the other is packets which are exchanged between access pointS and
modifying functions to support IPv6. Gray block diagrams RADIUS server. In next step, gateway encapsulates RA-
in Figure 4 are sections we have modified. The following pjus messages into UDP and places them into the payload
sections illustrates where we modify and why we modify it. of |Pv4 packet. After that, the gateway sends this packet
to the IPv4-RADIUS server. When the gateway receives
the RADIUS packet from IPv4-RADIUS server, it encap-
sulates RADIUS messages into UDP and places them into

1. hostapd.c
This is the main program that provides IEEE
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Figure 5. The process of IPv4/IPv6 RADIUS Figure 6. The process of FreeRADIUS
gateway
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are many functions using IP structure as parameters, if we

~ modify the type of these parameters, we have to find out

the payload of IPv6 packet. Now, the gateway can send thisgiher functions that related to these functions. Gray block
packet to access point. Up to present, the communicationgiagrams in Figure 6 are parts we have modified, and the

between the access point and the IPv4-RADIUS server isfo|iowing steps illustrate problems of these parts in more
completed one time, and then the gateway goes back "Recygtail:

packet from AP” step to wait another request coming.
1. IP address:

First, IPv4 structure and IPv6 structure are different.
Second, because IPv4 addresses are 32 bits but IPv6
addresses are 128 bits, functions suchhtml and
ntohl are not suitable for the IPv6 address. Besides,
the representation of IPv4 addresses and the represen-
tation of IPv6 addresses are different, so we cannot use
the same methods to deal with IP addresses.

2.4 RADIUS Server

FreeRADIUS is one of the most popular free RA-
DIUS servers available today. It is an Internet authen-
tication daemon, which implements the RADIUS proto-
col, as defined in RFC 2865 and others. It provides port
1812 for authentication, port 1813 for accounting, port
1814 for proxy, and services for SNMP. In authentica-
tion mechanisms, FreeRADIUS supports PAP, CHAP, EAP-

TLS, EAP-MD5, etc. Using it allows authentication and 2. Network prefix:

authorization for a network to be centralized, and mini- Netmask is used to mask IP address in order to com-
mizes reconfiguration which has to be done when adding pute the subnet of the IP address. In general, it uses
or deleting new users. FreeRADIUS is available for a wide 32-bit unsigned integer to store IPv4 network netmask.
range of platforms, including Linux, FreeBSD, OpenBSD, Because the size of IPv6 address is 128-bit, we have to
OSF/Unix, and Solaris. In this paper, we will focus on use 128-bit prefix to mask it if we want to compute
FreeRADIUS running under Linux. the subnet of this IPv6 address. This will trigger some
The operation of FreeRADIUS is shown in Figure 6. problems.
From the point of view of protocol layer, it is easy
to replace IPv4 with IPv6. But this idea triggers a series In the following we illustrate how we modify the

of problems. Because IPv4 and IPv6 have many different FreeRADIUS. The modifications can be divided into three
features, and the source code of FreeRADIUS has a lot ofparts, including structures, variables, and functions.
places which are related to IP address or network prefix,

we can not simply replace IPv4 with IPv6. Besides, there 1. Structures



FreeRADIUS defines its RADIUS client structure or
other to record information which system would use.
Relation between some structures quite closes. There-
fore, we have to reduce the modification of structure
as possible as we can, or we will face a real challenge.
We use an example to illustrate.

typedef struct radclient {
struct in6_addr ipaddr;
uint32_t netmask[4];
char longname[256];
u_char secret[32];
char shortname[32];
char nastype[32];
char login[32];
char password[32];
struct radclient *next;

} RADCLIENT;

Figure 7. RADIUS client structure

As Figure 7, it is a structure to record information
of valid clients. Inipaddr , we had replaced iaddr
with in6_addr. Innetmask , we used four 32-bit un-
signed integers to replace one 32-bit unsigned integer.

. Functions

for(j=0;j<4;j++) mask[j] = ~0;

if(p) {

inti, mask_length;

p=10;
P

mask_length = atoi(p);
if (mask_length <= 0) || (mask_length > 128)) {
radlog(L_ERR, "%s[%d]: Invalid value '%s' for IP network mask."file, lineno, p);
return -1;

}
if (mask_length < 128 ){
if (mask_length%32 == 0) mask[mask_length/32] = 0;
else mask[mask_length/32] = (1 << 31);
for (i = 1; i < mask_length%32 ; i++) {
mask[mask_length/32] |= (mask[mask_length/32] >> 1);

for (j =1 + mask_length/32 ; j < 4 ; j++) mask[j] = 0;

Figure 8. The process of reading “clients" file

sage. If prefix value is 128, program needn't to
deal with it.

(c) Due to each unsigned integer is 32-bit, we
needn’t to shift bit if prefix value is between 0
and 127 and divisible by 32.

(d) If prefix value is not divisible by 32, it exist one
32-bit unsigned integer that should be modified.
We use remainder as the number of times and use
the method of "shift bit” to get the correct value.

We can divide functions related IP address into two 3 Experiment Environment

categories. In first category, functions use IP address

as parameter and deal with IP address problems, sucfg 1 pevelopment Environment

asip _ntoa . In second category, functions do not use
IP address or network prefix as parameter but deal with

The experiment environment is shown in Figure 9.

IP address problems, such as functions responsible torpg fo|1owing items illustrate system components in more
read configuration files included IP address and net- 4ot

work prefix. In this section, we use functions in sec-
ond category as our example. System reads "clients”
and "clients.conf” files to general the client list. It val-
idates the sender by checking sender’s IP address. If
sender doesn’t match any address in the client list, sys-
tem sends an Access-Reject packet to sender. There-
fore, if sender is IPv6 host, the client list should be
modified. Here we show an example to explain why it
should be modified.

The clients file includes IP address and network prefix.
System has to store them into the structure of client list
in order to compute the sender’s IP address is valid.
As Figure 8, it responsible to the generation of 128-
bit prefix. The following steps show the operation of

Figure 8.

(a) First, we use four 32-bit unsigned integers to
store 128-bit prefix and set value 1 in all bits.

(b) If prefix value in configuration file is more than
128 or less than 0, program returns error mes-

IPV6 HTTP
Server

IPv6 Network

IPV6 Router

I T

IPV6-RADIUS
Server

1PVATIPVE

WLAN RADIUS Gateway

IPv4 Network

Mobile Stdtion A

Mobile Station B |
IPv4-RADIUS
Server

Figure 9. Experiment environment

1. Mobile station:



3.2

In mobile station A, we used Mandrake Linux 9.0 as
the platform and used xsupplicant [12] software to
support IEEE 802.1x functionality. Because xsuppli-
cant software only supports CISCO adapters, we use
CISCO AIRONET 340 as our wireless LAN adapter.
In mobile station B, we used Microsoft Windows 2000
as the platform. In addition, we used INTEREPOCH
wireless LAN adapter and its IEEE 802.1x utility. Fi-
nally, we used Microsoft msripv6-bin-1.4 to let Mi-
crosoft Windows 2000 support IPv6 protocol.

. Access point:

We used RedHat Linux 7.3 as the platform and HostAP
software. The version of HostAP we modified is

hostap-2002-10-12. We use Z-COM XI-325 as our
wireless LAN adapter.

. RADIUS server:

There are two RADIUS servers, one is IPv4-RADIUS
server, and the other is IPv6-RADIUS server. They
used RedHat Linux 7.3 as the platform. The version
of FreeRADIUS is freeradius-snapshot-20021028. In
order to support the EAP-TLS protocol, we used
openssl-SNAP-20021027 version.

Implementation Results

In general, IEEE 802.1x utility provides two authen-

tication mechanisms, EAP-MD5 and EAP-TLS. Thus, we
used these two authentication mechanisms and different op-
eration systems to test our system. Six cases are tested in
our experiments as follows.

1.

EAP-MD5:

Case 1: Client (Windows 2000) + AP + Gateway +
IPv4-RADIUS Server

Case 2: Client (Windows 2000) + AP + IPv6-RADIUS
Server
EAP-TLS:

Case 3. Client (Linux) + AP + Gateway + IPv4-
RADIUS Server

Case 4: Client (Linux) + AP + IPv6-RADIUS Server

Case 5: Client (Windows 2000) + AP + Gateway +
IPv4-RADIUS Server

Case 6: Client (Windows 2000) + AP + IPv6-RADIUS
Server

We use ping and HTTP to verify if mobile stations

can access Internet resources after authentication. The fol-
lowing figures show the results of each host.

1. Mobile Station:

First, we send HTTP requests from mobile station A.
Because mobile station A is an unauthorized client,
packet can not pass through our access point. The re-
sult is shown in Figure 10. Then, Figure 11 shows
the whole porcess of using EAP-TLS mechanism to
authenticate. After authentication, we send HTTP re-
guests to verify if we can access Internet. As Figure
12, we see that mobile station A can access Internet
resources after authentication.

BEEIEEE 2

Figure 10. Browsing an IPv6 web site before
authentication

[root@dhcp-24-236 root]# xsupplicant -i eth2
Setup on device eth2 complete

Please provide the password for private keys:
Connection Established, authenticating.
Failed to Authenticate

Connection Established, authenticating...
Connection Established, authenticating...
Authentication Succeeded

Figure 11. EAP-TLS authentication informa-
tion

EFhite 7 Taoo1 o5e-
’ﬁﬁ( WA (E) TR (Y.
2@5R0 80
B ZE(0): [#http.

; Computer Network Laboratory
Department of Computer and Information Science
National Chiao-Tung University
Tel:886-3-5712121 Ext:31539

Figure 12. Browsing an IPv6 web site after
authentication

2. Access Point:



Figure 13 shows how access point deals with au-
thentication frames. From this figure, we see that
the access point can communicate with IPv6-RADIUS
server properly. Besides, it can send RADIUS packet
with NAS-IPv6-Address attribute by using the param-
eter "-O”.

[root@netlab39 hostapd]# ./hostapd -x -0 140.113.167.235 -0
2001:238:f82:2:200:e2ff:fe7f:56€0 -A 2001:238:f82:2:204:76ff:fedb:64ed -s whatever wlan1

Using interface wian1ap with hwaddr 00:60:b3:f1:fa:94 and ssid 'test
Flushing old station entries

Station 00:06:4:00:94:2e authenticated (open system)

Station 00:06:f4:00:94:2e associated (aid 1)

IEEE 802.1X: Start authentication for new station 00:06:f4:00:94:2e
IEEE 802.1X: Unauthorizing station 00:06:f4:00:94:2e

Sending data to RADIUS server...
Received 84 bytes from RADIUS server: 2001:238:f82:2:204:76ff.fedb:64ed

Sending data to RADIUS server.
Received 1120 bytes from RADIUS server: 2001:238:182:2:204:76ff:fedb:64ed

Sending data to RADIUS server...
Received 872 bytes from RADIUS server: 2001:238:f82:2:204:76ff.fedb:64ed

Sending data to RADIUS server..
Received 131 bytes from RADIUS server: 2001:238:f82:2:204:76ff:fedb:64ed

Sending data to RADIUS server...
Received 160 bytes from RADIUS server: 2001:238:f82:2:204:76ff:fedb:64ed

IEEE 802.1X: Authorizing station 00:06:f4:00:94:2e
IEEE 802.1X: Unauthorizing station 00:06:f4:00:94:2e
IEEE 802.1X: Unauthorizing station 00:06:f4:00:94:2e
IEEE 802.1X: Unauthorizing station 00:06:f4:00:94:2e
Signal 2 received - terminating

Flushing old station entries

Deauthenticate all stations

[root@netlab39 hostapd]#

Figure 13. Messages of access point

3. IPv4/IPv6 RADIUS Gateway:

Both the list of valid clients and messages of receiv-
ing/sending RADIUS packets are presented in Figure
14.

[root@routel root]# /Gateway -R 140.113.167.196
The adress list of valid IPV6 clients
2001:238:f82:2::1

2001:238:f82:2:204::1

2001:238:f82:0:1::1
2001:238:f82:2:200:e2ff.fe7f.56e0

Receiving an IPv6 packet!!

Check client IP address!!

A valid client: 2001:238:f82:2:200:e2ff:fe7f:56e0 , accept packet!!

Packet type: Access-Request RADIUS packet

Sending packet to RADIUS server: 140.113.167.196

Receiving Access-Challenge RADIUS packet from RADIUS server 140.113.167.196
Sending packet to client 2001:238:f82:2:200:e2ff:fe7f:56e0

Receiving an IPv6 packet!!

Check client IP address!!

A valid client: 2001:238:f82:2:200:e2ff:fe7f:56e0 , accept packet!!

Packet type: Access-Request RADIUS packet

Sending packet to RADIUS server: 140.113.167.196

Receiving Access-Challenge RADIUS packet from RADIUS server 140.113.167.196

Sending packet to client 2001:238:182:2:200:e2ff:fe7f:56e0

Figure 14. Messages of IPv4/IPv6é RADIUS
gateway

4. IPv6-RADIUS Server:

Figure 15 shows the process of dealing with RADIUS
packets in the IPv6-RADIUS server. From this figure,
we see that the IPv6-RADIUS server can receive RA-
DIUS packets from IPv6 host and send back properly.

Listening on IP address *, ports 1812/udp and 1813/udp, with proxy on 1814/udp.
Ready to process requests
rad_recv: Access-Request packet from host 2001:238:f82:2:200:e2ff:fe7f:56e0:32768, id=0, length=170
listaddr:fe3f mask:ffffffff recvaddr:38020120
listaddr:38020120 mask:ffffffff recvaddr:38020120
listaddr:200820f mask:ffffffff recvaddr:200820f
listaddr:0 mask:0 recvaddr:ffe20002
listaddr:0 mask:0 recvaddr:e0567ffe
User-Name = "win2000"
NAS-IP-Address = 140.113.167.235
NAS-IPv6-Address = 0x200102380f8200020200e2fffe7f56e0
NAS-Port = 1
Called-Station-Id = "00-60-B3-F1-FA-94:test"
Calling-Station-Id = "00-06-F4-00-94-2E"
Framed-MTU = 2304
NAS-Port-Type = Wireless-802.11
Connect-Info = "CONNECT 11Mbps 802.11b"
EAP-Message = "\002\003\000\014\001win2000"
Messag i = Oxff1c6f4613af3423d25e2a6¢7b9d30e4
modcall: entering group authorize
modcallfauthorize]: module "preprocess” returns ok
rim_chap: Could not find proper Chap-Password attribute in request
modcall[authorize]: module “chap" returns noop
modcall[authorize]: module "eap” returns updated
rim_realm: No ‘@' in User-Name = "win2000", looking up realm NULL
rim_realm: No such realm NULL
modcall[authorize]: module "suffix" returns noop
users: Matched win2000 at 90
modecall[authorize]: module “files" returns ok
modcall: group authorize returns updated
rad_check_password: Found Auth-Type EAP
auth: type "EAP"
modcall: entering group authenticate
rim_eap: processing type md5
rim_eap_md5: Issuing Challenge
modcall[authenticate]: module "eap" returns ok
modcall: group authenticate returns ok
Sending Access-Challenge of id 0 to 2001:238:f82:2:200:e2ff:fe7f.56e0:32768

EAP-Message = "\001\004\000\026\004\020a$\212\224Y\203\004GN\273\016rZX\201\304"
Message-Authenticator = 0x00000000000000000000000000000000

State =
0x678d14922eef40402bba115d7eedb47db47bd33e48821cc3b5h015cc96d13ebedc21becs
Finished request 0
Going to the next request
--- Walking the entire request list ---
Waking up in 6 seconds.
rad_recv: Access-Request packet from host 2001:238:f82:2:200:e2ff.fe7:56e0:32768, id=1, length=225

Figure 15. Messages of IPv6-RADIUS server

4 Conclusions

IPv6 protocol has some advantages over IPv4 proto-
col, and most OS have already supported IPv6 protocol,
such as Linux, Windows XP, and FreeBSD. In addition, it
has more and more IPv6 networks that coexist with IPv4
networks. In this paper, we have implemented an IPv6 au-
thentication system based on IEEE 802.1x and RADIUS
protocol. We modified HostAP software, which is used to
simulate access point, to support IPv6 RADIUS protocol
and can communicate with IPv6-RADIUS server. Besides,
we have implemented an IPv4/IPv6 RADIUS gateway that
is responsible to the communication between access point
and IPv4-RADIUS server. Finally, we modified FreeRA-
DIUS software to become an IPv6-RADIUS server that can
run over IPv6 networks properly. Thus, we can provide au-
thentication services to users in IEEE 802.11 wireless net-
works by using this IPv6 authentication system.

In the future, we are planning to add functions into
HostAP software to support accounting capability when us-
ing IEEE 802.1x authentication. Besides, we want to mod-
ify FreeRADIUS as a dual mode RADIUS server. This
means that RADIUS server can run over IPv4 networks and
IPv6 networks simultaneously. Thus, this RADIUS server
can supply authentication, authorization, and accounting
services to IPv6 networks users as well as IPv4 networks
users. Furthermore, we hope to evaluate and compare the
performance of IPv4-RADIUS server and IPv6-RADIUS
server in the future.
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Abstract

This paper presents two energy-aware, load balanced
routing schemes, called as maximum capacity path (MCP)
scheme and MCP with path switching (MCP-PS) scheme,
for sensor networks. In the MCP scheme, the sensor
network is constructed into a layered network at first.
Based on the layered network, every sensor node selects a
shortest path with maximum capacity to sink. In MCP-PS,
the node may switch its routing path to its sibling neighbors
in order to share the traffic. The simulation results show
that our MCP and MCP-PS schemes can achieve a better
load-sharing and better endurance on network lifetime,

Keywords: Wreless sensor networks, Energy aware
routing, Multi-path routing, Maximum capacity path.

1 Introduction

The fast progress of micro-electro-mechanical systems
(MEMS) technology and wireless communications has en-
abled us to deploy a large number of low-cost, |ow-power
and networked sensors in a dangerous area or path-less re-
gion such as battlefield, disaster area, and exploring space
to act as pre-warning sentinels, environment monitorsor |o-
cation information collectors. The power of these tiny sen-
sor nodes comes from their equipped batteries. Thus, how
to use the limited battery energy efficiently is a crucia re-
search issue in sensor networks.

Many power-saving researches have been proposed to
save the precious energy of sensor nodes. They save en-
ergy in different aspects such as reducing the power spend-
ing on modulation circuits [1], managing the power usage

*This work was supported in part by the Lee and MTI Center for Net-
working Research, NCTU, Taiwan and the Ministry of Education and Na-
tional Science Council, Taiwan, ROC, under grants 89-E-FA04-1-4 and
NSC 92-2219-E-009-012, respectively.

TCorresponding Author. Fax: 886-3-5721490; e-mail: rhjan@cis.
nctu.edu.tw

on MAC layer of sensor nodes [2, 3]. These power-saving
mechanisms focus on an individual device. However, the
power-saving of individual sensor node is not enough in
sensor networks, the power-saving of collaborative works
of sensor nodes shall also be considered. Because sensor
nodes have limited transmitting range, only a small subset
of them can communicate with sink node directly in which
sink node is a central controller to handle the operation of
sensor nodes. In most of the cases, the collecting data of a
sensor node must be forwarded by others to reach the sink.
And these relaying operations consume a great deal of en-
ergy. Once the heavy relay operations run out of some sen-
sor nodes energy, the network may be separated and the
sensing data cannot be returned. Therefore, developing en-
ergy efficiency and load balance routing algorithms to pro-
long the network operating time gradually becomes a key
topic in sensor networks.

Routing agorithms that use fixed paths in traditional
wired network [4, 5] are not suitable for sensor networks
which have limited resources. Sensor nodes that locate in
thefixed path suffer severe energy consumption and exhaust
quickly because they provide relaying services to a huge
number of compatriots. This extreme unfair load-sharing
between the sensor nodes on the path and the other nodes
incurs the network separating. In addition, applying the
fixed paths routing mechanism to sensor networks [6, 7]
must pay the costs of periodically re-establishing the paths
because sensor networks do not have pre-planning infras-
tructure usually.

For wireless sensor networks' routing, a simple routing
method is flooding. However, flooding mechanism con-
sumes too much energy on relaying unnecessary traffic. To
solve this problem, source routing alike schemes [8, 9] are
proposed for sensor networks. But they cannot work well if
the number of hops from sensor node to sink is large. The
overhead for delivering source routing information cannot
be negligible. Cluster-based schemes [10, 11] which form
sensor nodes to clusters or a chain are aso introduced to
gather data. In cluster-base schemes, every sensor node
must be able to adapting it radio power, which increases the



manufacture costs of each sensor node. Becides, the data
delivering delay is long and not garanteeded. Considering
the load balance of sensor nodes and the limited memory
spaces, dynamic multi-path routing schemes [12, 13] seem
suitable for sensor networks.

In multi-path routing schemes [12, 13], sensor nodes
have multiple paths to forward their data. Each time data
sends back to sink, sensor node picks up one of its fea-
sible paths based on special constrains such as maximum
available energy, minimum delay times, or security. Multi-
path routing has the advantage on sharing energy depletion
between all sensor nodes. However, the drawback of the
multi-path routing proposed by [12, 13] isthat sensor nodes
only keep a local view on energy usage and the nodes in
network cannot have an even traffic dispatch. Thus, this pa-
per focuses on how to get aglobal view on energy of sensor
nodes by exchanging the local information of each sensor
node and gives a better load sharing over all sensor nodes.

An energy-aware multi-path routing scheme, called as
maximum capacity path scheme (MCP scheme), is pro-
posed in this paper. Inthe MCP scheme, the sensor network
is constructed as a layered network at first. Based on the
layered network, every sensor node selects a shortest path
with maximum capacity to sink. In order to improve the
performance of MCP scheme, a path switching function is
added to MCP scheme, denoted as MCP with path switch-
ing (MCP-PS) scheme. In MCP-PS, a node can switch the
routing peth to its neighbors in order to sharing the traf-
fic. Both MCP and MCP-PS schemes exhibit a better load
sharing and better endurance on network lifetime than the
schemes proposed by [13].

The rest of this paper is organized as follows. In sec-
tion 2, we will show layered network model for multi-path
routing. Section 3 describes the MCP scheme. Section 4
shows M CP-PS scheme. The simulation resultsare givenin
section 5 and conclusion in section 6.

2. Layered network model

In general, awireless sensor network can be transformed
into a graph G = (V, E,s) in which each node in set
V \{s} stands for a sensor node, an edge (u,v) isin E
if sensor nodes v and v can communicate each other di-
rectly, and node s € V represents the sink. Multi-path
routing scheme constructs sensor network G into a shortest
path network, called layered networks, and sends the sens-
ing data in this network. Formally, the layered network N
is defined as follows. We determine the exact hop distance
h from a sensor node to sink in G. The layered network
consists of those edges (u, v) in G satisfying the condition
h. = h, + 1. For example, consider a wireless sensor net-
work G shown in Fig. 1(a). The number beside each node
represents its exact hop distance. Fig. 1(b) shows the lay-

h h,
2 1 1

0@ ®
2 1 1
@ (b)

Figure 1. Forming layered networks: (a) sen-
sor network G; (b) corresponding layered net-
work N.

ered network NV of G. Observethat by definition every path
from any node to the sink in the layered network N is a
shortest pathin G.

The layered network can be constructed as follows. Let
variable h, bethe hop count to the sink maintained by node
v. Initidly, the sink setsits h; = 0 and the every other node
u Sets its h, to infinity. The sink periodically broadcasts
poll message with its hop count values h s to its neighbors.
Notethat poll-reply communication model isadopted in this
paper. When a node u receives a poll message from node
v, it extracts the hop count value h from the poll message.
The following comparisons are conducted:

1. If h > h, — 1, nodeu does nothing.

2. If h = hy, — 1, node u builds an in-bound link to the
nodew.

3. If h < h, — 1, node u deletes the existing in-bound
linksand buildsanin-boundlink to nodev. Then, node
u Sets hy, = h + 1, and re-broadcasts the poll message
with hop count value k., to its neighbors.

By broadcasting poll messages and comparing h with h,,
step by step, the layered network can be constructed.
Figure 2 gives an illustrated example for building a lay-
ered network. In Figure 2(a), all sensor nodes initiate their
levels to infinity. In Figure 2(b), sink s broadcasts a poll
message with h = 0. Sensor nodes a and b are within
the transmission range of the sink and they will receive poll
message originated from the sink. Since 0 < oo, nodes a
and b build in-bound linksto sink s, st h, = h+1 =1
(hy = 1), and forward the poll message with hop count
numbers h, = 1 (hy, = 1) to their neighbors. In Figure 2



Figure 2. Layered network

(¢), nodes ¢ and e receive poll message from node a. Since
1 < oo, nodesc and e set h. = h, = 2 and build in-bound
links to node a, respectively. In Figure 2 (d), nodesa and ¢
receive poll message from node b. Node a discards this poll
message since h > h, — 1. Node ¢ builds in-bound link to
node b since h = h. — 1. Findly, the layered network is
constructed and showed in Figure 2(f).

3 Maximum capacity path scheme

Note that a sensor node in the layered network may have
multiple shortest path to reply the sensing data to sink. For
example, consider a layered network N of G as shown in
Fig. 3. The number beside each node representsitsavailable
energy. When sensor node e at level 3 has a data packet to
send, it has three routing paths. ¢ - ¢ —» a — s, e —
¢c—>b—s,ande > d — b — s. Suppose that node
e selects a neighbor node with maximum available energy
as its forwarder, say node d. That is, node e selects path
e - d = b — stoforwardthedata. However, the available
energy of nodeb is very low and then node b will run out of
its energy rapidly.

In order to avoid this fault, we proposed a path selection
scheme, called as maximum capacity path scheme, for each
sensor node to select a routing path with maximum capac-
ity to sink. Let c¢(v) > 0 denote the available energy of
node v in N and assume that ¢(s) = oo. Define the ca-
pacity of arouting path P = vg, vy, ..., v, s @ minimum
node energy in P. The maximum capacity path schemeisto
determine a maximum capacity path from a specified sen-
sor node to sink in the layered network. For example, as
shown in Fig. 3, the capacities of pathse — ¢ — a — s,
e—>c—b— s ande »d— b— saebo, 5 and
5, respectively. Thus, the maximum capacity path scheme
will select path e — ¢ — a — s as forwarding path
for node e. That is, node e sends data packets along path

Figure 3. Example of path selection in the lay-
ered network

e - ¢ = a — s. In general, suppose that sensor node v
has k in-bound links (v, u1), (v, us), ..., (v,ug). Let p(w)
denote the maximum capacity value of maximum capac-
ity path P from node w to sink s. Thus, sensor node v
selects node u* as forwarder to forward its data such that
p(u*) = max{p(u1),...,p(ur)}. Then, node v updatesits

p(v) by p(v) = min{c(v), p(u”)}.
3.1 Maximum capacity path creation

In order to achieve maximum capacity path scheme,
each sensor node v maintains a local table to record its
in-bound links (v, u1), (v, u2),..., (v,u;) and the corre-
sponding maximum capacity values p(u1),...,p(ur). In
addition, node v sets p(v) = min{c(v),p(u*)} where
p(u*) = max{p(uy),...,p(ur)}. The maximum capac-
ity value is propagated along with the poll messages while
layered network is building. Initialy, sink s sends poll
message with p(s) = oo. When node v creates an in-
bound link (v, ) to u, nodev checksto see whether p(u) is
greater than p(u*) or not where node «* is the current for-
warder of node v. If p(u) > p(u*), then node v changes
its forwarder to node u, sets p(u) to p(u*) and updates
p(v) = min{e(v), p(u)}. Otherwise, node v does nothing.

Figure 4 shows an example for maximum capacity path
scheme. Figure 4(a) shows a sensor network G. The avail-
able energy c(v) is beside each node v. In Figure 4(b), sink
s broadcasts a poll message with h = 0 and ¢(s) = oc.
Sensor nodes a and b receive the poll message from the sink
and create in-bounds (a, s) and (b, s), respectively. Node a
(Node b) sets p(s) = oo and p(a) = min{p(s),c(a)} =
30 (p(b) = min{p(s), c(b)} = 40). InFigure 4(c), nodes ¢
and e receive poll message with h = 1 and ¢(a) = 30 from
node a. Sincel < oo, nodesc and e set h, = h, = 2 and
build in-bound links (¢, a) and (e, a), respectively. Node ¢
(Node e) sets p(a) = 30 and p(¢) = min{p(a),c(c)} =



Figure 4. Example of maximum capacity path
creation in layered network

30 (p(e) = min{p(a),c(e)} = 30). In Figure 4(d), nodes
a and ¢ receive poll message from node b. Node a discards
this poll messagesince h > h, — 1. Node ¢ buildsin-bound
link (¢,b) sinceh = h. — 1. Node ¢ sets p(b) = 40. Since
p(b) > p(a), node ¢ selects node b as forwarder and sets
p(c) = min{p(b),c(c)} = 40. Finally, node d creates an
in-bound link (d, ¢) and sets p(d) = 40 as shown in Fig-
ure 4(f).

3.2 Maximum capacity path maintenance

Note that data transmission and receipt consume the en-
ergy of sensor nodes. In this paper, the energy consumption
of each delivery is assumed to be a constant § and knownin
advance. Every sensor node v shall update its energy c¢(v)
and recalculate maximum path capacity p(v) after data is
transmitted. We can take advantage of the overhearing of
wireless communication. That is, every sensor node v adds
its updated maximum path capacity p(v) — § in the data
packet when it sends the data. Then, node u can learn the
maximum path capacity p(v) from the message if node u
has an in-bound link to to .

Formally, the maintenance of maximum capacity path is
given asfollows. If nodey at level £ relays a message with
p(y) — 6 tonode x at level £ — 1, then every node v at level
£ + 1 with an in-bound to node ¢ can hear the message and
learn p(y) — ¢ from this message. Next, node v updates
p(y) = p(y) — & inthe entry of in-bound link (v, y) in the
local table. Then, node v checksto seeif forwarder changes
or not. With this learning mechanism, each sensor node in
the network can maintain the maximum capacity path.

For example, as shown in Figure 5(a), node ¢ sends a
messageto b with p(c) = 40 — 2 = 38. Then, noded learns
p(c) = 38 from the message and updatesits local table (see

Figure 5. Maintenance of maximum capacity
path

Figure 5(b)). Note that node ¢ also updates its p(c) = 38
and ¢(c) = 48.

4 MCP scheme with path switching

In order to improve the load-sharing of MCP scheme,
we add path switching function to MCP scheme, call as
MCP scheme with path switching (MCP-PS). In MCP-PS
scheme, every sensor node keeps an extra table to record
the maximum capacity values of its sibling neighbors. A
node w is said to be a sibling neighbor of v if nodes w and
v are in the same level and (v, w) € G. The maximum
capacity values can also be learned by examining the data
packets from the sibling neighbors as in MCP scheme. In
M CP-PS scheme, sensor node v checksto see if there exists
a sibling neighbor w such that p(u) < p(w) or not, where
node u isaforwarder of v. If answer isyes, nodev changes
its forwarder to sibling neighbor w; otherwise, selects u as
forwarder asin MCP scheme.

Note that MCP-PS scheme consumes more energy than
M CP scheme because M CP-PS spends extra energy to for-
ward data packet to its sibling neighbor and its routing path
may not be a shortest path. Howerevr, MCP-PS scheme
chooses a higher capacity path to forward data packet.
Thus, it can give a better |oad-sharing solution and prolong
the network lifetime.

5 Simulation results
5.1 Performance metricsand environment Setup

In our simulation environment, time for first node to die
is used to evaluate the performance of our routing schemes
and compare with algorithms proposed in [11]. The life-
time is defined as the first node runs out of energy. In the



Table 1. The average extra hop needed by the
MCP-PS scheme.

areasize
3x3km’ [ 4.5 x4.5km” | 6 x 6 km’
100 nodes || 0.896 1.915 1.236
200 nodes || 0.868 2.947 3.497

simulation, all nodes return their data to the sink periodi-
caly. Instead of using the clock time, we use number of
turns to present the lifetime of network. A turn is defined
as al nodesin the network finish to return their datato sink
once. Thetimeinterval between two turnsis supposed large
enough for last node to return its data.

Three different size of deploying regions are simulated.
They are 3 x 3,4.5 x 4.5 and 6 x 6 kilometer square ar-
eas. In each the area, 100 and 200 nodes are deployed by
uniform distribution. And totally, there are 1000 different
deploying topologies (cases) in each of the six cases. Nodes
are assumed to be stationary after being deployed. And at
each turn, they return their datain random sequence. A new
turn can not be started before al nodes have finished re-
porting their datain the previousturn. The initial energy of
each node is uniform distributed in [2000, 3000]. We also
assume that the length of returning packet is fixed so that
the energy consumption of the transmitting and receiving
operations for sensor nodes is constant (in our simulation
environment, 3 units for transmitting and 0.1 for receiving).
A clear channel is assumed and data loss rate is set to zero.
In addition, the radio range of each sensor node is set to
750 meters and its coverage area is assumed to be a perfect
circle and the symmetric communication link is used.

5.2 Numerical results

A comparison of the network lifetime (i.e., number of
turnsfinished before thefirst nodeto die) was madefor four
schemes: MCP, MCP-PS, Multi-Path (MP) [12], and Mullti-
Path with Energy-Aware (MP-EA) [13] schemes. Figures6-
8 show the number of turns finished before the first node to
die for four schemes with 100 sensor nodes deploying in
the areas of 3 x 3,4.5 x 4.5 and 6 x 6 km?, respectively.
Figures 9-11 show the number of turnsfinished for 200 sen-
sor nodes. The number of turns finished are sorted in in-
creasing order. These figures show that MCP-PS scheme
achieves more turns than MCP, MP-EA and MP schemes.
From Figure 6, note that 545 of 1000 different cases are
greater than 100 turns for MCP-PS secheme; 453 cases for
MCP scheme; 359 cases for MP-EA scheme; only 21 cases
for MP scheme. However, in Figure 8, four schemes only
have little difference. The reason is that network is discon-
nected before sensor nodes start their operationsin thelarge
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Figure 6. 100 nodes in area of 3 x 3 km?
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region. Only a partial set of nodes participate the network
operation.

MCP'srouting path is a shortest path, however, in MCP-
PS scheme the shortest path is not guaranteed. Table 1
shows the average of extra hop numbers needed for each
sensor node by using MCP-PS scheme. In the area of
3 x 3 km?, the average extra hop needed by MCP-PS is
less than one hop. In the area of 6 x 6 km?, the average
extra hops needed by MCP-PS are 1.236 and 3.497 for the
networks with 100 nodes and 200 nodes, respectively. With
little penalty of extra cost, MCP with PS can give a better
network lifetime.

6 Conclusion

Sensor networks can be rapidly (ideally immediately)
deployed without relying on pre-planning infrastructures.
Traditional routing protocols based on fixed shortest path
are not efficient in sensor networks. This paper presentstwo
energy-aware routing schemes, MCP and MCP-PS, for sen-
sor networks. Compared to MP and MP-EA, our MCP and
MCP-PS schemes can achieve a longer network lifetime.
Thisis because MCP and M CP-PS select the maximum ca-
pacity path for routing. Comparedto MCP, MCP-PS givesa
better load-sharing. However, the routing path of MCP-PS
scheme may not be a shortest one. In the future, we will
extend MCP-PS scheme with power saving mechanism, to
prolong the network lifetime.
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One fundamental issue for location-based services and applications is location-
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network. In a previous paper, we have presented a location-sensing method, called
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1 Introduction

Wireless communication is a popular trend today because it lets users communicate
easily with each other at almost any time and place. One of the most important
applications for wireless networks, location-based services, allows mobile users to
receive services based on their geographic locations. In recent years, more and
more location-based services and applications have been developed for mobile users.
These services include emergency rescue, resource tracking and management, tour
guide [1], location-sensitive billing, points of interest and so on.

One fundamental issue for location-based services and applications is location-
sensing problem, i.e., determining the physical location of a node. Many papers
[2-13] have discussed the location-sensing methods. We classify these methods
into two broad categories based on where the position coordinates of a handset
are determined. If the handset collects signals from the network and determines
the location, it is a handset-based method. In contrast, if some location equip-
ment is installed at the base-stations to collect the signal direction or timing of
the handset, and then a centralized server determines the handset’s location. This

approach is a network-based method.

A. handset-based methods

Global Positioning System (GPS) [2, 3] is a typical handset-based method. It cal-
culates the locations at the handset by measuring the time and distance between
a receiver and at least three satellites. GPS has a higher position accuracy. How-
ever, times to first fix are generally longer, as GPS need to measure distances to a
minimum of three satellites and the processing time is much longer. Two modified
GPS methods, assisted GPS [4] and differential GPS [5, 6, 7] are presented to
improve the processing speed for location determining and reduce the power con-

sumption of mobile station.



B. Network-based methods

Angle of Arrival (AOA) and Time Difference of Arrival (TDOA) are two of the
most widely known network-based location-sensing methods [8, 9]. AOA systems
estimate AOA of handset signal at two or more base stations and apply simple
triangulation to determine the handset’s location. TDOA systems use radio fre-
quency (RF) receivers installed at multiple base stations to measure signal time of
arrival data and estimate the handset’s location. Variations of these approaches

are discussed in [10].

Note that network-based methods need to install location equipments at the
base-stations. In contract, GPS solutions need to add the GPS receiver to handsets.
Although GPS capabilities will be included in the handset chips with a little or
none extra cost, end users still have to upgrade their handsets. In [13], Chu and
Jan present a simple, low-cost method for location-sensing, called the cell-based
location-sensing method. In the cell-based method, the handset gathers all of the
base station (BS) signals that it received and transmits the BS identification (ID)
to the location server. Based on these BS IDs, the server can then determine the
location of the handset. Thus, the cell-based method only requires several lines of
code on the Subscriber Identity Module (SIM) card to get the list of BSs within
range. This code can be embedded on the SIM when the SIM is issued or delivered
over-the-air to the SIM via Short Messaging Service (SMS) messaging. That is,
the cell-based method requires no changes to either the existing wireless network
architecture or the handset devices, and it can be applied to Global System for
Mobile Communications (GSM) right now.

However, only wireless networks with hexagonal or mesh structures are consid-
ered in [13]. In a real situation, it may not be feasible to place BSs in a hexagonal
or mesh structure. This paper considers the networks with an irregular structure
and presents an algorithm to determine the positioning accuracy of the cell-based

method in irregular networks. The positioning accuracy of the cell-based method



is dependent on the separation distance between two adjacent BSs and the trans-
mission ranges of these BSs. Determining the optimal transmission range is a
combinatorial optimization problem. Given a set of BS 7, i = 1,...,n, each with
a fixed location and its transmission range r;,a < r; < b, we want to find a set of

*

transmission ranges (r},r5,...,r:) such that the positioning accuracy is optimal.
This is a difficult combinatorial problem. In this paper, we present a simulated an-
nealing (SA) [17-22] algorithm to solve it because SA can provide an approximate
solution for difficult optimization problems in reasonable time. SA was proposed
by Kirkpatrick, Gelatt and Vecchi [17], who reported promising results based on
numerical experiments. Since then there has been many papers on the topic. For
detailed descriptions of SA, one can refer to a survey paper by Collins, Eglese and
Golden [22].

Our simulation results show that 1) the accuracy can be improved up to 30%
by SA; 2) the accuracy increases if the number of BSs increases; however, after a
threshold the accuracy improvement is not noticeable; and 3) if we can place the
BSs in an appropriate place, better accuracy can be achieved. After allocating BSs
to optimal places, adjusting transmission ranges of BSs gives little contribution to
improving accuracy.

The remainder of this paper is organized as follows. Section 2 presents the
cell-based positioning method and its application. Section 3 gives the positioning
accuracy of networks. The improved accuracy with power adjustment and simu-

lation results are shown in Section 4. Finally, the conclusions are given in Section

5.

2 Cell-based positioning method and its applica-
tion

Consider a physical layout of a wireless network as shown in Fig. 1. The area
covered by the BS is called a cell and each cell is circle-shaped. That is, one

assumes a perfectly spherical radio propagation for this idealized model. The
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Figure 1: A layout of the wireless network.

signal coverage of the base stations may overlap. The mobile station (MS) can
receive radio signals containing the base stations’ IDs, if the identifier is within the
signal coverage of that BS. For example, as shown in Fig. 1, an MS in region A
can listen to signals from BSs 0, 1 and 6; in region B, from BSs 0 and 2; and in
region C, from BS 0. We define a localization region as one in which every MS in
the region receives a unique set of base stations’ signals. As shown in Fig. 1, the
coverage of BS 0 has 13 localization regions, i.e., all the regions from A to M.

Suppose one has a location server in the network maintaining a table in which
a set of BS ID is bound to certain localization regions. When an MS reports to
the location server that it can receive the signals from base stations 0, 1 and 6,
the location server looks up the binding table and determines that the MS is in
region A. One can thus determine the MS’s location. This method is known as the
cell-based positioning method, the topic of this paper.

In the following, we illustrate how to deliver location-based services by applying
cell-based positioning method. Fig. 2 shows an architecture of the location-based
service system. This system includes a central delivery platform and three servers,

content server, location server, and Geographical Information System (GIS) server.
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Figure 2: An architecture of the location-based service system.

The delivery platform integrates the servers to deliver mobile location-based ser-
vices. The content server provides the relevant content, services and applications.
The location server maintains the signal coverage of base stations and determines
the location of mobile user. The GIS server provides the map and geographical
information. As shown in Fig. 2, an MS in region A can listen to the signals from
BSs 2 and 3. Then, the MS sends the location-based service request with cell ID
(2, 3) to the delivery platform via BS 3. The delivery platform queries the MS’s
location by sending cell ID (2, 3) to location server. The location server looks up
the region table and returns the MS’s location to the delivery platform. Then,
based on the MS’s location, the delivery platform obtains the local information
from GIS server and the relevant content from content server. Finally, the delivery
platform prepares the requested service and replies it to the MS.

Note that the accuracy of the cell-based positioning method can be defined as
the size of the localization region. The maximum of all localization regions is the
location-sensing accuracy of the given network. As the localization regions become

smaller, then the location-sensing accuracy improves.



3 Positioning accuracy of networks

This section considers a wireless network with n BSs in which the location of
BS;, (z;,y;) and its transmission range, r;, are given where i = 1,2,...,n. The
radio coverage of BS; is denoted as circle C;. By using simple geometry, we can
find all the intersections of all the circles. Then, we can formulate the position-
ing accuracy problem into a geometry graph model G = (V, E). Each vertex in
set V stands for intersection points of C; and Cj;, and an arc (u,v) is in E if
(u,v) is a simple segment of the circle where a simple segment means there is
no intersection point between u and v. We called a vertex v as a border vertex
if v is not inside another circle. An arc (u,v) is called a border arc if both u
and v are border vertices. For example, a wireless network as shown in Fig. 3
can be represented by the graph G = (V, E), where V' = {uvy,vq,...,v6} and
E = {(v1,v2), (v2,v3), (v3,v4), (V4,01), .., (U5,04), ..., (v2,v5)}. Vertices vy, v4 and
vy are border vertices and arcs (v, v4), (vs,v5) and (vs,v;) are border arcs. Note
that the localization region Ry is bounded by a set of arcs (v, ve), (ve, vg), (v, v1).
Thus, the problem of finding the accuracy for the cell-based positioning method
is equivalent to finding the maximum size of a localization region in the graph
G = (V,E). An algorithm is presented below for finding all localization regions
of G and calculating their areas. Therefore, the maximum size of a localization

region can be determined.

3.1 Localization region finding algorithm

Let Adjlu] denote the adjacency list of u. That is, Adj[u] consists of all the vertices
adjacent to u in G. For two vertices vy, vy € Adj[u], we define angle /v,uv, to be
the angle from arc (vy,u) to arc (ve,u) in a counter-clockwise direction. A cycle
P, = (viy,0i,), .-, (vi,v;,) is called a simple cycle if it forms a localization region.
A simple cycle can be found by the following search procedure. Start to search from

any arc (u,v) and set P; = (u,v). The following arc (v,v;:), vj: € Adj[v]\{u},



Figure 3: A geometry graph G.

Figure 4: A simple cycle search in clockwise direction.

can be chosen into P is the arc with minimum angle Zuvv;:. (i.e., Zuvv; =
min,; eagjio)\{u} LuV0;). Now, P; = (u,v), (v,v;:). Next, consider arc (v, v;:) and
find the following arc (v;x, vjs) for P; such that Zvv;:v;; = min,. e Adjfo)\{u} LV Vjy-
Repeat the same procedure until the vertex wu is reached. Then, a simple cycle
P = (u,v),(v,vj:), ..., (vg,u) is found. For example, as shown in Fig. 4, start
from (v, v). The next arc selected is (vq, v3). This is because Zvivav3 < Lv1vU5 <
/v1v9vg. Similarly, choose (vs3,v4) as the next arc of (vy,v3). By this way, a simple
cycle (vq,vs), (v2,v3), (v3,v4), (vg,v1) is found.

Note that such a simple cycle found is in a clockwise direction relative to arc



(u,v). Similarly, we can also find another simple cycle for (u,v) in a counter-
clockwise direction. This can be done by selecting the next arc (v,vs) of (u,v)
such that LUV = MaXy, € Adj[o]\{u} /uvv;, ). Repeat this procedure until the vertex
u is reached. For example, simple cycle (vq,vy), (v2,vg), (vs, v1) was found by a
counter-clockwise search.

Suppose that for a given graph G, it has ¢ simple cycles. Let P, = (v, vi,), - -,
(viy, iy ),7 = 1,..., € denote all simple cycles in G. Observing these cycles, we found
that for any arcs (v;,v;) if they are not border arcs, there are two cycles P; and
P, containing it; otherwise only one cycle P, contains it. Thus, we can maintain
data structures counter|(u,v)] and region[(u,v)] for each arc (u,v). If (u,v) is
not a border arc, counter[(u,v)] is set to 2; otherwise, counter[(u,v)] = 1. The
region[(u,v)] is a set consists of the localization regions separated by (u,v). For
example, if (u, v) separates regions i and j, then region|(u,v)] = {i,j}.

The main idea behind the region finding algorithm is that we search each cycle
i, P, = (viy, Viy), - - -, (Vi, Vi, ), to see which forms localization region i. Then, for
each arc (u,v) in P;, set counter[(u,v)] = counter[(u,v)] — 1 and region[(u,v)] =
region[(u,v)] U {i}. Note that if all counters of the arcs become zero, then all
localization regions are found.

A brief pseudocode for the region finding is given as follows.
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Figure 5: An example of region finding.

Procedure LRSEARCH(G = (V, E))
RegionNumber = 0
for all (u,v) € E do
region|(u,v)] =0
if (u,v) is not a border arc then counter|[(u,v)] = 2
else counter|(u,v)] =1
for all (u,v) € E do
while counter[(u,v)] # 0 do
begin
if counter[(u,v)] = 1 and region[(v,u)] C region[(u, w)]
then find a simple cycle in counterclockwise direction, say P,
else find a simple cycle in clockwise direction, say P,
(comment: w € Adj[u] with Zuvw = min,, e agjf)\ {u} LuVV;)
RegionNumber = RegionNumber + 1
for all (u;,v;) € P; do
counter[(u;, v;)] = counter|(u;, v;)] — 1
region|(u;, v;)] = region|[(u;, v;)] U { Region Number}
end
return(region[(u, v)])

lines 7 to 17 of Procedure LRSEARCH to arcs, (v, v2), (v2, v3)(vs, va)(v4, v5) (s, vg)
and (vg, v1), the 11 localization regions are found as shown in Fig. 5. (Note that
13 localization regions will be found after all arcs are considered.) Values in the

square represent region number and values along the arcs represent counter|u, v]

An example to illustrate the above procedure is given in Fig. 5. After applying

and region|(u, v)].
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Figure 6: The component of a circle area.

3.2 Area of the localization region

Consider a localization region Ry which is formed by simple cycle (vy, v3), (ve, v3), (v3, v4),
(vg,v1) in Fig. 6. Note that region R; includes polygon vjvevsv, and bow seg-
ments S; and Sy, and excludes bow segments S3 and Sy. Let g,,.,, denote poly-
gon vy ...vp and s(X) denote area of X. Then, the area of localization region
(v1, v2), (v2,v3), (V3,V4), (Va,v1) is equal t0 (G vyvav,) +5(S1)+5(S2) —s(S3) —5(S4).

In general, if localization region R; includes polygon gy, 4,,.», and bow segments

St,..., 5, and excludes S,1, ..., Sk, then the area of the region is
a k
S(Ri) = 5(gooan) + Q2 5(8:) = (X2 s(S))
i=1 i=a+1

The areas of polygon and bow segments can be found as follows.

1) The area of polygons

The area of a polygon can be calculated by a cross product formula [23] in the
counter-clockwise order of vertices. That is, if the coordinates of polygon g,,. .,

are (T1,Y1),,(Tn, Yn), then the area of polygon g,, ., can be determined by

_ L S| Tp41
S(QUI---UTL) - 2 kz:l yk yk+1

where 2,11 = 21, Ynt1 = V1.

2) The area of bow segments

11
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Figure 7: The area of a bow segment.

The area of bow segment S;, as shown in Fig. 7, can be calculated by

1
5(S;) = 50 r* — (A aop)

I PP S 6
= 29r 2[2r sm(2)cos(2)]

where r is the transmission range of the cell and § = /AOB.
Suppose that we found ¢ localization regions by using a region finding algorithm
and evaluated each area of region R;. Then, the accuracy e(rq,rs,...,r,) of the

cell-based positioning method can be obtained by:

e(ri,ro,...,m) = max{R;} (1)

1<i<et

where r; is transmission range of BS 7,1 < i < n.

4 Improving accuracy with power adjustment

If the transmitting power of the BS can be adjusted, then the coverage of the
BS varies. Consider the problem that given a set of BS 7, : = 1,...,n, with a

fixed location and its transmission range r;,a < r; < b, we want to find a set of

transmission ranges (77,75, . .., ) such that the positioning accuracy is optimized.
This problem is equivalent to finding a set of transmission ranges (ry,r3,...,7")
such that e(rq,rq,...,r,) = maxj<;<,{ R;} is minimized. That is,
* % * .
z(ri,ry,...,rn) = min  e(ry,ro, ..., )

(r1,72,5ee"n

12



where a <7; <b, 1 =1,2,...,n.

In this section, we applied Simulated Annealing (SA) to solve this optimization
problem.
1) Simulated annealing
Recently, SA has become more popular for solving large-scale combinatorial opti-
mization problems with approximate optimization solutions. The advantage of SA
is that it provides a general purpose solution for a wide variety of combinatorial
optimization problems. Thus, SA is used in many fields such as computer-aided de-
sign of integrated circuits, image processing, code-designed, neural network theory
and so on.

In general, the SA algorithm is similar to metal-cooling. During slow cooling, a

metal rearranges the atoms into regular crystalline structures with high density and

low energy. The SA algorithm starts with an initial solution sy = (r%, 73, ... 79),
and finds the value of cost function e(sy) = e(r? r3,...,72), also known as fit-

ness function(see equation (1)). Let s; be the current solution with cost function
e(s;). For each iteration j, generate a random neighbor s; of s; and evaluate
its cost function e(s;). If e(s;) < e(s;), then s; is accepted (i.e., set s; = s;
and e(s;) = e(s;)). Otherwise, the s; will be accepted with the probability
p = min{l,exp((e(s;) — e(s;))/T)}. The parameter of 7" means the ”tempera-
ture” which changed with parameter a for each iteration. This is known as the

Metropolis criteria [18] and the pseudocode is shown below:

Step 1: Initialize the temperature T. Generate an initial solution sy and set current

solution s; = sg.
Step 2: Generate a trial solution s;, a random neighbor of s;.
Step 3: Let Ae = e(s;) — e(si).

Step 4: If Ae <0, then the trial solution s; is accepted. Set current solution s; = s,

13
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Figure 8: Grid-based deployment.

and e(s;) = e(s;).

If Ae > 0, then the trial solution s; is accepted with the probability p =

exp(=2¢) > d, where d is a random number in [0,1]. Set current solution

s; = s; and e(s;) = e(s;).

Otherwise, go to Step 2.
Step 5: Repeat Steps 2-4 for I; iterations.
Step 6: T'=T X a.
Step 7: Repeat Steps 2-6, until T < Tsyapie-

In this simulation, we set I; = 300, T = 1, T4 = 0.05 and a = 0.85.

2) Simulation results

This simulation ran on networks of 25, 36,49, ...,225 BSs in a square service
area of 500 units x 500 units, respectively. We divided the service area into n
grids (see Fig. 8) where n is the number of BSs. As shown in Fig. 8, white points,
called candidate points, represent possible locations to place a BS in the grid. The
black points represent block points where one cannot place a BS. Assume that the

signal of the BS must cover the entire grid.

14



Four types of adjustments are considered for improving the accuracy of the

cell-based positioning method.

Type 1: Assume that the locations of BSs are given and the transmission ranges of

the BSs are identical. We evaluate e(r,r,...,r) for r = a,a +9,...,a + k

where k = [2%¢| and « is a minimal transmission range such that entire
service area is covered. Then find z(r*,r* ... r*) = min{e(r,r,...,r)|r =
a,a+6,...,a+ 2|5}, (In our simulation, we set § = 1.)

Type 2: Assume that the locations of BSs are given and the transmission ranges

ri,i = 1,2,...,n, are in [a,1.6a]. The SA is applied to the network to

find a set of transmission ranges (ry,r5, ..., %) such that z(rj,rs,...,r") ~
Ming, ry. ) €11, 72, - - Tn).
Type 3: Assume that the transmission ranges r;,7 = 1,2, ...,n, of the BSs are given.

SA is applied to the network to allocate the locations (x;,y;) of BSs such
that z(ry,79,...,7n) & Milg, 4, (@) €715 72, - -, Tn) Where (z;,;) is the

coordination of BS 3.

Type 4: This is a combination of Types 2 and 3. For a given (r,79,...,7,), SA

is applied to allocate the locations of BSs. Then, use SA again to adjust

transmission ranges r;,7 = 1,2,...,n, of the BSs.
Because the optimal value of z(rf,r3,...,r") is hard to find, we use a lower
bound of z(ri,rs,...,r%), denoted as LB, for comparison. A lower bound of
z(ry,r5,...,5) is obtained as follows. By simulation, we can estimate the max-

imum number of localization regions for each network. Then, the whole service

area divided by the maximum number of localization regions can be used as a

*

lower bound of z(rf,r5,...,r%). Table 1 summarizes the maximum number of

localization regions and the lower bound of z(rf,r;,...,r}) for each network.

Table 1. The maximum number of regions and LBs of z(r},r5,...,7%).

15
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Figure 9: The improvement rates of Types 1, 2, and 4, and the upper bound.

Number of BSs
in the network 25 36 49 64 81 | 100 | 121 | 144 | 169 | 196 | 255

Maximum
region number 168 | 246 | 325 | 416 | 499 | 601 | 673 | 739 | 798 | 865 | 893

LB of
z(ry,ry,...,rr) | 1488 | 1016 | 769 | 601 | 501 | 416 | 371 | 338 | 313 | 289 | 280

'n

In order to show the performance of the proposed methods, comparisons be-

tween the accuracy after the adjustments and the accuracy before the adjustment

are made. Let Z; denote the accuracy z(rf,r5,...,r") found by Type i and 7,
denote the initial accuracy e(r?,r9, ... r%) where (r? 73 ... %) is an initial so-

lution. Fig. 9 shows the improvement rate 7; of Type i,2 = 1,2,4 where the
improvement rate y; = M%OZO‘ x 100%. Besides, an upper bound of improvement
rate y* = ‘LBT_OZO‘ x 100% is also shown in Fig. 9. From Fig. 9, note that the
accuracy can be improved up to 30% by the Type 4 method.

Fig. 10 shows the relationships between the accuracy and the number of BSs
in the network. The y-axis is the normalized accuracy defined as the percentage
of the localization area compared to the entire service area. For example, the

normalized accuracy of the lower bound is 253030800 x 100% = 0.14% for the network

with 144 BSs. From Fig. 10, we learned that increasing the number of BSs from
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25 to 144, the accuracy is improved greatly. However, when the number of BSs is
more than 144, the improvement of accuracy is insignificant.

Finally, the improvement rates of accuracy of Types 3 and 4 are compared in
Fig. 11. The results of the two types are almost the same. This means that for
accuracy, the factor of allocating the BSs’ locations is more significant than the
factor of adjusting transmission ranges. If we can place the BSs in appropriate

places, the accuracy of cell-based positioning method will be better.

5 Conclusions

This paper presented an algorithm to determine the positioning accuracy of the
cell-based method for networks with irregular structures. Because the positioning
accuracy of the cell-based method is dependent on the separation distance between
two adjacent BSs and the transmission ranges of these BSs, we proposed a SA
method to determine the locations and transmission ranges of BSs in order to
achieve a better positioning accuracy. Our simulation results showed that the
accuracy can be improved up to 30% by the proposed method.

The main advantage of cell-based method is that it requires no changes to the
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Figure 11: The improvement rates of Types 3 and 4.

existing network architecture, or to the handset. It only requires several lines
of code on the SIM card to get the list of BSs. Thus, it does not substantially
increase costs for either network operators or end users. The accuracy of cell-based
positioning increases as the number of cells within range increases. Therefore, the
cell-based method functions best in urban.

However, the proposed cell-based method is restricted in the idealized radio
model, i.e., we assume the perfect spherical radio propagation in the idealized
radio model. In fact, the coverage of a BS is not necessarily a circle. In most
cases, it is location-dependent and probably irregular. The positioning problem
with a more realistic radio model might be interesting for possible future work.

The following cases are the most interesting:

1. Non-circular coverage: The coverage of a BS may not be circular. For exam-
ple, in the real world, the BSs may have 1, 2, 3, or 6 sectors. Besides, the
terrain can produce irregular coverage area. Our cell-based method might
be extended to solve the positioning problem with irregular coverage, under
the condition that each BS’s coverage can be precisely defined and no two

localization regions receive the same set of BS signals.
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2. Multiple power levels: BSs can be of Macrocell, Microcell and Picocell types
and have variable power. Or, BSs can transmit beacon signals with multiple
power levels. In such cases, the better positioning accuracy can be achieved.
We are currently working on these extensions, and the results will be reported

in our future papers.

3. Noisy environments: Noisy environments are characterized by severe multi-
path phenomenon, fading, obstructions, etc. Adapting the cell-based method

to noisy environments is also our future work.

In addition to relax the idealized radio model, other measures of accuracy are
interesting for possible future work. For example, the worst case of accuracy error
can be defined as the diameter of the region. Evaluating the worst case accuracy

should be interesting and useful.
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