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The success rate of drug development has been declined dramatically in recent years and the current paradigm of drug
development is no longer functioning. It requires a major undertaking on breakthrough strategies and methodology for
designs to minimize sample sizes and to shorten duration of the development. We propose an alternative phase II/III design
based on continuous efficacy endpoints, which consists of two stages: a selection stage and a confirmation stage. For the
selection stage, a randomized parallel design with several doses with a placebo group is employed for selection of doses.
After the best dose is chosen, the patients of the selected dose group and placebo group continue to enter the confirmation
stage. New patients will also be recruited and randomized to receive the selected dose or placebo group. The final analysis
is performed with the cumulative data of patients from both stages. With the pre-specified probabilities of rejecting the
drug at each stage, sample sizes and critical values for both stages can be determined. As it is a single trial with controlling
overall type I and II error rates, the proposed phase II/III adaptive design may not only reduce the sample size but also
improve the success rate. An example illustrates the applications of the proposed phase II/III adaptive design. Copyright r
2010 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Despite of a better understanding of disease etiology, a rapid
increase in resources, technological advance, and seemingly
large amount of potential candidates, the performance of drug
development is disappointing. The success rate of drug
development has been declined drastically in recent years [1].
One of the many possible reasons for the dissatisfying
performance is that the current paradigm for drug development
is no longer functioning for the 21st century. Therefore, new
concepts, strategies, and methodologies are urgently needed to
reduce the development cost and to shorten the development
duration.

In recent years, the use of adaptive design methods in clinical
research and development based on accrued data has become
very popular due to its flexibility and efficiency. One of the most
commonly considered adaptive designs in clinical research and
development is probably a two-stage seamless adaptive trial
design. In general, the objective of the traditional paradigm for
the phase II and III drug development is to confirm the efficacy
of the doses selected from the phase II development in the
pivotal phase III trials. Issues concerning the current phase II and
III paradigm include different patient populations recruited for
phase II and phase III trials, inability to establish the
dose–response relationship for the test drug, possible different
primary efficacy endpoints used in the phase II and III trials, and
large sample sizes because of multiple phase II and III trials with
individualized type I and II error rates. Therefore, interest in
combining two separate studies into a single study has
developed. An adaptive seamless phase II/III trial design is a
trial design that combines two separate trials (i.e. a phase IIb and
a phase III trial) into one trial and would use data from patients

enrolled before and after the adaptation in the final analysis.
Such designs can reduce the lead time that would have
occurred between the trials that they had been conducted
separately, and thus possibly shorten the duration of the trials
and reduce the development cost.

For the cytotoxic agents for cancer treatment, a combined
phase II/III design has been suggested for time-to-event
endpoint [2,3]. Follmann et al. [4] consider comparison of
several treatments and a control as a testing problem of the
global null hypothesis that all treatments are equal in the
framework of group sequential tests with Pocock and O’Brien-
Fleming-type boundaries chosen to maintain the type I error
rate. On the other hand, Todd and Stallard [5] then consider
same study objectives but different primary endpoints for
selection and confirmation stages. More specifically, they
propose a group sequential design that incorporates treatment
selection based on a short-term endpoint, followed by a
confirmation stage comparing the selected treatment with
control using a longer-term primary endpoint.
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One of the most frequently types of the variables for
evaluation of efficacy is the continuous endpoints such as total
cholesterol level, sitting diastolic blood pressure, HbA1c, and
many others. Based on continuous endpoints, Tsou et al. [6]
propose a two-stage screening design that minimizes the
expected sample size if the new candidate has no or low
efficacy activity subject to the constraints of the type I and
type II error rates. Bischoff and Miller [7] also develop a competing
two-stage group-sequential adaptive design with a minimal
expected number of patients that controls the type I error
rate, achieves a desired power to detect a given clinically
relevant difference in means, and controls the probability of
wrong selection. In their approach, they test the hypothesis that
each of the treatment effects is smaller than or equal to the
control effect against the hypothesis that the effect of one of
the treatments is larger than the control effect for the
whole trial.

In seamless phase II/III design, the drop-the-loser mechanism
is used very often at the phase II clinical stage especially when
there are uncertainties regarding the dose levels [8]. A drop-
the-losers design is a design that allows dropping the inferior
treatment groups. Sill and Sampson [9] explored an inferential
technique for drop-the-losers designs for the binomial distri-
bution setting. Chang [10] proposed an adaptive seamless
phase II/III design that uses the weak a-control method for the
drop-the-losers design based on a contrast test at the phase II
stage. Similarly, in this paper, we consider the phase II and III
development as a single trial with controlling overall type I and II
error rates. Our proposed alternative phase II/III design consists
of two stages: a selection stage and a confirmation stage. Most
importantly, in this paper, for the selection stage, a randomized
parallel design with several doses and a concurrent placebo
group is employed for characterization of the dose–response
relationship and selection of doses for the confirmation stage. In
our phase II/III design, the drop-the-losers mechanism is also
used at the phase II stage. However, different from Chang [10],
our approach for selection of doses during selection phase is
based on the magnitude of the slope of regression line and is
not based on the contrasts of group means. After the best dose
is chosen, the patients of the selected dose group and placebo
group will be continued to enter the confirmation stage. In
addition, new patients will be recruited and randomized to
receive the selected dose or the placebo group for the
confirmation stage. At completion of the confirmation stage,
the final analysis is performed with the cumulative data of
patients from both stages. With the pre-specified probabilities of
rejecting the drug at each stage, the sample sizes and critical
values for both stages can be determined. Special features of
our proposed phase II/III design are: (1) the same targeted
patient population is evaluated in both stages with the same
primary continuous endpoints, evaluation criteria, schedules
under the same experimental conditions specified in the same
protocol, (2) an empirical dose–response relationship is used for
selection of the dose for the confirmation stage, and (3) a
portion of the patients in the selection stage is also evaluated in
the confirmation stage. In the next section, the current approach
to the phase II and III development is reviewed. The proposed
alternative phase II/III design is introduced in Section 3.
Determination of sample sizes and critical values are also
provided in this section. An example for illustration of the
applications of our proposed design is presented in Section 4.
Discussion and final remarks are provided in Section 5.

2. THE CURRENT APPROACH

For the purpose of illustration, during the phase II development,
we only consider on a phase II trial using the randomized
parallel-group design for comparing several doses of a test
product, d1; d2; . . . ; dk with a concurrent placebo control, d0. In
addition, we also assume that one of the k doses is selected for a
single phase III confirmation trial if it is statistically significant.
Let Yij be some observed continuous endpoint for patient j
assigned to dose di , i = 0,y, k; j = 1,y, n2; where n2 is the
sample size per group for the phase II trial. We also assume that
Yij follows a normal distribution with mean mi and known
variance s2, i = 0,1,y, k. The current approach to selection of
the doses for the phase III confirmation trials is based on the
following hypothesis:

H0 : mi � m0p0 vs HA : mi � m040; i ¼ 1; . . . ; k: ð1Þ

Let YIIi be the sample mean of group i, i = 0,1,y, k, and s2
II the

pooled sample variance obtained from the phase II trial. A dose
is declared to have a statistically significantly superior efficacy
over placebo if

tII ¼ ð �YIIi � �YII0Þ=sII

ffiffiffiffiffiffiffiffiffiffi
2=n2

p
4z1�a;

for no adjustment

or

tIIB ¼ ð �YIIi � �YII0Þ=sII

ffiffiffiffiffiffiffiffiffiffi
2=n2

p
4z1�a=k ;

with Bonferroni correction;

ð2Þ

where z1�a is the upper ath quantile of the standard normal
distribution.

Let d be the required minimal clinically meaningful improve-
ment on efficacy for a dose to be selected for the phase III trial.
Without considering adjustment for multiple comparisons, the
sample size required for each dose group to provide a power of
(1�b) at the a significance level is given by

n0 ¼ 2ðz1�a1z1�bÞ
2=ðd=sÞ2 ð3Þ

If the Bonferroni correction is employed to adjust p-values for
multiple comparisons, the required sample size is given by

n0B ¼ 2ðz1�a=k1z1�bÞ
2=ðd=sÞ2 ð4Þ

On the other hand, instead of conducting pairwise comparison,
we may want to test whether the dose–response relationship
can be described by the simple linear regression as follows:

EðYijÞ ¼ x1Zdi

where x is the intercept and Z is the slope. Let n
0L be the

required sample size per dose level in traditional phase II trial for
dose–response to test the null hypothesis H0: Zpc against HA:
Z4c. In this case, the sample size required for each dose group
can be calculated by

n0L ¼
s

c0 � c

� �2 ðZ1�a1Z1�bÞ
2

Pk
i¼0 ðdi � d0Þ

2
ð5Þ

with a specified value c’ under the alternative hypothesis.
Suppose dose r is selected from the phase II trial, confirmation

of the efficacy in the phase III trial is based on the following
hypothesis:

H0 : mr � m0 ¼ 0 vs HA : mr � m0 6¼ 0 ð6Þ1
0
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Let D’ be the minimal clinically meaningful requirement for
confirmation of a superior efficacy over the placebo in the phase
III trial. The sample size required to provide a power of (1�b) at
the a significance level is given as

n00 ¼ 2ðz1�a=21z1�bÞ
2=ðD0=sÞ2 ð7Þ

As mentioned before, the phase II trials of the current approach
are conducted in much restricted experimental conditions with
much stringent inclusion/exclusion criteria. On the other hand,
the phase III trials are usually conducted in a much hetero-
geneous patient population under an environment much close
to the clinical practice. Therefore, the patient populations and
experimental conditions are different between phase II and
phase III trials. Although it is assumed that the variance is same
for both phase II and III trials, in fact, the variability observed
from the phase III trials is much larger than that of the phase II
trials. On the other hand, the restricted patient population and
the tight experiment environment of the phase II trials are often
to over-estimate the efficacy of the test drug in the clinical
practice. Consequently, the efficacy of the test drug may not be
confirmed during the phase III trials.

For the current approach, the phase II and phase III trials are
conducted as separate trials in a sequential manner. Therefore,
the duration of the current phase II and III development is
longer than necessary. In addition, phase II and III trials are
conducted independently with individual type I and II error
rates. As a result, the overall sample size is also larger than it
should be. Suppose that we only consider one phase II trial and
one phase III trial. Chow and Chang [11] point out that in the
current approach, the actual overall type I error rate (a) is equal
to aIIaIII, where aII and aIII are the type I error rates controlled at
phase II and phase III respectively. That is, a for the current
design is too conservative. On the other hand, if power refers to
the probability of correctly detecting a true but not hypothetical
treatment difference, then in the current design, the actual
power is given by

power ¼ powerII �powerIII

Consequently, when powerII and powerIII are not large enough,
the actual power for the current approach might be small [11].
In other words, the current approach has a very low type I error
rate and may not provide sufficient power either. New strategies
and methodology are urgently needed to improve the current
situation.

3. THE PROSPOSED ALTERNATIVE PHASE II/III
DESIGN

Our proposed alternative phase II/III design is a single trial
consisting of two stages: a selection stage and a confirmation
stage. Because it is a single trial, the inclusion/exclusion criteria,
evaluation methods and schedules, primary and secondary
efficacy endpoints, and other experimental conditions are the
same and are pre-specified in the same protocol. The first stage
is the selection stage in which the patients are randomly
assigned to receive either one of the k doses of the test drug or
to the placebo group. Although there are many different forms
of dose–response relationship, for the purpose of illustration,
during the selection stage, the dose–response relationship is
assumed linear and can be investigated by the simple linear
regression method. If the slope is not greater than some pre-
specified threshold, say c, then the trial stops and the test drug

is concluded no efficacy. On the other hand, if the slope is
greater than the specified threshold, the lowest dose meeting
the minimal clinically meaningful requirement, say d, is selected
for the confirmation stage of the trial. In addition, the patients in
the selected dose and placebo groups will be continued to the
confirmation stage. In addition, new patients will be recruited
and randomized to receive either the selected dose of the test
drug or to the placebo group. The final analysis includes the
data of the selected dose and placebo groups from both
selection and confirmation stages.

Suppose that the dose–response relationship can be described
by the simple linear regression as follows:

EðYijÞ ¼ x1ZdI

where x is the intercept and Z is the slope. It follows that the
corresponding hypothesis for the selection stage is given as

HII
0 : Zpc vs HII

A : Z4c ð8Þ

where cX0 is some pre-specified threshold.
If we fail to reject the null hypothesis of Equation (8) at a pre-

specified significance level, then the trial stops and the drug is
eliminated from consideration of further development. On the
other hand, dose r is selected for the confirmation stage if the
null hypothesis of Equation (8) is rejected at the pre-specified
significance level and it is the lowest among the doses such that
the efficacy is better than the placebo by a magnitude greater
than d, where d is the required minimal clinically meaningful
improvement on efficacy for a dose to be selected for the
confirmation stage. The sample size can then be determined to
ensure that if some doses are superior to placebo by the pre-
specified amount d, a dose will be selected with high
probability, say 0.8.

Let n2 be the sample size per group for the selection stage.
The least squares estimator of Z is given as

Ẑ ¼

Pk
i¼0

Pn2

j¼1 ðdi � �dÞðYij � �YÞPk
i¼0 n2ðdi � �dÞ2

ð9Þ

where

�d ¼
Pk

i¼0 di

k11

and

�Y ¼

Pk
i¼0

Pn2

j¼1 Yij

n2ðk11Þ

In addition, Ẑ follows a normal distribution with mean Z and
variance

s2Pk
i¼0 n2ðdi � �dÞ2

Assume that we will reject HII
0 if ẐXC2 and dose dr and the

placebo group (d0) are chosen into the confirmation stage.
Denote the population means of dose r and placebo by mr

and m0, respectively, and D ¼ mr � m0. The hypothesis for the
confirmation stage is given as

HIII
0 : D ¼ 0 vs HIII

A : D 6¼ 0: ð10Þ

The estimator of D is D̂ ¼ �Y�r � �Y�0 where

�Y�r ¼

Pn2

j¼1 Yrj1
Pn21n3

j¼n211 Yrj

n21n3

1
0
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�Y�0 ¼

Pn2

j¼1 Y0j1
Pn21n3

j¼n211 Y0j

n21n3

and n3 is the sample size of the new patients per group required
for the confirmation stage. Consequently, D̂ follows a normal
distribution with mean mr�m0 and variance 2s2/(n21n3).

As our proposed phase II/III design is a single trial, it follows
that the overall failure rate is a and the overall power is 1�b. To
control the overall type I error rate, our approach is similar to
Simon’s two-stage design [12]. We will terminate the experiment
at the end of the phase II stage and reject the drug if ẐoC2. This
will occur with probability PcðẐoC2Þ: We will reject the drug at
the end of the phase III stage if jD̂jXC3. Consequently, the
overall probability of rejecting the new drug in both stages with
the true parameters Z and D is a function of Z;D; n2; n3; C2; C3,
and s and it is given as

jðZ;D; n2; n3; C2; C3; sÞ

¼ PZðẐoC2Þ1
Z 1

C2

fẐðbÞPDð�C3oD̂oC3Þdb;
ð11Þ

where PZ and PD denote the probability measure with respect to
Z and D respectively, and fẐð�Þ represents the probability density
function of Ẑ with respect to Z. Then the overall type I error rate
evaluated at Z= c and D= 0 is given as

a ¼ 1� ½PcðẐoC2Þ1
Z 1

C2

fẐðbÞP0ð�C3oD̂oC3Þdb� ð12Þ

Equation (12) can be re-expressed as

1� a ¼ PcðẐoC2Þ1
Z 1

C2

fẐðbÞP0ð�C3oD̂oC3Þdb

As our proposed phase II/III design is to eliminate ineffective
drugs and doses as early as possible, unlike the traditional
sequential design, a weighing factor g1 is used to determine
how much the overall failure rate is spent in the two stages
such that

PcðẐoC2Þ ¼ g1ð1� aÞ ð13Þ

and Z 1
C2

fẐðtÞP0ð�C3oD̂oC3Þdt ¼ ð1� g1Þð1� aÞ ð14Þ

where 0og1o1. Note that the larger the g1 is, the larger the C2

is. Also larger g1 indicates that we spend fewer type I error rate
for phase II stage. In addition, the objectives of the proposed
design are to eliminate the inefficacious drugs or doses as early
as possible and to ensure a better success rate for the selected
doses in the confirmation stage, we suggest that g1 be greater
than 0.5, say 0.6 or above, be spent at the selection stage under
c = 0.

The overall type II error with a specified value c’ and D’ under
the alternative hypotheses Equations (8) and (10) is given as

b ¼jðc0;D0; n2; n3; C2;C3; sÞ

¼Pc0 ðẐoC2Þ1
Z 1

C2

fẐðbÞPD0 ð�C3oD̂oC3Þdt

Again we need to determine how much the type II error
probability is spent at each stage. Consequently we introduce
another weighting factor g2 such that

Pc0 ðẐoC2Þ ¼ g2b ð15Þ

and Z 1
C2

fẐðtÞPD0 ð � C3oD̂oC3Þdt ¼ ð1� g2Þb ð16Þ

where 0og2o1. As seen, the larger the g2 is, the smaller the n2

is. Considering D ¼ Zðdr � d0Þ under the linear trend, Equation
(11) can be re-expressed as

jðZ;D; n2; n3; C2; C3; sÞ

¼ PZðẐoC2Þ1
Z 1

C2

fẐðbÞ

�PL
n21n3

n3
�C3 �

n2

n21n3
bðdr � d0Þ

� �
oD̂3

�

o
n21n3

n3
C3 �

n2

n21n3
bðdr � d0Þ

� ��
db

where D̂3 ¼

Pn21n3

j¼n211
Yrj

n3
�

Pn21n3

j¼n2 11
Y0j

n3
.

Under the specifications of the values for design parameters
c; c0;D0; g1; g2; a, and b, the proposed alternative phase II/III design
is to determine n2, n3, C2, and C3 numerically based on
constraints of the overall type I and II error rates given in
Equations (13)–(16). In conjunction with R function ‘Integrate’ for
numerical integration, with respect to specified values of c, c’, s, a,
b, g1, and g2, R function ‘NLM’ is used to solve nonlinear functions
in conjunction with a Newton-type algorithm to find the values of
n2 and C2, under constraints Equations (13) and (15). With
specification of D and D’, we again use R function ‘NLM’ to find
values of n3 and C3 satisfying constraints Equations (14) and (16).
An R program is available from the authors upon request.

Under that the nominal dose levels are 0, 10, 20, and 30,
Tables I–IV provide the sample sizes per group (n2 and n3) and the
critical values (C2 and C3) for the selection and confirmation stages
of the proposed phase II/III adaptive designs for different
combinations of design parameters with g1 ¼ 0:6 and 0.8, and D0

¼ 1 and 2. In addition, the sample sizes of the phase II trial with and
without the Bonferroni adjustment (n’ and n’B) and phase III trial (n’’)
of the current approach are also presented in Tables I–IV with the
relative efficiency (rs and rc), defined as the ratio of the total sample
of our proposed phase II/III design to that of the current approach.

Tables I–IV illustrate that the sample size at the selection
stage increases as g1 increases. This fact is because that the
larger the g1 is, the larger failure rate spent in selection stage
and more difficult for a dose will be selected for the
confirmation stage. On the other hand, when g2 decreases, less
type II error rate or more power is spent in the selection stage
and large sample sizes are required for the selection stage.
The sample sizes for our proposed phase II/III designs given in
Tables I–IV confirm this and show that as g2 decreases, the
required sample size per group for the confirmation stage
decreases but the required sample size per group for the
selection stage increases. In addition, the critical value at
the final analysis also increases as g2 decreases. On the other
hand, a large value of g2 indicates that more power will be spent
at the confirmation stage. Therefore, when g2 is sufficiently
large, the sample size required for the confirmation stage might
be greater than that required for the traditional phase III trial.

A simulation study was conducted to compare the proposed
alternative phase II/III design with the current approach in terms
of success rate which is defined as the overall power for both
methods. The overall power for the current approach is the
probability of rejection of both null hypotheses of Equations (1)1

0
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and (5). For the proposed phase II/III design, alternatively the
overall power is the probability of rejecting both null hypothesis
of Equations (8) and (10). Suppose the test drug has dose levels

of 10, 20, and 30, respectively. Also assume that the placebo
group has dose level of 0. Figure 1 displays simulation
results for the case of s ¼ 10, ðc; c0Þ ¼ ð0; 0:1Þ, D0 ¼ 1, and 1

0
9

Table I. Designs with s ¼ 10, ðc; c0Þ ¼ ð0; 0:1Þ, D0 ¼ 1, g1 ¼ 0:6, k ¼ 3, ða; bÞ ¼ ð0:05; 0:2Þ, and ðd0; d1; d2; d3Þ ¼ ð0; 10; 20; 30Þ.

g2 n2 n3 C2 C3 n0 n0B n0 0 rs
� rc

y

0.1 100 1022 0.0079 0.6369 1237 1764 1570 0.3022 0.2397
0.2 75 1137 0.0092 0.6209 1237 1764 1570 0.3182 0.2525
0.3 60 1239 0.0102 0.6036 1237 1764 1570 0.3361 0.2666
0.4 51 1346 0.0112 0.5851 1237 1764 1570 0.3581 0.2840
0.5 43 1465 0.0121 0.5650 1237 1764 1570 0.3835 0.3042
0.6 37 1606 0.0131 0.5427 1237 1764 1570 0.4154 0.3295
0.7 32 1785 0.0140 0.5172 1237 1764 1570 0.4572 0.3627
0.8 28 2032 0.0151 0.4866 1237 1764 1570 0.5163 0.4096
0.9 24 2448 0.0162 0.4449 1237 1764 1570 0.6172 0.4896

�rs ¼ ð4n212n3Þ=ð4n012n00Þ.
yrc ¼ ð4n212n3Þ=ð4n

0B12n00Þ.

Table II. Designs with s ¼ 10, ðc; c0Þ ¼ ð0; 0:1Þ, D0 ¼ 1, g1 ¼ 0:8, k ¼ 3, ða; bÞ ¼ ð0:05; 0:2Þ, and ðd0; d1; d2; d3Þ ¼ ð0; 10; 20; 30Þ.

g2 n2 n3 C2 C3 n0 n0B n0 0 rs
� rc

y

0.3 103 845 0.0312 0.5524 1237 1764 1570 0.2599 0.2062
0.4 90 948 0.0335 0.5331 1237 1764 1570 0.2789 0.2213
0.5 80 1060 0.0355 0.5122 1237 1764 1570 0.3017 0.2393
0.6 71 1191 0.0375 0.4894 1237 1764 1570 0.3296 0.2615
0.7 64 1356 0.0395 0.4637 1237 1764 1570 0.3670 0.2911
0.8 58 1582 0.0415 0.4331 1237 1764 1570 0.4199 0.3331
0.9 53 1964 0.0436 0.3921 1237 1764 1570 0.5119 0.4060

�rs ¼ ð4n212n3Þ=ð4n012n00Þ.
yrc ¼ ð4n212n3Þ=ð4n

0B12n00Þ.

Table IV. Designs with s ¼ 10, ðc; c0Þ ¼ ð0; 0:1Þ, D0 ¼ 2, g1 ¼ 0:8, k ¼ 3, ða; bÞ ¼ ð0:05; 0:2Þ, and ðd0; d1; d2; d3Þ ¼ ð0; 10; 20; 30Þ.

g2 n2 n3 C2 C3 n0 n0B n0 0 rs
� rc

y

0.6 90 130 0.0335 1.1547 310 441 393 0.3060 0.2431
0.7 71 207 0.0375 1.0398 310 441 393 0.3445 0.2737
0.8 64 254 0.0395 0.9772 310 441 393 0.3771 0.2996
0.9 58 316 0.0415 0.9055 310 441 393 0.4265 0.3388

�rs ¼ ð4n212n3Þ=ð4n012n00Þ.
yrc ¼ ð4n212n3Þ=ð4n

0B12n00Þ.

Table III. Designs with s ¼ 10, ðc; c0Þ ¼ ð0; 0:1Þ, D0 ¼ 2, g1 ¼ 0:6, k ¼ 3, ða; bÞ ¼ ð0:05; 0:2Þ, and ðd0; d1; d2; d3Þ ¼ ð0; 10; 20; 30Þ.

g2 n2 n3 C2 C3 n0 n0B n0 0 rs
� rc

y

0.2 100 124 0.0079 1.2974 310 441 393 0.3198 0.2541
0.3 75 188 0.0092 1.2646 310 441 393 0.3337 0.2651
0.4 60 231 0.0102 1.2296 310 441 393 0.3465 0.2753
0.5 51 269 0.0112 1.1915 310 441 393 0.3662 0.2910
0.6 43 307 0.0121 1.1498 310 441 393 0.3880 0.3082
0.7 37 349 0.0131 1.1033 310 441 393 0.4176 0.3318
0.8 32 399 0.0140 1.0502 310 441 393 0.4571 0.3631
0.9 28 465 0.0151 0.9864 310 441 393 0.5143 0.4086

�rs ¼ ð4n212n3Þ=ð4n012n00Þ.
yrc ¼ ð4n212n3Þ=ð4n

0B12n00Þ.
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ða; bÞ ¼ ð0:05; 0:2Þ, g1 ¼ 0:6 with various values of g2. For
instance, given g2 ¼ 0:2, we can derive that n2 ¼ 75,
C2 ¼ 0:0092, n3 ¼ 1137, C3 ¼ 0:6209, n0 ¼ 1237, and
n00 ¼ 1570. The power is evaluated for Z being from 0 to 0.30
by 0.02. Under the assumption of a linear trend such that
D ¼ 10Z, the success rate at each Z was obtained as the
proportion of successes from 10,000 replicates. From Figure 1,
the proposed phase II/III design is uniformly more powerful
than the current method for the range of Z between 0 and 0.3
under the above specifications of parameters for the design.
Figures 2–4 compare the success rates of the proposed phase
II/III design with the current approach under other specifications
of the parameters of the design. Similar conclusion on the
success rate is reached from Figures 2–4.

4. EXAMPLES

Suppose that a new test drug is being developed for the
indication of the patients with scleroderma lung disease [13].

Three doses of 10, 20, and 30 mg and placebo are selected for
evaluation in phase II and III development. One of the primary
efficacy endpoints is the change from baseline of the forced vital
capacity (FVC, % of predicted) at month 12. We apply the
alternative proposed phase II/III design to the development of
this new test drug with the assumed standard deviation of 10.
The pre-specified requirements for the slope for the selection
stage and for the treatment effect for the confirmation stage are
0.1 and 1.0, respectively. In other words, c’ = 0.1 and D= 1. For
the type I error rate of 0.05 and type II error rate of 0.2, Table I
indicates that if g1 = 0.6 and g2 = 0.5, 43 patients per group for a
total of 172 patients are required for the selection stage. At the
completion of the selection stage, if the observed value of slope
Ẑ does not exceed 0.0121, the development is terminated and
the new test drug is concluded as lack of efficacy for further
development. On the other hand, if the observed value of the
estimator of slope Ẑ is greater than 0.0121, the trial continues to
the confirmation stage with selection of the lowest dose level of
10 (i.e. D0 ¼ 1). An additional 1465 patients per group are1

1
0

Figure 1. Simulated success rates for the case of s ¼ 10, ðc; c0 Þ ¼ ð0; 0:1Þ, D0 ¼ 1, g1 ¼ 0:6, k ¼ 3, and ðd0; d1; d2; d3Þ ¼ ð0; 10; 20; 30Þ.
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required for the selected dose and placebo. At the conclusion of
the confirmation stage, if the overall observed absolute value of
mean difference, D̂, based on the cumulative data of a total 3016
patients (2� 4312� 1465) obtained at the end of the confirma-
tion stage of the trial does not exceed 0.5650, the new test drug is
concluded no efficacy. On the other hand, if the observed
absolute value of D̂ is greater than 0.5650, efficacy of the new test
drug is superior to the placebo group with respect to FVC (% of
predicted) at the 0.05 significance level. In addition, the number
of required sample sizes for the current phase II trial and phase III
trials are 1237 (and 1764 for Bonferroni p-value adjustment) and
1570 per group, respectively. It leads to reduction of 61.65% and
69.58% of the total sample size for the proposed phase II/III
design as compared with the current approach without and with
the Bonferroni adjustment, respectively.

Note that in this example, it may not make intuitive sense to
differentiate between three doses with 43 patients per arm, and
then require 1465 patients per arm to confirm an effect against
placebo in confirmation stage. As mentioned, larger g1 indicates

that we spend fewer type I error rate for phase II stage. If we
choose g1 ¼ 0:8, then the number of required sample sizes for the
phase II trial and phase III trials are 80 and 1060 per group,
respectively (cf. Table II). Therefore, the determination how we
want to spend the type I error rate at each stage is very important.

5. DISCUSSION

In this paper, we propose an alternative phase II/III design for
evaluation of drugs efficacy based on continuous endpoints.
Under this design structure, a single trial with the selection and
confirmation phases is conducted using the same protocol with
the same inclusion/exclusion criteria, the same concurrent
control, the same methods for evaluation, and the same
efficacy/safety endpoints. In other words, the data from both
the dose selection and confirmation of efficacy are generated
within the same study. Another attractive feature is that our
phase II/III design would in fact use the data from patients 1

1
1

Figure 2. Simulated success rates for the case of s ¼ 10, ðc; c0 Þ ¼ ð0; 0:1Þ, D0 ¼ 1, g1 ¼ 0:8, k ¼ 3, and ðd0; d1; d2; d3Þ ¼ ð0; 10; 20; 30Þ.
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enrolled from the selection stage and from the confirmation
stage in the final analysis. With this approach, reduction of the
total sample size might be possible. This in term may shorten
the total duration of drug development and hence can save
considerably valuable resource and cost.

After a linear dose response is established in the selection
stage, selection of dose level for the confirmation stage is also
critical. First of all, we need to choose the dose level with the
pre-specified requirement for efficacy. However, the choice of
dose level should be determined not only on the efficacy but
also on safety. In general, the toxicity might also increase as the
dose level increases. In this case, the lowest dose level which
meets the efficacy requirement with the best safety profile is
selected for the confirmation stage. On the other hand, even if
the linear trend of the dose–response for the selection stage is
statistically significant, the dose–response might increase first
and then reach the plateau at the higher dose levels. In this case,
we may also select the lowest dose level reaching the plateau
and meeting the pre-specified requirement. As a result, our

proposed alternative design selects the lowest dose level whose
slope meets the minimal clinically meaningful requirement, d.

For the current approach, the phase II and phase III trials are
conducted sequentially but independently and the individual
type I error rates at phase II and phase III are separately controlled
both 0.05. It follows that the actual overall type I error rate is in
fact equal to 0.05� 0.05 = 0.0025, which is unnecessarily strin-
gent. However, in our proposed phase II/III design, the actual
type I error rate is only equal to 0.05. In other words, the type I
error rate of our proposed phase II/III design is 20 times larger
than the traditional approaches. In other words, the traditional
approach is more conservative than our proposed phase II/III
design. Similarly, in traditional approaches, if the powers for both
phase II and phase III trials are 0.8, then the overall power is 0.64.
On the other hand, in our proposed phase II/III design, the actual
power is equal to 0.8 which is 1.25 times larger than the
traditional approaches. That is, our proposed alternative phase
II/III design can gain more power than the traditional approach.
This phenomenon is also demonstrated in Figures 1–4.1

1
2

Figure 3. Simulated success rates for the case of s ¼ 10, ðc; c0 Þ ¼ ð0; 0:1Þ, D0 ¼ 2, g1 ¼ 0:6, k ¼ 3, and ðd0; d1; d2; d3Þ ¼ ð0; 10; 20; 30Þ.
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It should be noted that in our proposed phase II/III design, the
probability of success in phase III trial does not depend so much
on statistical significance of the dose–response test from phase II
stage. However, the expected treatment effect for the confirma-
tion stage (phase III) can be estimated from the data obtained in
the selection stage (phase II). Consequently, the proposed
alternative phase II/III design can be extended as follows. First,
given g1 and g2, we can first determine sample size n2 and the
critical C2 for the selection stage based on the pre-specified values
of undesirable and desirable slopes for the dose response, c and c’
and s. If the conclusion of the selection stage is successful and
one dose is chosen for the confirmation stage, the estimates of D0

and s can be obtained from the selection stage. With the updated
estimates of D0 and s, we can therefore calculate the required
total sample size and the critical value for the confirmation stage.
This may increase the accuracy of the estimate of the required
sample size for the confirmation stage and consequently improve
the overall success rate of development. Doing so may also
increase the probability of success in phase III trial.

In the seamless phase II/III design, controlling the experiment-
wise error is an issue. Chang [10,14] proposed a method where
the test statistic at each stage is a linear combination of the p-
values calculated using subsamples from the phase II and phase
III stages. This method offers great flexibility in the selection of
stopping boundaries and no numerical integration is needed for
the two-stage designs. On the other hand, in our design, the
overall type I error and power spent at each stage are controlled
by the weighting factors g1 and g2 respectively. At the design
stage, once g1 and g2 are specified, the corresponding stopping
boundary and sample size required for each stage can be
derived. Although our design cannot avoid the calculation of
numerical integration, it can allow flexibility on how we want to
spend the type I error rate and power at each stage. A proper
balance for selection of weighting factors g1 and g2 between the
selection and confirmation stages is important for a successful
implementation of the proposed alternative phase II/III design.
The value of g1 should be stringent (large) enough that
ineffective doses should be quickly eliminated during the 1

1
3

Figure 4. Simulated success rates for the case of s ¼ 10, ðc; c0 Þ ¼ ð0; 0:1Þ, D0 ¼ 1, g1 ¼ 0:8, k ¼ 3, and ðd0; d1; d2; d3Þ ¼ ð0; 10; 20; 30Þ.
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selection stage and the probability of confirming the efficacy of
the selected doses can exceed the pre-specified level. On the
other hand, g2 should be chosen to provide sufficient sample
sizes for both selection and confirmation stages. For small c, we
recommend that the value of g1 be between 0.6 and 0.8 and the
value of g2 be 0.3 and 0.7. In addition, we also suggest that the
number of patients in the confirmation stage be larger than that
of the selection stage. Within these ranges for g1 and g2, as
shown in Tables I–IV, the required sample size of our proposed
alternative phase II/III design can reduce to 30% and 45% of the
sample size required by the current approach.

Note that in our method, we assume that the dose–response
relationship can be described by the simple linear regression.
This assumption may not be true. Alternatively, some other
dose–response relationships can be examined at the phase II
stage, and the dose–response patterns can be expressed by
various linear contrasts of mi, i = 0, 1,y, k, say

Pk
i¼1 cimi , where

c11 � � �1ck ¼ 0. In this case, the objective of the phase II trial
will in stead test the following hypothesis:

H0 :
Xk

i¼1

cimi ¼ 0 vs HA :
Xk

i¼1

cimi 6¼ 0

Another point we wish to make is that while assuming linear
dose–response, the test of slope may easily be significant in
situation when there is very weak dose–response. Therefore, we
need a threshold for slope. In other words, the determination of the
threshold of the slope c in Equation (8) is rather critical. It should
adequately reflect the minimal clinically meaningful dose–response.

One intriguing feature about the use of an adaptive phase
II/III design is probably the possibility of shortening the time of
development of a new medication. As indicated earlier, such a
design is not only flexible but also efficient as compared with
separate phase II and phase III studies. However, in practice, not
all clinical development may be suitable for such a design. Maca
et al. [15] propose a list of criteria for determining the feasibility
of the use of an adaptive design in clinical development plan.
As the use of an adaptive phase II/III design is to get effective
medications to patients sooner, whether such a design would
achieve a reduction in development time would be an
important factor for feasibility consideration. When the adaptive
phase II/III trial is the only pivotal trial required for regulatory
submission, the reduction in clinical development time is clear.
On the other hand, if the phase II/III trial is one of two required
pivotal trials, then the second pivotal trial should be completed
within a reduced time frame that shortens the overall
development time. Maca et al. [15] suggest the second pivotal
trial, which is more traditionally designed, could begin
immediately after the interim analysis so that it is possibly
completed close to the time the adaptive phase II/III study is
completed. Doing so may need more time for planning,
development, and health authority review for such a design.
Consequently, this extra time must also be incorporated into the
evaluation of the overall development time.

In our adaptive phase II/III design, prior to the interim analysis
at which the dose to be continued will be chosen, there will be a
period during which some patients have been randomized but
have not yet been followed long enough to reach the endpoint
for evaluation. During this ‘transition’ period, Maca et al. [15]
suggest that when the time needed to reach this endpoint is
short relative to the total enrollment time of the study,

enrollment can still continue uninterrupted with relatively few
patients enrolled. Even though those patients enrolled during
this period and randomized to doses that will not be continued
will not be providing direct evidence for the comparison of the
selected dose vs the control at the confirmation stage, they can
be used to understand better the dose response and safety
profile. On the other hand, when the endpoint duration is too
long, many patients will have been randomized during this
period, which could cause undesirable inefficiencies. In this case,
enrollment may need to be temporarily hauled during the
transition period, but doing so can result in disruption to the
trial and erode the benefits in time saving for the adaptive
phase II/III design. Thus, Maca et al. [11] suggested that well-
established and understood endpoints (or surrogate markers) be
considered when implementing an adaptive phase II/III design
in clinical development.
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