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Summary

Stall avoidance mechanisms aim to reduce transmission delays and keep in-sequence
delivery of medium access control (MAC) layer data to the upper layer. This report
includes three major contributions. First, we derive the closed-form expressions for the
average gap-processing time of the three current stall avoidance mechanisms, including
the timer-based, the window-based, and indicator-based schemes, for the wideband
code division multiple access (WCDMA) system with high speed downlink packet ac-
cess (HSDPA). Second, we suggest a simple enhancement technique with respect to
the indicator-based method. Through analysis or simulation, our results show that
the indicator-based stall avoidance mechanism outperforms the timer-based and the
window-based stall avoidance schemes in terms of gap-processing time. Furthermore,
we find that the enhanced indicator-based stall avoidance mechanism can further im-
prove the short-term goodput performance over the traditional indicator-based method.
Last, but not the least, through a physical/ MAC cross-layer investigation, we obtain
some important insights when designing the multi-channel stop-and-wait (SAW) hy-
brid automatic repeat request (HARQ) MAC protocol. Specifically, we suggest that
the number of parallel processes in the multi-channel SAW HARQ for the indicator-
based method can be determined by the following rule: (The number of parallel pro-
cesses in the multi-channel SAW HARQ)~(The coherence time of a Rayleigh fading

channel)/ (Transmission time interval per process).
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Chapter 1

Introduction

High speed downlink packet access (HSDPA) is becoming an important feature for
the next generation wireless data networks. The third generation partnership project
(3GPP) is also specifying the HSDPA standard for the wideband code division multiple
access (WCDMA) system [1]. The goal of HSDPA in the WCDMA system is to deliver
mobile data services at data rates up to 10 Mbits/sec [2,3]. The key enabling technolo-
gies for HSDPA in the WCDMA system consist of physical layer fast link adaptation
(e.g. adaptive modulation and coding) [4-6], fast packet scheduling [7-11], fast cell
selection [12], multiple input multiple output (MIMO) antenna processing [13,14], and
buffer overflow control [15]. In this report, we investigate the stall avoidance tech-
niques to enhance the performance of fast hybrid automatic repeat request (HARQ)
mechanisms in wireless channels.

The stall issue is defined as the situation when the receiver is waiting for a retrans-
mitted packet, whereas the transmitter believes that the previous packet has already
successfully reached the receiver and will never transmit that packet again. When the
receiver detects a corrupted packet, it will send the negative acknowledgement (NACK)
control packet to the transmitter. However, if NACK is changed to an acknowledge-
ment (ACK) control packet due to transmission errors, the transmitter may mistakenly
believe that the data packet has been successfully received, and removes the copy of

this packet from its transmission buffer. Consequently, the transmitter will never send



this packet again in the future, thereby keeping the receiver to wait that lost packet
hopelessly. It has been reported that the probability of the NACK signal becoming
the ACK signal may be as high as 1072 in a wireless channel [16]. Thus, it is crucial
to resolve the stall issue in order to keep in-sequence delivery and reduce the downlink
transmission delay for wireless data networks.

The multi-channel stop-and-wait (SAW) HARQ has been used for HSDPA in the
WCDMA system to enhance channel utilization [17-21]. However, the stall issue may
cause a long delay in the HARQ retransmission mechanism. To resolve the stall issue
in the multi-channel SAW HARQ), there are two main research directions in the litera-
ture. The first direction is to improve the reliability of control packets by increasing the
power of ACK or NACK signals [16]. The second direction is to design stall avoidance
mechanisms to inform the receiver to stop waiting for the lost MAC layer packets and
forwarding all the received in-sequence packets to the upper layers [22-25]. In this case,
the lost MAC layer packets can be retransmitted by the upper layer protocols. In [22],
a timer-based stall avoidance mechanism was introduced, which triggers the process
of forwarding received packets to the upper layer as long as a gap or a hole of the
received packets’ sequences in the HARQ reordering buffer lasts over a predetermined
expiration period. In [23], a window-based stall avoidance mechanism was proposed to
detect the stall situation in the reordering buffer through a sliding window before the
timer expires. In [24,25], the indicator-based stall avoidance mechanism introduced
the concept of new data indicator (NDI) to monitor the activity of each HARQ pro-
cess. When the NDI information indicates that all the HARQ processes transmit new
packets, the system activates the process of forwarding received packets to the upper
layer even with gaps in the reordering buffer. To our knowledge, the performances of
the above stall avoidance mechanisms were evaluated only by simulation in the liter-
ature. Thus, we are motivated to evaluate the performance of these stall avoidance
mechanisms through an analytical approach.

This report includes three major contributions. The first contribution is to develop

an analytical framework and suggest appropriate performance metrics to evaluate the



stall avoidance mechanisms, including the timer-based, the window-based, and the
indicator-based methods. We derive the closed-form expressions for the gap-processing
time (defined in Chapter III) of the three considered stall avoidance mechanisms in the
additive white Gaussian noise (AWGN) channel. The second contribution of this report
is to propose a simple enhancement to the indicator-based stall avoidance mechanism.
The objective of the proposed enhanced indicator-based stall avoidance mechanism is
to ensure the timely delivery of data burst even though a NACK-to-ACK error occurs
in the later portion of a data burst. Third, through a physical/ MAC cross-layer investi-
gation, we find that for the indicator-based mechanism, the cycle duration in the multi-
channel SAW HARQ had better be equal to than the coherence time of the Rayleigh
fading channel. Thus, with respect to the indicator-based stall avoidance mechanism,
we suggest a design rule to determine that the number of parallel processes in the
multi-channel SAW HARQ: (The number of parallel processes in the multi-channel
SAW HARQ)=(The coherence time of a Rayleigh fading channel)/ (Transmission time
interval per process).

The rest of this report is organized as follows. In Chapter II, we describe the stall
issue in the multi-channel SAW HARQ mechanism. Chapter III defines two new perfor-
mance metrics — gap processing time and gap-oriented throughput — to characterize
the performance of stall avoidance mechanisms. Chapter IV introduces three kinds
of stall avoidance mechanisms (the timer-based, the window-based, and the indicator-
based schemes) and proposes an enhanced indicator-based stall avoidance mechanism.
In Chapter V, we derive the closed-form expression for the average gap processing time
of the three considered stall avoidance mechanisms in the AWGN channel. Chapter VI
shows the performance of the stall resolution mechanisms in both the AWGN and the
Rayleigh fading channels. Chapter VII gives our concluding remarks. Chapter VIII

proposes some future work.



Chapter 2

The Stall Issue in the
Multi-Channel SAW HARQ

2.1 Multi-Channel SAW HARQ

The multi-channel SAW HARQ is adopted to support the HSDPA service for the
WCDMA system [1]. The basic idea of the multi-channel SAW HARQ is to implement
the concept of “keeping the pipe full”. Figure 2.1(a) illustrates an example of a dual-
channel SAW HARQ consisting of an even transmitter and an odd transmitter [26]. As
shown in Fig. 2.1(b), the even transmitter and the odd transmitter send data alterna-
tively. After sending packet 0, the even transmitter will wait for the acknowledgement
from the receiver. Meanwhile, the odd transmitter starts sending packet 1. With two
transmitters sending data alternatively, the dual-channel SAW HARQ fully utilizes the

channel capacity, thereby achieving high throughput.

2.2 An Example of the Stall Issue

Although the multi-channel SAW HARQ mechanism can efficiently utilize the channel
capacity, one important concern to apply this technique in the wireless channel is the

stall issue. As described previously, the stall issue is defined as the dilemma when
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Figure 2.2: A example of the stall issue in a qual-channel SAW H-ARQ, where packet 0 is lost and

packets 1, 2, and 3 are successfully received in the reordering buffer.

the receiver waits for a missing packet that will be no longer retransmitted by the
transmitter. Obviously, the stall of delivering the MAC layer data to the upper layer
may cause serious problems especially when sending delay-sensitive traffic. Figure 2.2
shows such an example in a qual-channel SAW HARQ. As shown in the figure, because
packet 0 is lost, the first receiver sends a NACK to the first transmitter through a
feedback channel. Assume a NACK-to-ACK error occurs. Then the first transmitter
start sending packet 4 because it believes that packet 0 has already successfully reached
the destination and thus removes the copy of packet 0 from its transmission buffer. In
this situation, the first receiver will wait for packet 0 forever since it will never be sent

by the first transmitter.



Chapter 3

Performance Metric

In this chapter, we define two new performance metrics to quantify the impact of the

stall issue on the multi-channel SAW HARQ for the HSDPA in the WCDMA system.

3.1 Average Gap Processing Time

In this report, we call a gap as an idle space reserved for a lost packet in the reordering
buffer at the receiver. We define two types of gap. Type-I gap is defined as the lost
packet that can still be possibly recovered in future retransmissions, while Type-II gap
is the one that will never be sent again by the transmitter due to a NACK-to-ACK
error. Whenever a Type-II gap appears in the reordering buffer, the process of sending
packets to the upper layer is stalled.

We define gap-processing time as the life time of a Type-II gap, i.e. the duration
when a Type-II gap appears from the reordering buffer until the receiver confirms the
gap belongs to a Type-II gap. When a Type-1I gap is detected, the available packets in
the reordering entity must be flushed out to the upper layer even with a gap. Note that
a regular HARQ process usually cannot distinguish a Type-II gap from a Type-I gap.
Thus, it is necessary to design a stall avoidance mechanism to recognize the occurrence

of a Type-II gap to expedite data transmissions.



3.2 Gap-oriented goodput

We propose another new performance metric, gap-oriented goodput, to characterize
the short-term goodput performance under the influence of Type-II gaps. Consider a
data burst with at least one Type-1I gap in the reordering buffer of a receiver. With
respective to this data burst, the gap-oriented goodput (denoted as I'y,,) is defined as
T, N

Thotd

T ’ (3.1)

gap —

where T, is the packet duration, N, is the number of successfully received packets
within a data burst, and Tjq is the holding period starting from the first successfully
received packet until the entire data burst are forwarded to the upper protocol layer.
The gap-oriented goodput is especially useful when a Type-II gap occurs in the later
portion of a data burst. For example, assume that for a NACK-to-ACK error occurs in
the last packet of a burst of 300 packets. Let the gap-processing time for this Type-II
gap be 100 7, and other 299 packets be successfully received (i.e. Ny = 299). Then

from (3.1), the gap-oriented goodput is I'ye, = 223&? = 74.75%. For comparison, based
on a traditional definition, the goodput for this particular data burst is % = 99.67%.

From this example, one can see that the occurrence of a Type-II gaps can significantly
affect the short-term goodput, which may not be easily captured by the traditional
goodput definition.



Chapter 4

The Stall Avoidance Mechanisms

Because a NACK control signal may be corrupted during transmissions in a wireless
channel, many stall avoidance mechanisms are proposed to prevent the receiver from
being idle infinitely due to waiting for a packet that will never be retransmitted. In
this chapter, we discuss three current stall avoidance mechanisms, the timer-based [22],
the window-based [23], and the indicator-based mechanisms [24,25]. Furthermore, we

propose an enhanced indicator-based stall avoidance mechanism.

4.1 Timer-Based Mechanism

A timer-based stall avoidance approach was introduced in [22]. The basic principles of

the timer-based method of [22] are described as follows:

1. Once a gap (either Type-I or Type-II) appears in the reordering buffer of the

receiver, a timer is triggered.

2. When the timer expires, the reordering buffer stops waiting for the lost packet and
recognize the lost packet as a Type-II gap. Hence, the receiver starts forwarding

all the in-sequence available data to the upper layer.

3. If the missing packet is successfully retransmitted before the timer expires, the

timer is reset.



A timer is started for the first two continuous gaps

gap Because of not receiving packet 2, the receiver gets
aware of that packets 0 and 1 are lost and only one

timer is initiated.
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When the first timer expires, the reordering buffer will
discard the first two gaps and deliver packet 2, 3, and 4 to
the upper layer.

‘ gap ‘ 6 ‘ gap ‘ 8 ‘ After delivering packets 2, 3, and 4, a new
timer is started for the gaps of packets 3
and 7.

Figure 4.1: An example of the timer-based stall avoidance mechanism.

4. If a series of gaps occurs consecutively, only one timer is triggered for the first

gap.

5. If additional gaps occur after the timer is triggered, the new timer will not be

initiated until the previous timer expires.

Figure 4.1 illustrates the operation principles of the timer-based stall avoidance
mechanism. As shown in the figure, the receiver is aware that packets 0 and 1 are
missing when packet 2 is successfully received. As a result, a timer is triggered for
the missing packets 0 and 1. Assume that packets 3, 4, 6 and 8 successfully reach the
receiver, but packets 5 and 7 are damaged. The timer for the missing packet 5 will
not be initiated until the timer for the missing packets 0 and 1 expires. As soon as the
timer for packets 0 and 1 expires, packets 2, 3, and 4 will be sent to the upper radio
link control (RLC) layer, which can start the RLC retransmission process for packets

0 and 1.
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4.2 Window-Based Mechanism

A window-based stall avoidance mechanism [23] was proposed to enhance the perfor-
mance of the timer-based stall avoidance mechanism. The window-based stall avoid-
ance mechanism can remove Type-II gaps in the reordering queue before the timer
expires. To begin with, we define the detection window as a set of packets for which a
receiver is willing to wait or has already received. Differently, the traditional receiving
window corresponds to a set of packets that are expected to arrive at the receiver. The
detection window size can be smaller than the receiving window size. Likewise, the
detection window operates as a sliding window protocol, but the detection window is
activated only when a gap occurs in the reordering buffer of a receiver. If a packet is
missing, the detection window size is initiated to be one. Next, there are two possible
scenarios. On the one hand, if the missing packet belongs to a Type-I gap, the detection
window can shrink from trailing edge when the missing packet is successfully received.
On the other hand, if the missing packet belongs to a Type-1I gap, the trailing edge of
the detection window will be halted. The detection window will expand from leading
edge as the subsequent packets arrive at the receiver. If a Type-II gap appears from
the reordering buffer, the detection window size will eventually reach a pre-determined
maximum threshold. We call the detection window in a fully-booked status when a new
arriving packet finds that all available slots/seats of the detection window have been
occupied by either previously successfully received packets or some missing packets.
Note that the detection window size is usually designed to be large enough to guaran-
tee a successful retransmission for a missing packet. Hence, when the detection window
is fully-booked, the gap usually belongs to a Type-II gap. Consequently, as long as the
detection window is fully booked, the receiver can start removing the Type-II gap by
forwarding the received in-sequence packets to the upper layer before the timer expires.

Figure 4.2 illustrates the operation principles of the window-based stall avoidance
mechanism. In this example, the detection window size is equal to seven and the

reordering buffer contains packets 2, 3, 4, and 6. In this case, packets 0, 1, and 5 are

11
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Figure 4.2: An example of the window-based stall avoidance mechanism with the detection window

size equal to seven.

missing. Since all the seats of the detection window have been assigned to packets 0 to
6, the detection window is in a fully-booked status in the case. If no other new packet
arrives, the receiver can still have a luxury to wait for the missing packets 0, 1, and
5. However, if packets 7 and 8 arrive at this moment, the receiver has an obligation
to accept more packets and has to sentence the missing packets 0 and 1 to be Type-II
gaps. Hence, the receiver ignores the missing packets 0 and 1 and starts forwarding the
received packets 2, 3, 4 to the upper layer. After that, the trailing edge of the detection
window is slid until the gap for packet 5. With packets 7 and 8 being accommodated
in the reordering buffer, the detection window is now reserved by the missing packet 5

and the successfully received packets 6, 7, and 8.

4.3 Indicator-Based Mechanism

An indicator-based stall avoidance scheme was introduced in [24,25], which utilizes the
new data indicator (NDI) to monitor the activity of each process in the multi-channel

SAW HARQ mechanism. The NDI is a one-bit tag to indicate whether the packet is

12
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Figure 4.3: An example of the indicator-based stall avoidance mechanism for a qual-channel SAW

HARQ.

a new packet or a retransmitted one. When an HARQ process sends a new packet,
the NDI for that process is changed from the previous state. For the retransmitted
packets, the NDIs are kept the same as the previous state. The NDI information can
be transmitted in the high speed downlink control channel (HS-DCCH). Once a gap
appears in the reordering buffer, the indicator-based stall avoidance mechanism starts
checking each HARQ process. For a process that has changed NDI or receives a packet
successfully, this implies that this process will never transmit the missing packet again.
When the receiver believes that all processes will not transmit the missing packet,
it can judge the missing packet belongs to a Type-II gap, and start forwarding the
received in-sequence packets to the upper layer.

Figure 4.3 shows an example of the indicator-based stall avoidance mechanism for a
qual-channel SAW HARQ. In this example, process A has a Type-II gap and process B
is receiving packet 1. At this moment, the indicator-based mechanism starts monitoring
the activity of processes A, C, and D. If all the processes A, C, and D have changed NDI
or receive packets successfully, the indicator-based stall mechanism judge the missing
packet in process A is a Type-II gap and start forwarding the data in the reordering
queue to the upper layer when neither the timer expires nor the detection window is

fully-booked.
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4.4 Enhanced Indicator-Based Mechanism

We propose a simple enhancement for the indicator-based stall avoidance mechanism.
This enhancement technique is especially useful when a Type-II gap occurs in the
later portion of a data burst. For example, assume that the last packet in a burst
of data is lost. In this situation, there will be no subsequent packets. According to
the indicator-based or the window-based stall avoidance mechanism, if no subsequent
packets arriving, the receiver may have a difficulty determining whether the missing
packet belongs to a Type-II gap. Hence, the receiver may keep waiting for this packet
until the timer expires.

To cope with this issue, we suggest the following strategy:

1. We first assume that the receiver can know the end of a burst of packets through

a control channel information.

2. If a gap occurs in a later portion of a data burst, the waiting time for these
missing packets is set to a relatively short period of time, i.e. 2 TTIs in our

simulation.

3. If this short timer expires and the gap in the later portion of a data burst has not
yet be removed, all the received packets in the reordering buffer will be forced to

send to the upper layer.

There are some other enhancement techniques proposed for the indicator-based stall
avoidance mechanism, such as delay-timer, a priority queue ID, and flushing indication
[27]. Our proposed enhancement technique is easy to implement, which only requires

the information of length of a data burst.
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Chapter 5
Analysis

In this chapter, we analyze the average gap processing time performance of the timer-

based, the window-based, and the indicator-based stall avoidance mechanisms.

5.1 Timer-based Stall Avoidance Mechanism

Proposition 1: Assume that a Type-II gap occurs in a single user case. Denote Py as
the probability of a packet being successfully received and Pnoa as the probability of a
NACK-to-ACK event. Then the average gap processing time for the timer-based stall

avoidance mechanism (denoted as GPTymer) can be expressed as

Z
GPTimer = »_GPT(l) | (5.1)
where
(1— Py)? Z+Z P,) P, , (=0
GPT(K) = Z e+1 Z—0+2 A
QZ—t
CTRTEEED D DR Db DEe =L BT
t1=1 to=t1+1 te=ty_1+1 j=1
(5.2)

and 7 is the expiry time of the timer normalized to the transmission time interval

(TTI) of a packet.
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Note that in (5.2) Pg is the probability of having a Type-1I gap, equal to
Pg = (1— P;)Pnoa - (5.3)

Furthermore, t; is the duration from the beginning of the previous timer until the end
OfGapj (.7 = 17 76)7 and

Z N
> D (n=m+1)(1—Pe)" ' Pe(l - Pg)" VPs (5.4)

m=1n=m
where N represents the duration in terms of the number of TTIs between a gap and the

first successfully received packet afterwards.

Proof: To prove this propostion, we first assume that a timer is already initiated for
a gap. Denote GPT (i) as the average gap-processing time with ¢ Type-1I gaps. Before
the timer expires, there are the following two possible scenarios:

(I) No new Type-II gap occurs before the timer expires (¢ = 0):

As shown in Figure 5.1(a), Gapy occurs after the timer of a previous gap expires.
The timer for Gapy will not be initiated until another packet is successfully received,
say €; TTIs later. In this case, the gap processing time for Gapg is Z+¢;. From
(5.3), we know that the probability of having no new Type-II gap within Z TTIs is

(1— Pg)?. Now assume that the first successfully received packet after Gapy is N slots
N

later. Then, the average time to initiate the timer of Gapg is Zz(l — Ps)i_lPS TTIs.
Thus, we have

GPT(0) = (Z+) i(1—Pg)i"VPg)(1— Pg)? . (5.5)

=1

(IT) Some new Type-II gaps occur before the timer expires (¢ # 0):

Assume that additional ¢ new Type-II gaps (denoted as Gaps,--- ,Gap,) occur
before the timer expires, as shown in Fig. 5.1(b). Based on the timer-based stall
avoidance mechanism all these Type-II gaps can be handled only after the current

timer expires. That is, Gap; (j = 1,--- ,¢) has to wait at least (Z —t;) before starting
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its own timer. The probability of having ¢ Type-II gaps with a particular pattern can
be expressed as

Poap, = Ph(1— Po)"~" | (5.6)

For simplicity, we first consider a worst case where packets between any two Type-II

gaps are not received correctly. Let Gap, occur at m TTIs before the expiry time of a
previous gap. Assume that the first correctly received packet after Gap, (denoted as
“O” in the figure) is n TTIs later. In this case, a new timer will start at (n—m+1) TTIs
after the timer of the current gap expires. Note that the probability of the event that
Gapy occurs at m TTIs before the timer of a previous gap expires is (1 — Pg)™ ! Pg and
the probability of having (n—1) consecutive missing packets after Gapy is (1—P,)" ! P;.
Thus, the timer for Gap, starts at

Z—t+> > (n—m+1)(1—Pg)" 'Pe(1-P)"'P, . (5.7)

m=1n=m

Thus, the gap processing time for Gap, is equal to

27 —ty+ Y Y (n—m+1)(1— Pg)" 'Pe(1—P)"'P, . (5.8)

m=1n=m

Then, from (5.7) and (5.8), the average gap processing time for these ¢ Type-II gaps

given ty,--- .1y is equal to
— ‘27 —t + €
Gap(atlv o 7 Z = ) (59)
7=1
where
Z N
=Y ) (n—-m+1)(1—Pe)" ' Pe(1—P)"'P, . (5.10)

m=1n=m

Now we consider all the possible positions for ¢ Type-II gaps in Z slots. Then, we have

Z—l+1 Z—1+2 Z

Gap(t) = PLO- Py 3 S 222—“@ (5.11)

t1=1 to=t1+1 te=tp_1+1 j=1

Combining (5.5) and (5.11), we prove Proposition 1.
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(a) No new Type-II gap occurs before the timer expiry for a

previous gap.

A timer starts to count
for a previous gap.
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A "
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3 fail to receive a packet
O: successfully receive a packet

(b) Some new Type-II gaps occur before the timer expires for

a previous gap.

Figure 5.1: Two scenarios for the timer-based stall avoidance mechanism to remove a Type-I1 gap.
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5.2 Window-based Stall Avoidance Mechanism

In Proposition 2, we derive the average gap processing time for the window-based stall

avoidance mechanism.

Proposition 2: Consider the window-based stall avoidance mechanism in an M -
channel SAW HARQ having a detection window with a size of W. Assume that a
Type-1I gap occurs at a time slot and the maximum allowable retransmission times is

L. Then, the average gap-processing time for the window-based mechanism is

M L
GPTowindow =M+ Y [(W =m)> 0P Py |Par(m) | (5.12)
m=1 n=1
where
M—-1\ .. o
Py(m) = (m B 1)Pnew1P0% , (5.13)
Pnew:Ps+<1_Ps)PN2A ) (514)
and

Pya=(1— Ps)(1 — Pnoa) - (5.15)

Proof: According to the window-based stall avoidance mechanism, a Type-II gap can
be detected when the detection window is in the fully-booked status. We will prove

proposition in three steps:

1. Assume that a Type-II gap occurs in a M-channel SAW HARQ. Then, the process
producing this particular Type-IT gap will sent a new packet (PK7T*) in the next
cycle, i.e. M TTIs later. Thus, the gap-processing time of removing this Type-I1
gap is at least M TTIs.

2. Let PK'T* be positioned at the m-th seat of the receiving buffer, as shown in Fig.

5.2. This implied that (m — 1) processes carry new packets and the remaining
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Figure 5.2: An illustration for the gap-processing time of the window-based stall avoidance mecha-

nism.

(M — m) processes retransmit old packets. Notice that the probability of PKT™*

being at the m-th seat in the reordering buffer is equal to

M -1 m— —-m
PM(m) = <m_1)Pnew1P¢f\l§ ) (516)
where
M
> Py(m)=1. (5.17)
m=1

3. If PK'T* is positioned at the m-th seat, then the Type-II gap can be detected
as long as the receiver recognizes the detection window of size W is in a fully-
booked status. In this situation, a fully-booked status implies that the remaining
(W — m) seats in the receiver buffer are all occupied. Denote T} as the average
time of the detection window extending one seat from the leading edge. Then,

Ty can be written as

L
T, = Y nPueuPh; (5.18)

n=1
where L is the maximum transmission times for a packet. From the above dis-
cussions, the Type-II gap will be removed after (W — m)T, + M TTIs. Note

that m is a random variable with a probability mass function defined in (5.16).
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From (5.16) and (5.18), the average gap-processing time for the window-based

stall mechanism can be calculated as follows:

M L
GPTuyindow = M+ _[(W—=m)> nPwPl;'1Py(m) . (5.19)

m=1 n=1

5.3 Indicator-based Stall Avoidance Mechanism

Now we analyze the average gap-processing time of the indicator-based stall avoidance

mechanism.

Proposition 3: Consider an M-channel SAW HARQ) process. The gap-processing

time for the indicator-based method can be calculated as follows:

GPTindicator - M<Pnew + PoldPs)J\/[_1 +

c M
> BN Pl (3 LR a2
k=1 m=2
where
Pe= (1= F)Pn2a + Poabs ; (5.21)

C' is the required cycles of involving all the processes in the M-channel SAW HARQ to
remove a Type-1I gap; Ppe, and Pyy were defined in (5.14) and (5.15).

Proof: For a particular process in an M-channel SAW HARQ), we define four states
depending on whether a new packet or an old packet is received successfully. Let Si(3)
and S3(/) represent the probability of successfully receiving a new packet in the §-th
cycle and that of receiving an old packet, respectively. Similarly, denote Sy(3) and
S4(0) as the failure probability of receiving a new packet in the §-th cycle and that
of an old packet, respectively. Recall that if a Type-II gap appears in the reordering
buffer, the indicator-based mechanism can detect this Type-II gap by checking the

status of all the processes. Specifically, when all the processes are in states 1, 2, or 3,
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the transmitter will no longer send the missing packet for that Type-II gap. Figure
9 shows that only in state 4, the receiver has to keep monitoring the states of that

process. Clearly, we have

n

B
G
&)
&)

1

»nn W»n

(8) (6—-1) (5.22)
2(8) = Su(B—1)Pyaa(l — Ps) (5.23)
5(8) (-1 (5.24)
(8) (6-1) (5.25)

N

4

of which the initial states are

N

10 = Pneis

n

20 - Pnew(l_Ps>

N =n

(0) (5.26)
(0) (5.27)
3(0) = Poldps (528)
(0) (5.29)

= Pold(l_Ps) .

Now we consider the following two possible scenarios.

(I) The gap can be removed within one cycle:

Assume that a Type-II gap appears in the first process of cycle 0 as shown in Fig.
5.4. When all the processes except for the first process are in states 1, 2, or 3, the gap
can be removed in cycle 1 of process-1. Because the gap in process-1 is assumed to be
a Type-II gap, process-1 will transmit a new packet in cycle 1. When receiving this
new packet from process-1, the new data indicator for process 1 switches to the “ON”
state. Thus, the receiver knows that the missing packet for this Type-II gap will never
be retransmitted by process 1. If all the other (M — 1) processes are also transmitting
other packets, the receiver can recognize the missing packet is a Type-II gap. In this
case, the receiver takes M TTIs to remove the Type-II gap. The probability of a

process in states 1, 2 or 3 of cycle 0 is

SI(O) + 52(0> + 53(()) - Pneis + Pnew(l - Ps) + PoldPs
— Pow + PyaPs . (5.30)
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Prn2als

(1 —Pn2a)(1 - Ps)

Pnoa(1l — Fs) (1 — Pnza)Ps

1
Stop
Sq: transmit a new packet successfully Pa1 = PnoaFs
Sp! transmit a new packet unsuccessfully Paz = Pn2a(1l — Fs)
S3: transmit an old packet successfully Psz = (1 — Py2aPs
Sa: transmit an old packet unsuccessfully Pag = (1 = Py2a)(1 — Fs)

Figure 5.3: The state transition diagram for the indicator-based stall avoidance mechanism.

Thus, the gap-processing time for removing a Type-II gap within one cycle can be

expressed as
GPTy = M(Paew + PogP,) ™M1 (5.31)

(IT) The gap needs more than one cycle to be removed:

Let Pr,q(8) be the probability for a process in states 1, 2, or 3 in the -th cycle.
That is Prqa(8) = S1(8) + S2(5) + S3(5). Note that if a process is in states 1, 2, or 3,
then the indicator-based stall avoidance mechanism stops monitoring the function of

that process. From (5.22) to (5.24), we obtain

Pra(B) = Si(B) + Sa2(8) + S3(8)
= S4(ﬁ — l)PNQA + 54(5 — 1)(1 — PNQA)PS . (5.32)

By iteratively substituting (5.25) and (5.29) into (5.22)-(5.24), we can obtain
Pra(B) = Ph,[(1— P,)Pyaa+ PPy . (5.33)
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Figure 5.4: An illustration for the gap-processing time of the indicator-based stall avoidance mech-

anism.

Next, we calculate the probability of all the processes entering states 1, 2, or 3.
Assume that the gap is removed at the k-th cycle of process m, where m > 2 and
k > 1. In this case, the gap processing time is (m — 1 + kM), as shown in Fig. 5.4.
Note that different combinations of £ and m are associated with different occurrence
probabilities. Represent PI(:c)z(ia) as the probability of process a entering states 1, 2, or

3 in the i,-th cycle and Py,q(m, s) as the probability for the Type-II gap being detected

in the k-th cycle of the m-th process. Then, Py,4(m, s) can be expressed as

(m—2)
(@) . 3) . m=1),. ~ (m
Proa(m.k) = Ph(ia)Pioy(iz) -+ Py (imer) Py (k) -
(M;m)
P Gpsr) - P i), (5.34)
where
0<in <k 2<a<m-1 (5.35)
and
0<j <k—1, m+1<y<M . (5.36)
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From (5.33), (5.35), and (5.36) we have

¢k
Z(Pold)ipe , 2<n<m
=0
Pi(in) = § PhP. , n=m (5.37)
k-1
Z(Pold)jpe , m+1<n<M
\ Jj=0
where
P.=(1— Ps)Pnoa + Poals . (5.38)

From (5.34) and (5.37), the average gap-processing time for case (II) can be expressed

as

M
M=

GPT1 = (m— 1 —FkM)P[nd(m, k)

k=1 m=2

I
]
Mz

(m —1+kM)Pk P, Z S o L ZPg,d , (5.39)

2 7=0

b
Il

1

3
|

where C' is the required cycles of involving all the processes of an M-channel SAW
HARQ to remove a Type-II gap. Note that the value of C' can be obtained by the

following equation:

(Pnew"i'PoldPMl"i_ZZPfldPZ ldpm2ngld _mzl’
7=0

k=1 m=2

where Pyew, Poa, Ps, M, and P, are all given parameters. With (5.31) and (5.39), the
average gap-processing time for the indicator-based stall avoidance mechanism is equal

to

GPTindicator = GPTO + GPTl

- M(Pnew + -PoldPs)]M_1 +

c M k1
Z Z( — 14 kEM)PJ,P( Z PoaP)™%( Z PJPo)M"(5.40)
k=1 m=2 7=0
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Chapter 6

Numerical Results

In this chapter, we investigate the performance of stall avoidance mechanisms in both
the AWGN and the Rayleigh fading channels by simulations and analysis. Table 6.1

lists the simulated system parameters.

6.1 Comparison of Stall Avoidance Mechanisms in

the AWGN Channel

Figure 6.1 shows the gap-processing time of the timer-based stall avoidance mechanism

in the AWGN channel with different timer expiration values. First, as shown in the

Table 6.1: Simulation Parameters

N-channel SAW H-ARQ N=4, §, 12

Frame Size 320 bits

Error Checking CRC

TTI 2 msec

Environment 1 AWGN

Environment 2 Rayleigh fading with f; = 3, 10, 50, 100 Hz
Burst Data Size 150, 2000 Packets
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Figure 6.1: Comparison of gap-processing time of the timer-based stall avoidance mechanism with

different timer expiration duration for the 4-channel SAW HARQ in the AWGN channel .

figure, the simulation results closely approach the analytic results of (5.1) in Proposition
1. For example, when Ej,/Ny = 7 dB and the expiry duration is Z = 24 TTIs, the
simulation and analysis values of the average gap-processing time for the timer-based
are 26.57 and 25.85 T'TTs, respectively. Second, we find that the larger the expiration
duration of the timer, the longer the gap-processing time. Note that Z = 24 is just used
for validating the accuracy of the analytical results. Typically, the timer expiry can be
quite long. Determining the optimal timer value is not an easy task. On the one hand,
the timer needs to be long enough for a successful retransmission in the future. On the
other hand, a long timer will delay the delivering of the MAC layer data to the upper
layer. Hence, there exists a tradeoff between packet reliability and transmission delay.
Proposition 1 can quantitatively estimate the average gap-processing time instead of
conducting a time consuming simulation.

Figure 6.2 compares the gap-processing time of the window-based and the indicator-
based stall avoidance mechanisms in the AWGN channel with the detection window
size equal to 30 TTIs. From the figure, we find that the indicator-based mechanism

outperforms the window-based mechanism. For E,/N, = 7 dB, the gap-processing
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Figure 6.2: Comparison of gap-processing time of the window-based and the indicator-based stall
avoidance mechanisms with a 4-channel SAW HARQ in the AWGN channel .

time for the window-based mechanism is 39.33 TTIs, while the gap-processing time
for the indicator-based method is 5.87 TTIs. Note that the setting of the window size
is another tradeoff design issue between the number of allowable retransmission times
and the short average gap-processing time. An appropriate window size depends on
the channel conditions and the size of the reordering buffer.

Figure 6.3 shows the average gap-processing time for the indicator-based stall avoid-
ance mechanism with 4, 8, and 12-channel SAW HARQ schemes, respectively. As
shown in the figure, the average gap-processing time increases as the number of pro-
cesses in the SAW HARQ increases. Although the system throughput is improved by
increasing the number of processes in the SAW HARQ scheme, the downside of the
longer gap-processing time cannot be ignored. That is, there exists another tradeoff
between system throughput and the gap-processing time for the multi-channel SAW
HARQ.
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Figure 6.3: Effect of the number of processes in the multi-channel SAW HARQ on the gap-processing

time for the indicator-based avoidance mechanism in the AWGN channel .

6.2 Comparison of Stall Avoidance Mechanisms in

the Rayleigh Fading Channel

Figure 6.4 shows the gap-processing time of the timer-based stall avoidance mechanism
in the Rayleigh fading channel with different Doppler frequencies. Let the timer expiry
duration be 24 TTIs. From the figure, one can find that the average gap-processing
time for the timer-based stall avoidance mechanism is longer in the Rayleigh channel

with a lower Doppler frequency than that in the Rayleigh channel with a higher Doppler

E, _
No —

Hz and that for f; = 100 Hz are 39 and 30.6 TTIs, respectively. This phenomenon can

frequency. For example, when 7 dB, the average gap-processing time for f; = 10
be explained by the fact that a channel with a lower Doppler frequency causes a lower
level crossing rate, thereby yielding a higher probability of having consecutive gaps.
Figure 6.5 compares the gap-processing time for the window-based method in the
Rayleigh fading channel with a window size of 30 packets and Doppler frequencies equal
to 10 Hz and 100 Hz. For ﬁ—z = 7 dB, a faster varying fading channel (f; = 100 Hz)

increases the gap-processing time to 74 TTIs as compared to 71.45 TTIs in the case
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Figure 6.4: Effect of Doppler frequency on the gap-processing time for the timer-based stall avoid-
ance mechanism with a 4-channel SAW HARQ in Rayleigh fading channels; where the Doppler fre-
quency fg =10, 50, and 100 Hz.

of f; =10 Hz. A faster varying fading channel usually has a higher packet error rate,
thereby decreasing the probability of the detection window extending its size. That is, a
faster fading channel may decrease the probability of the detection window being fully-
booked. Consequently, in the Rayleigh fading channel with a higher Doppler frequency,
the window-based stall avoidance mechanism takes longer time to detect a Type-II gap,
which is different from the case in the timer-based stall avoidance mechanism.

In the Rayleigh fading channel with different Doppler frequencies (f; = 3, 10,100
Hz), Figs. 6.6 and 6.7 show the gap-processing time performance of the indicator-based
stall avoidance mechanism for the 4-channel SAW HARQ and that for the 12-channel
SAW HARQ), respectively. Comparing these two figures, we find that Doppler frequency
affects the gap-processing time differently. For example, for the 4-channel SAW HARQ
(Fig. 6.6), the average gap-processing time of f; = 100 Hz is the shortest among the
three curves, while in the 12-channel SAW HARQ case (Fig. 6.7) the gap-processing

time for f; = 10 Hz is the shortest. We explain this observation as follows:

1. Effect when the cycle duration is shorter than the channel coherence time:
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Figure 6.5: Effect of Doppler frequency on the gap-processing time for the window-based stall
avoidance mechanism with a 4-channel SAW HARQ in Rayleigh fading channels.
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Figure 6.6: Effect of Doppler frequency and cycle duration on the the gap-processing time of the
indicator-based stall avoidance mechanism with a 4-channel SAW HARQ in Rayleigh fading channels.
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Figure 6.7: Effect of Doppler frequency and cycle duration on the the gap-processing time of the
indicator-based stall avoidance mechanism with a 12-channel SAW HARQ in Rayleigh fading channels.

When the cycle duration of the multi-channel SAW HARQ is longer than the
channel coherence time, all processes in the multi-channel SAW HARQ can ex-
perience different channel conditions in different cycles. Hence, a process will not
stay in a bad channel condition for a long period of time. This property is use-
ful for the receiver to improve packet error rate performance in a multi-channel
SAW HARQ process. On the contrary, when the cycle duration is shorter than
the channel coherence time, the multi-channel SAW HARQ processes may en-
counter a bad channel condition for several cycles, which will detain the receiver
to receive a packet successfully. Thus, a shorter cycle duration decreases the
success probability of all processes receiving packets, thereby increasing the gap-

processing time. From [28], the channel coherence time can be calculated by

Tc = ) )
167de

(6.1)

where f; is the Doppler frequency. The coherence time for f; = 3,10,100 Hz
are 0.0596, 0.0179, 0.00179 seconds, respectively. The cycle duration for the 4-
channel and 12-channel SAW HARQ with a 2-msec TTI per process are 0.008
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and 0.024 seconds, respectively. The cycle duration of the 4-channel SAW HARQ

(0.008 seconds) is shorter than the coherence time (0.0596 and 0.0179 seconds)

with f; = 3 and 10 Hz, respectively. Hence, the gap-processing time for f; = 3

and 10 Hz are worse than that of f; = 100 Hz, as shown in the Fig. 6.6. In Fig.

6.7, it is also shown that the gap-processing time of f; = 3 Hz is longer than
that of fy = 10 and 100 Hz because the cycle duration for the 12-channel (0.024

seconds) is shorter than the channel coherence time with f; = 3 Hz (0.0596 secs),

but longer than that with f; = 10 (0.0179 secs) and that of 100 Hz (0.00179

secs).

2. Doppler effect:

(a)

Case I: cycle duration < channel coherence time

In this case, we find that the higher the Doppler frequency, the shorter the
gap-processing time. In Fig. 6.6, for F},/Ny = 7 dB, the gap-processing time
with fy=10 Hz is 24.7 TTIs, and the one with f; = 3 Hz is 60.8 TTIs. In
this example, the changing rate of a Rayleigh fading channel with f; = 3
and 10 Hz is not fast enough for the 4-channel SAW HARQ to provide
different channel conditions in adjacent cycles. Compared to f; = 3 Hz,
the channel with f; = 10 Hz has a higher probability to provide different
channel conditions in different cycles. Thus, the indicator-based stall avoid-
ance mechanism can have shorter gap-processing time in the channel with

fa =10 Hz than that in the channel with f; = 3 Hz.

Case II: cycle duration > channel coherence time

In this situation, we find that the higher the Doppler frequency, the longer
will be the gap-processing time. For E,/Ny = 7 dB in Fig. 6.7, it is shown
that the average gap-processing time with f; = 100 Hz is 50 TTIs, and
the one with f; = 10 Hz is 38.7 TTIs. For the 12-channel SAW HARQ,
the changing rate of a Rayleigh fading channel with f; = 10 and 100 Hz

is always fast enough to provide different channel conditions in different
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cycles. In this situation, a higher Doppler frequency may cause a higher
packet error rate because an erroneous bit may corrupt a whole packet.
When the cycle duration is longer than the channel coherence time, the
average gap-processing time in a channel with a higher Doppler frequency

is therefore longer than that in a channel with a lower Doppler frequency.

From the above physical/ MAC cross-layer investigation, we can suggest a design prin-
ciple for the indicator-based stall avoidance mechanism to determine the number of
processes of the multi-channel SAW HARQ as follows: (the cycle duration of the multi-
channel SAW HARQ =~ the channel coherence time of the Rayleigh fading channel).
Figure 6.8 compares the gap-oriented goodput performance between the enhanced
indicator-based stall avoidance mechanism and the traditional indicator-based stall
avoidance mechanism in a Rayleigh fading channel. We consider a data burst with
150 packets. For the case with f; = 100 Hz and E,/N, = 7 dB, we find that the
gap-oriented goodput of the enhanced indicator based stall avoidance mechanism is
0.49, while the gap-oriented goodput of the traditional indicator based method is 0.37.
In the considered case, the short-term goodput performance of the proposed enhanced
indicator based stall avoidance mechanism is 32% better than that of the conventional
indicator-based method. Note that both stall avoidance mechanisms have the similar

average gap-processing time.
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Figure 6.8: Comparison of gap-oriented goodput between the enhanced indicator-based and the

traditional indicator-based stall avoidance mechanisms with a 4-channel SAW HARQ in the Rayleigh

fading channel.
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Chapter 7

Conclusions

In this report, we have investigated the performance of four stall avoidance mechanisms
for the WCDMA system with HSDPA in both the AWGN channel and the Rayleigh
fading channel. By analysis and simulation, we show that the indicator-based stall
avoidance mechanism performs better than the timer-based and the window-based
stall avoidance mechanism in terms of gap-processing time. Furthermore, we propose
an enhanced indicator-based scheme to improve the short-term goodput performance
for the current indicator-based scheme.

More importantly, we have derived analytical expressions for the gap-processing
time of the considered stall avoidance mechanisms in the AWGN channel. From a
physical/ MAC cross-layer investigation, we observe that it is important to take the
physical layer impact into account when implementing the multi-channel SAW HARQ.
Specifically, we suggest that for the indicator-based stall avoidance mechanism, the
number of parallel processes of the multi-channel SAW HARQ can be simply decided
by the ratio of the coherence time of a Rayleigh fading channel over the transmission
time interval per process. Interesting issues that can be extended from this work include
the analysis of the multi-channel SAW HARQ in the multi-user case and in the Rayleigh

fading channel.
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Chapter 8

Future Work

We desire to extend the Proposition 3 of average gap-processing time to multiuser case
in the Rayleigh fading channel. With the results of average gap-processing time for
multiuser communications, we want to propose a new performance metric to overall
take the throughput, the fairness, the queue length, and the average gap-processing
time, etc., into account of scheduling policy. At last, we will propose a scheduling

scheme for HSDPA.
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Appendix A

Simulation Platform

A.1 The Signaling Processing Part

In order to investigate the cross-layer performance of the stall avoidance mechanisms,
we develop a cross-layer simulation platform by Matlab-Simulink tool. The Simulink
provides GUI interface and a flexible extensibility. This platform has integrated func-
tion to simulate closed-loop power control and stall avoidance mechanisms. The de-
tailed will be explained in the following paragraphs. The overall picture of this platform
is shown in Fig. A.1. The signaling processing part in this platform consists of several
blocks which are ”Binary Source”, ”Modulation” and ” Demodulation”, ” Spread” and
"Despread”, ”Scramble” and ”Descramble” and ”Rake”.

The first block is the ”Binary Source”. This block is to produce binary signal for
the consequent procedures. In HSDPA system, the spreading factor is fixed up to 16;
therefore running a HSDPA stall avoidance mechanism we have to choose the item
being SF=16 in the poll-down menu in the ”Binary Source”. When choosing a SF, the
number of bit in time slot can be computed as 3840000(chips/sec) x 0.1667mSec x SF.
The ”Binary Source” is shown as Fig. A.3. HSDPA system provides three three
modulation scheme as BPSK, QPSK, and 16-QAM. We can pick up one of them in

the poll-down menu and setup the initial signal quality in the modulation block. The
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Figure A.1: The overall cross-layer simulation platform.

demodulation process is opposite to that of modulation. The spreading process is
proceeded with a OVSF code. The OVSF code can be produced as the following Fig.
A4, [29]. The scrambling process doesn’t further spread the bandwidth but chip-by-
chip multiplying with the spreading code. The scrambling code can be produced by
the following shift-register.Finally the Rake receiver can provide diversity gain and we

can setup the path-diversity order in the "Rake” block. [29].

Block Farameters: 8-Function X
Binary Source fmask)

(Bt per slot)=i{chip rate} x {=lot durabion) / 5F
(chip rate)=3840000;
(elot duration)=0.01/5 {zec)=0.067 (mniec);

Parameters

OK |  Concel | Help |

Figure A.2: The Binary Source block.
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Phaze Modulation (mazk)

Yo can choise the modulation scheme az BERE or QFRE.
And pleass input the dndtial Eb/Eo in dB.

Thiz parameters iz to set Eb/Mo for initial transmissdan.

Parameters
Modulation Scheme |BPSK ﬂ
Eblao {dBE)
|3
0K | conel Help |

Figure A.3: The Modulation block.

Copap=(1,1.1.1)

Ceanzp= (1.1}

Copag=10(1,1,-1,-13

Cenaa=10(1,-1,1,-13

Capga=(1.-13

Casz=101,-1,-1.1)

5F =1 SF=2 SF =4

Figure A.4: The generating method of the OVSF code.
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Figure A.5: The shift-register to produce the scrambling code



Rake combiner (mask)

Thiz block conduct the delay-diversity combining procedure.
Yo rnnzt tnput the diversityr order.

Parameters
Mumber of finger to combine
|2
QK Cancel Help

Figure A.6: The Rake receiver block.

A.2 The Channel Environment

This platform provides two environment: the AWGN and Rayleigh fading channel, as
shown in Fig. A.7. The AWGN and Rayleigh fading can also be disabled by pick
up the disable item. This block can produce Rayleigh fading channel and provides
several power delay profile choices: no fading, urban, rural , hilly , user defined. All of
these choices can be selected in the poll-down menu. The Rayleigh fading channel is
produced by the Jakes model as shown in Fig. A.8 and the power delay profile in this
block can be referred as Table A.10, Table A.11, and TableA.12.

A.3 The Coding Scheme

This platform both provide CRC coding with chase combining and convolutional code.
The convolutional coding scheme can be selected in the poll-down menu in the ” Con-
volutional block” and the decision length for the Viterbi decoding algorithm must be
inputted.
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Figure A.7: ISI Channel block.
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Figure A.8: The generating method of Jakes model.
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Figure A.9: The convolution encoder block.
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T 4F NUMBER RELATIVE AVER AGE DOPFLER SPECTERUM
TIME (ps) RELATIVE
POWER
EB)
1 0 5.7 Clags
2 0217 16 Clags
3 0512 -101 Clags
4 0514 102 Clags
3 0517 102 Claszs
& 0.674 115 Clazs
7 0,882 -13.4 Clags
& 1.230 163 Clags
9 1.287 169 Clags
10 1.311 171 Clags
11 1.349 174 Clazs
12 1.533 190 Clazs
13 1.535 -la0 Clazs
14 1.622 -19.8 Clags
13 1.818 2135 Clazs
16 1.836 216 Clags
17 1.834 221 Clags
18 1.943 226 Clazs
19 2.048 235 Clags
20 2.140 243 Clags

Figure A.10: The typical urban power delay profile.

T&F RELATIVE TIME [ps) LVER ACGE DOPPLER
NUMBER RELATIE;TEB )POW’ER SPRCTRIN
1 0 -5.2 Direct path,
f; = O-T'fp
2 0.042 -6.4 Clazs
3 0.101 -8.4 Clazs
4 0.1249 -9.3 Clazs
5 0.1449 -10.0 Clazs
8 0.245 -13.1 Clags
7 0.312 -15.3 Clags
& 0.410 -18.5 Clags
s 0.469 -20.4 Clazs
10 0.528 -22.4 Clagzs

Figure A.11: The rural area power delay profile.
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TAP NMUMBER RELATIVE TIME [ps) AVER AGE DOPPLER SPECTRUM
RELATIVE
POWER (dB)
1 0 3.6 Clazs
2 0.356 -89 Claza
3 0441 -102 Clazs
4 0528 115 Clags
3 0.546 118 Class
] 0609 -12.7 Claza
7 0.625 -13.0 Clags
g 0842 162 Clags
9 0916 173 Clazs
10 0941 177 Claza
11 15.000 176 Clags
12 16172 227 Clazs
13 16492 241 Clazs
14 16876 258 Claza
13 16.882 258 Clags
18 16978 262 Clagzs
17 17815 290 Clazs
12 17.827 299 Clags
19 17849 -30.0 Clazs
20 12016 SE0.7 Clagzs

Figure A.12: The hilly mountain power delay profile.

A.4 The Stall Avoidance Mechanism

As mentioned in the chapter 3, this platform provides three stall avoidance mecha-
nisms as timer-based, window-based and indicator-based method. Besides selecting

the method for stall avoidance, we have also to setup the timer and window-size value.

A.5 The Closed-Loop Power Control

This is block also provides closed-loop power control scheme. The power control scheme
are one bit up-and-down and continuous variant step methods. The related parameters,
the target signal quality, have to be set up. The power control procedure can be turned

off by setting the gain factor, in Fig. A.15, to be 0.
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Figure A.13: The stall avoidance mechanism block.

Yo, can choise the power adjustment method by the pup-up memn.
The variant-sep size means the power control mechamsm adjusts the
povwer 1o fotally compensate the power 1o reach the target Eb/lao.

You should mput the target Ebio indB

You can disshle the power comtrol mechaniam by st sdjusting the
Chadn-factor m the next block 40 "0

- Paragneters

Power Control Step Sioe [Wamamw. el
Target Eb/Mo (dE)
|5

ok | Cemel | Hew soply |

Figure A.14: The closed-loop power control scheme block.

Fower_adjustment 4 TPC

Figure A.15: The power adjustment step-size in power control procedure.
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