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The main difficulty for high-bit-rate transmission under high mobility is on the tracking of
the fast time-varying channel characteristic due to movement. Different from other researches
who mostly focus on enhancing the accuracy of the channel parameter estimation and
equalization, this project aims at a pure channel-coding approach, i.e., to combine the channel
estimation and equalization into channel code design. The first year study of this project began
with an off-line decoding assumption, and obtained the code design philosophy for resisting
time-varying multipath interference. In addition, the derivation of a general soft bit-decomposed

metric formula for symbol-based modulation scheme has been established in this year.

Keywords: Time-varying multipath fading channel, Channel estimation, Channel equalization,

Error correcting coding



2.1 Introduction and motivations:

The organization of present typical receivers for wireless communications mostly includes
channel estimation and channel equalization devices in order to compensate the channel effect. A
milestone research in 2002 by Skoglund, Giese and Parkvall [1] however demonstrated that a
communication scheme which jointly considers error correcting code and multipath fading effect
can achieve markedly better performance than a typical communication system even if perfect
channel estimation and equalization is assumed. This exciting result provides a prospect that
makes possible to have high data transmission rate for highly mobile users (that results fast
time-varying fading).

2.2 The research procedures in this project:

Based on the above motivation, there are two issues on which we concentrate in this year.
The first issue is to establish the optimal criterion for decoding the equalizer codes. The second
issue is to derivate the metric formulas of the bit-wise soft-decision decoding for the

symbol-based modulation. We describe the details in the following subsections.

2.2.1 Equalizer code design:

In the first issue, our goal is to establish a framework of a systematic equalizer code in the
time-varying environment. An important step in this phase is to find the optimal decoding metric.
In addition, we also need to examine the properties of the derived metric in order to help the code
construction and subsequent decoder design. The procedure of our research is separated into
several parts. (1) The mathematical expression of the considered fading channels should be
well-defined. (2) Based on the chosen channel model, what the maximum-likelihood (ML)
criterion is under i.i.d. input information bit sequence. (3) Based on the derived ML criterion,
how to construct a code, and design its feasible decoding algorithm for the code. (4) Finally, to
derive the channel capacity of the channel, and to examine whether our code can achieve the
capacity of the channel.

Two types of fast time-varying channel models are often adopted in the literature. The first
is not analyzable [3], for example, Jakes’ model, second-order Butterworth and rectangular
spectrum...etc. These models are widely accepted as realistic fading channel models and are
usually utilized in simulations; however, they are mostly not analytically tractable. The second
type of fast time-varying channel models includes autoregressive (AR) model, time-independent
model, polynomial model [8] and quasi-static channel, which are basically analyzable. In this
project, we chose the first-order AR model as our research goal. This model is often named

Gauss-Markov model, which is defined as:
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where k=1,2,...,N, Vi is complex white Gaussian with mean d and covariance C, a, is the input,
and a is a constant. The Gauss-Markov channel has been shown to be a good model to emulate
a true fading channel [4]. The usual time-independent channel model and quasi-static channel
model are its special cases.

By denoting A = [ay,.. .,611\1]T and H = [hy,...,hN] , we can derivate the ML decoding criterion
for the model through:

Pr(r |A) = jH Pr(r | A,H)Pr(H)dH
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The ML criterion for Gauss-Markov channel is
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Notably, our criterion is an extension of that in [2], in which zero-mean for H = [hy,...,h\]is
assumed.

On the decoding algorithm, because G, and(q, are functions of the entire information
sequence, the standard Viterbi algorithm (VA) can not be applied. In [2], the authors employed
the list Viterbi algorithm (LVA) to prune out some less likely data sequences, and showed that it
is not beneficial to keep more than three survivor paths at each trellis node. In this project, we
considered two alternative approaches: metric prediction and iterative decoding approach. On the
metric prediction, we conjecture that the LVA (even with L = 3) performance can be achieved by
the standard VA (L = 1) if a proper prediction metric can be added to the above derived metric.
For example, in a flat fading environment, G, andq, in (1) are simply scalars can be reduced to
scalars. Also, Gy remains almost the same for kK = 1...N. Let the mean d=0. Then a prediction

metric can be set as:
h(r;) = 4;,C, +q; (2BD;
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This result can gradually migrate to frequency-selective fading channels. In addition, the
recursive property of the ML criterion can be easy to use in an iterative decoding algorithm, such
as Soft-Output Viterbi algorithm (SOVA).

Our current focus is on the code construction (possibly non-linear) for the chosen
Gauss-Markov channel. Our approach is basically to derive the pairwise error probability for two
candidate codewords, and then uses simulated annealing algorithm to search for a good code.

Finally, the mutual information of the Gauss-Markov channel is examined so that it can be
applied to the evaluation of the channel capacity of the Gauss-Markov channel with unknown

channel state information (CSI).

2.2.2 Bit-wise decomposition of M-ary maximum-likelihood symbol metric:

Another result that we obtained in this year is a systematic recursive formula for bit-wise
decomposition of M-ary symbol metric. The decomposed bit metrics can be applied to improve
the performance of a system where the information sequence is binary-coded and interleaved
before M-ary modulated. A straightforward receiver designed for certain system is to de-map the
received M-ary symbol into its binary isomorphism so as to facilitate the subsequent bit-based
manipulation, such as hard-decision decoding. With a bit-wise decomposition of M-ary symbol
metric, a soft-decision decoder can be used to achieve a better system performance. The idea
behind the systematic formula is to decompose the symbol-based maximum-likelihood (ML)
metric by equating a number of specific equations that are drawn from squared-error criterion. It
interestingly yields a systematic recursive formula that can be applied to some previous work
derived from different standpoint. Simulation results based on IEEE 802.11a/g [6][7] standard
show that at bit-error rate of 10>, the proposed bit-wise decomposed metric can provide 3.0 dB,
3.9 dB and 5.1 dB improvement over the concatenation of binary-demapper, deinterleaver and
hard-decision-decoder for 16QAM, 64QAM and 256QAM symbols, respectively. Also, only 0.13
dB performance degradation is resulted by introducing 32-level quantization for 16QAM signals.
The quantization impact for 64QAM signals under 64-level uniform quantization can even be
reduced to 0.07 dB. No further performance degradation, in addition to that due to quantization,
can be observed, when mismatch of AGC gain is limited to be within+ 40%. The robustness of
the proposed bit-decomposed metric against phase noise is also examined. When the phase drift
increases up to + 6°, the BER due to our bit-decomposed metric will increase from 10 to around
4x107 at Ey/Ny = 6.7 dB for 16QAM modulation. This phase drift tolerance reduces to+ 4° at
Ew/No = 9.7 dB for 64QAM modulation, where Ep/Nj is chosen such that the no-phase-drift BER

is approximately 10”. The system architecture considered is as follows.
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Our goal is to find the functions fi (C;, r) to approximate symbol-based Maximum-likelihood
metric:
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The criterion we adopt is the minimization of average square error, namely,

min E[(f,(c,r) + f,(€,1) ~[r = S(¢,0))’]

We can get these sub-optimum functions in M*-QAM systems
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2.3 Achievement:

2.3.1 Equalizer codes technology:

We derived the ML metric for nonzero-mean-channel-response Gauss-Markov channel, and
developed a suboptimum metric for off-line Viterbi algorithm, where the optimal heuristic
function for the fast fading channels with Gauss-Markov model is showed. Our ongoing aim is on
the design and performance evaluation of iterate decoding algorithm for time-varying
Gauss-Markov channel.

2.3.2 Bit-wise decomposition of M-ary maximum-likelihood symbol metrics:

The two figures below reveal our Soft-proposed metric can further improve the performance



of hard-decision, and approach to ideal symbol-ML performance. Further empirical study on
system imperfection implies that the proposed bit-wise decomposed metric also improves the

system robustness against gain-mismatch and phase-noise.
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Accordingly to the project proposal, our aims in the first year are to develop and examine
the design rule of equalizer codes in a time-varying multipath fading environment, and to derive
the soft bit metric of symbol-oriented high-speed modulation. Both aims have been achieved in

this year.

In addition, we demonstrated a low-complex suboptimum metric prediction approach and
verified the performance of our soft bit metric by simulation based on IEEE 802.11 a/g standard.
The result of the second part has already been published in APCCS, 2003, and has been
submitted to IEEE trans. on wireless communications for reviews. In the first part, i.e., the part of
equalizer codes design, our result will be verified by simulations in next year. If the BER
approximate the performance of ML decision, it can considerably reduce the decoding

complexity. We will also compare it with other known suboptimum ML approach, such as LVA.



