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Abstract

The fast development and utilization of
the Internet has dramatically transformed
the business transaction into the digital
format. However, the techniques of the
duplication and modification of digital
data are comparatively effortless.
Therefore, the copyright protection and
authentication management system is in
great demand to meet the business
applications since the buyer and the sale
identity must be verified, the ownership of
the document must be maintained.

Traditionally, network security issues
are handled through the cryptography
which involves sophisticated encryption
and decryption schemes. However,
cryptography can substantially ensures the
attributes  of  the  confidentiality,
authenticity, and integrity only if the
message is transmitted through a public
channel, such as an open communication
network. It does not protect against
unauthorized copying after the message
has been successfully transmitted.
Therefore, watermarks embedded in the
data can uniquely identify the ownership
or usability of the document. The
watermarking provides sufficient
copyright protection. The main problem
with using watermark technology is its
reversibility, any mechanism which can
read or detect the watermark can also
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remove it by inverting the watermark
process. Other approaches like digital
signal processing can also significantly
affect the integrity of the document.

The goal of this research project is to
design a digital copyright protection
management system which will elaborate
the digital watermarking technique in
conjunction with the data security
schemes to compensate the reversibility of
detectable watermark. Such mechanism
will make the authentication and
copyright protection more reliable for the
open network communication like the
Internet. We believe the proposed project
can provide a useful ownership
identification and protection framework
and more robust, reliable than pure
readable watermarking design
architecture.

Keywords: Internet, electronic commerce,

digital watermarking, data
security, digital right
management

L& E
PR S B ® FAR Rk
AR E LR i N ke
7o Ra T E W2 g g ivdp
BEE AT AHAT G R LR

GE R EERRE SR



T KRR

[T
I"‘ A

LA T

B o T FAHEY RBE
fe iR e LR AR TR L B
Wk RS ERRL PR &
WM E M A RBE T R
S BE A SRS L o A B
e R E - B q_ﬁ'éiﬁ%]w* i FE
RN S Al B S AR N

> EFORR o e S R FE v R
FHREGEEDRY F o Ra > EZRE
R GR B Bk B el ’F","J-%”ﬁr}

ok AR R D TEE R F B T
EiR Al SRt o S A g €
B B i N kB R Bk B o

Ard 2 AR P o SRPFE-
B FCRERE IR kA ke S A
AL AR A AR B i
14 é—f?m% B P @ i 54t it 2

)

|

‘3\

F T s 414 49t Internet & B ke
BT B2 T?T WEBEE (7w 0 1 iR
TEMABRF A G o T pFig »

TR kR 0 KRRk E T
B ERRE AT 5 Aot sG] 0 T R IR AT
PR Rl 2ot B g iRk

B FiviE g = kst (Electronic
Copyright Management Systems,
ECMS) :

ECMS # p it g I T & B 2o e it
THEGERXEDIEHY 2, TP
BRI E S REEE 2k & T

FEIHENTEZTEMAEDFN
PRA% o

P p s E Dl s B OIS
blded F7— & HMPEG #% % (MPEG-21)
B BBERAFNZEFT AR DER
T’éﬂbﬁ#@mm?4ﬁé¢%
L ARSI = o5 2 e A

T LaE 25 2 ECNS Jk ks

FE e B EY R RATE S
SR TR SRS T | A SN A R

(authoring tools)
17 3 o B4 BMenCryptolope
(http://www-3. ibm. com/sof tware/s

ecurity/cryptolope) °
i B E % 0 B 4c the ECfunded
Imprimatur

(http://www. imprimatur. net) o

o o5 5 i A #_ e ECMS
(Cryptography-based ECMSs)

e R 5 A#HDECMS ¢ 0 F
ﬁ%g%ﬁﬁfﬂfmﬁ%sﬁmﬁ
LB KLY o F]L R
PHBRZGPAERERY DY 2o
R F T O b il B

BLenn i o bt » X7 bR

=

£ EEN r
—@%%@?%/’aféi%@v
E N RUB U - Rt ‘ﬁ—‘i“ & (&)
YoBET L BA R RS Lo
k) T ART AL AFA A

& 4 # o ] 40 Liquid Audio
(http://www. liquidaudio. com) %%%L

- BRF FE R kS| o

woE ko' i A # o ECMS
(Watermark-based ECMS)


http://www-3.ibm.com/software/security/cryptolope
http://www-3.ibm.com/software/security/cryptolope

rFoR e G AR A# e ECMS a5 &
Dk b ARRER Gz 2P B

» B E %ﬁﬁﬁ%*%$&?ﬂ’
TR R 1" d F T T
PRME S A AR Bb-
R I*E%H%%E;&? #ed % oo
ke g ey Y OERT G
(distributor) & X ¥ # M §
(buyer) 2@ ow F o
(identification) & 4 T

(fingerprinting) » v i At sk <
B LR Y RPAT
P e 12 AT B

P ok e ppEan & R AT
ﬁ?ﬁﬁ’ﬁﬁh{iﬁkﬁﬁJﬁﬁﬁ
18 5p) A1 %ok B en & —'];'vz—? uﬁﬂff’& °o ¥
LBEIR P A ﬁ Ko - ik PR E
4 R " x4 );?th‘ﬁ'f?—fi/% ker
g 2 o s;: SRR BB A T b
L] o T - 2 G kW FIEAMET
Fle B eimp F ALY
FoRE L AHITIAEE T kBT G
B FE P A R B
L

HuE R >

4:."

NP BT - Bk E L AHT R
E 2B E v ECMS » AT ke ¥ @'f“if_é%#
3 B kFFF VAR NFTRE ;g;
ARFCOTRERER TR EOIEMY 22K
$I%F % 544 (actors) :
(author) & ¥ i* ¥ 2% - ¥ & ﬁ
(editor) ~ @& & ¥ 14 (media
distributor) ~ p&§ ¢ (buyer) :;:: ;
T ilﬁ_f']’?_.; [HIETN mpﬁ%{’ lil 'lir' P B

ﬁ}éﬁ”‘@f;of FE?,Li\.]FBmwd-,
ARG Sl F el o X2 2 HE
3;7\»_1—,2:!%,];4 AN PEmFF %\

2N
R

v e vaﬁ

#*.1 % % #°3) Transaction Model

B 15— B b

a. ¥ it X (Document author or
authors) @ # = x%u?if*%r%%ﬁ
%E#é:p ﬂ . /Erﬁ' CS/CA ‘“—" FEA -

FHE (CS and CA -
Collectmg Society) : &~ & % =
I
g AR PINy Fiv5 CON~
:}fﬁ#ﬁ—fg’“f’?ﬁ ¢ ’LPubhc Key & % >
jﬂd’,gﬁ-%?g%é ;i-a gﬁ g"r ,}—»& s 1Y
P EENAER Y o

c. &« = ¥ i T F B R
(distributor) &L 5 CA/CS

ATIRTE R R R ”“;Jfé BEH
j’q-;"glt‘—%"mlt P 1\113{«;1-

i
(McDarrel)

Wi
(Peter)

2 3 enft i 03

W1

MER i s f SRS
d. M§ & (Buyers) : @iz @ik ¥
PR —*ﬁ °
e. E[FH
PIN(Personal Identifier

Number) : B A 28w 8578 > #4530 T 5
#chd R oCA/CS § 8 Bib- ih
PIN keaswjzz & B -

CUN(Creation Unique Number) : ¥

R AL HE - B
FI¥ deha 5o CA/CS § 8 Bib- o

CUN % mzsu o



Fh P A - ECMS ik st g 3
¥ 3 Author ~ CS ~ buyer = # » &
g E 8 CS & H iR BN

wet s (B 2)

N

Pt i S I A A S
1. ¥ 122 Author :xp ¥ i» 2 jE® PIN o
2. 3 Author it 43+ @@t T EEFIZH
%2 CUN o
3. FI* Web itk ﬁ‘;’\ RS- -
A2 > 2 3F Author # 10 F 42 FIE o
4. Buyer ¥\ ¥ PR E ECR o
5. kA 0K Author % ¥ s 7 A AEan

Pl $HTEFF R -
B2 ks B 0

¥ A B ECMS m#‘ o FE
e 4 Mlddleware i B A7
T 5 > - &4 Microsoft #
Web-Service’ ¥ — R &_d Sun # ) <7 J2EE
Platform - & &1 & & 5 fdr 8 #1718
oL A Ap oo NP EH —‘r‘;’z? fa

ko LAz R

LR
» FL PR 3R T

- ~ J2EE Platform

Java €4 Sun #7#& 21— B oAl
LR RIET S AR S Z R
1 & 52 A (J2SE» Java 2 Standard Edition)
P BEF RS AR K EER

* (J2EE » Java 2 Enterprise Edition)
LER RS - 3 &m'r‘é' *FR5N &r—‘é&*ﬂg}f&
* fcR ~ERP k2% > 3 picA) %F»i\(JZME’
Java 2 Micro Edition) RJE_&-$Fij % I
EE R BE o

MmAEE J2EE > P chE A A -
BFPHEAASBTFPHSFFTHRMELEF
WE ML DRERET 25T 5 0 BiEE RS
- BT L o J2EE R B S R
BT BTy 2 Hagted o e
PEy R P AR R R
% > & ¥ EJB(Enterprise JavaBean) @ &
4 AR ER GRS > T HRG ke
fRigokerfEN B s > E AN o Bl 3
AP 2 g o

BB Hd B zg}g;.iﬁég\ » User # ¥
FER-BRDFITE APRESR X A

=

<
!

B OEIRA s hwren LA d JSP ¥ Java
Servlet 42 && 4% » ¥ - B & EJB

(Enterprise JavaBean) Container ¥ &
EJB ~#,izip EJB ~ & £ f § #3RF FuF

. R
1
]
:
]
'
' ISP Page
: @
[}
Web Browser / Web Container
Web Pages '
:
1
'
1
.
1
[ .
' .
.
EJB Container
®3 J2EE Platform = i M
ke RN e BAz ko T %ﬁ d JSP & Servlet

E'7/”"‘@‘:4ii‘ﬂ{‘f" » TV KRR Tk @
FleF N E 3 i~ Database ’ 4p
oo F5 K ‘vbé i Author %y £ i > &
etk % & 22 Database &7 B d&/E 3 > 4opt
- k> F Aog gk

A. ##%HE_JSP & &_Servlet 2 = Eay A 4



i o

B. EJBeh=~ v 117 8 £45 1% * » bi4c
FoRE RN - A BAek o T 1Y
;‘ﬁfg} BE SN EAAGT X FLE
(RS W S ]

C. %ﬁ%%#%ﬁ’—ng 30 4
IR Rk Rt R AN I
2 F AR L S Il N
LR A o

> iRy
B Windows 2000 Server
B Tomcat 5.0 (Web Server)

m JSP20

B Servietl.1

B Enterprise JavaBean

B MySQL 4.0 (DataBase)

> kR ruinAR

B4 Z B Rt B
- L& rE ﬁag—g A Author £ Buyer %
pE% (BD)

NPT By BB ZE 2 EN
i end BE#3 € 4 quthor ¥ CS 2 Bz

% AF"[ Ej

(-

s
AL B

W4 ety Hl

g4 i3 % oK B e A7 0 B2t £44 Author
§ 1 Bed e -
B 6 2 _Author 2 » & @ » © £ixp o

author % /Eﬁiﬁ ~JEF e PIN 1% % ~tE
g > % & Author PIN > P Z 2xp ¥ jEF -

> Author PIN > 4 &t i& » Author & % (H
7)
it ]

vl TAD N8
2 Sme ramex e @ 3-5 9 @

bty D e R e b ~ EBlgE a0

BILEREERR

pEa IAD NeWw

D iy & - "i

Author&EXN

® 6 Author % » § &

Fo IRD mew
s ane @aw @ -5 [0 . Fal

ety Dresrmnct AR othos st b

v Bus A

Author & [&

SOE | CEETE § BUERZER
<G MmEe>

< TR S S>>

B REIAN>
«EHEE>

B 7 Author # it & %

Author & % éf07 i 7 A B EOMS evp
NN I% );‘Z

a. P AR & & Author *+ B 1

P - AT o B B RS

& BB #7 ¢ gk e Az 4] 8



1>

R GMCE L TR B
Servlet #4 (® 9-1) » - =
Servlet # 3| B2 §is ’)*I-% &4
B ot e BIB AR (7 4 » 5ok B e
£ 3 g~ 2 15 ¢ %4 Author
Brreze 2o CUN (B 9-2) -

N
S
NN

A
i

N L A
10) > sl(r'FE]

’ﬁt’sﬁ* E.ﬂvﬁg %» EE
o L mE R z? n;mw\
ek (B 11-1) ;edo 4 &3
i J‘%]w«‘ l_Hx FERT A
KB Bt 1R R B b
CON > & sev :!-%—35 5E B e d
7B E ok B enf 5N SR F %
faﬂ—"
Mok RS R kKl

JSP EJB

Image

Watermarked
Image

Original
Image

C/Delphi
Watermark Program

Container

W8 EJB¢ Rix-kerfzsn L W

IRD
e

R¥Im

rrny @ne & |

[rocomentiRE TG W sthor new b

- B LK
v B8R *

AuthorEtMFraZ 1R

WHER LR t. ]

THEE

A S EL e P SRS §

B 9-1 Author 3 278k

AP LT RN T (W
11-2)

d % zNsp
o F
t“)"&% % rpk%f(si °

e. i H_X Buyer ®i& > » 3RF 1Y 'ﬁ
EL Au thOI‘ é/\?«*‘?: mﬁ,lg,\, RV
A REREE (R12) -

W IAD NWRD

D S oneaw Wae @) (3.0, G- JH
NLLI ———————" bl + LN
AuthorEEMETRZ IR

CUN & CNB452166

W 9-2 Author #& ¥ 3% % g2 CUN

InAEw IRD KA

U me framan e & -0 -
= grebl y Lo ot IR =gt i = ez @
Author BB EIE
|t
| BREh

mEADN | GMEE| TH |

¥ 10 Author g =/ &

~ Web-Service
> Web Service 71

Web Services sy 4 H F rj&? Vi

B ifInternet * vi% 7 & 4275

i (www R F S 7 ELH? - fEIR

§Z~) » 7 & 4 Internet # % ¥ » [ ¥
A Local =i * & F & b % & 1



Web Service o { iF # %k > Web
Service #%&_Internet } e iZ R
o A mE Y A ART S s AR
;¢ iz LS ol N I o) 255 —FK’? 1P
E S NI B R )/ R A
&’ﬁﬁﬁ{ﬁﬂﬁﬁmﬁﬁF
am—ﬁ@ﬁii\’%k“%%
F Rt 2N 0 & B 1:3_‘9 FRE 1Y
PiTEsiBed SRR Pllzz-m%%‘g
# bR RR B &L
éaﬁiﬁ@”ﬁﬁﬁﬁ’%ﬂﬁ%
TR BT AR Y o L T oA
T#¢mﬁm@%ﬁﬁﬁ£’§@a
Pois/EL R @ ﬂ Ei oo

TR AT LD

> Web-Service & » 7 #

ST e BB PRAR A R A
B i E c‘?]li'ﬁ B fRRER
PRF®:cFE (T4 Hd = B HE ~ &2

Fo IRD ESRD

Y Sme raeer @ue @ -5 -0
by Dot s YRS s Vockhy b » B =e
B =
Author B2 1REEEE
HHESMEL R L. =5}
kA R BARCUN
=
- %7 4

AT B
we ommen GPum £ - L - [ -
. D e PN Vo mont b

Author ZFZTRESEE

ST

& 0. 9981

service & ¥
% B
Web service %

(B 13) 4~ % PR3 T#‘F*{(Service
Provider ) ~ PRi%3F 1»;‘1‘ (Service
Requester ) % PR7%Z1p %}ﬁfﬁ(SerVice
Registry) » @™ = ;‘fi [l A AR

&7 % {7 (Publish) ~ &4 (Find)

3 g% (Bind)

A feak=zlis %E%%’ d EEB 5 gkt Web
@ JE 18 24 o Web service &
s TN ik ip Net Framework * Bt

LS TP E TR Y

IRPE A om RRE R e ASP NET §= Web
service fe & FALE TR F R E 1o K

/% 'E;/J .,vb%? 1\

e A

AL

o

P BRSNS R

F oL gl 27 enafd

AR R it b

’%Ir'iﬁ‘éi”%’ #jﬂﬁ@‘}bﬁ' fim kig* i

',nl meaw e & (300 4 0

[t b To s RIS Fom B

) A 0 s

Buyer #2155 5

B 12 Buyer | FacrER 2 ¥ e

Service

Provider

Publish Service Bind
Description Client
Service
Reaist * »
G’ Find

W 13 Web-Service & # %R




Web Service

C/Delphi#d
B

BEF DRSS 0 2 e A AT

2E om0 4 BP 18k K ii‘
%2 — o F|p s & * wrap (1 N
Lé i webservicez ¥ (B 14) >
ko PRARF RF T LI R T Lo
A &% > 158 web service #*7# & method
M‘J* Bk BLEOPRIE o BEAR2E ﬁ?ﬂ e
AE o ferium Ao cn 7 f% 28

ﬁaﬁgﬁo

;ﬁ“d @ggﬂ,; gk 20 g R
TG FREDRA R 2L e T
HRR B F Bmg 3 D iph

2R PR
B AR e L LoAraE 2ol rh Ry
~Riplk o i R H_ Web Service
4 %gm s RF) G AP chiE R
& %o ®_Microsoft Windows > & 4-%f
B> wm i FEE " > J2EE Platform
ByA i -k ow@e Bixrkeie
EE ] -k EJB> 7 % VB.NET
BT bR FER S A VWeb
Service #iuf- o e A% >4 b R E_
J2EE &7 4 r? Web Service
S S A G #\Lﬁ-ﬁ" R
19k sk el frg 3 5 A 2
regt g E JSPAAEE Y % 2> o
T FoK BP end i im 2R B P RAW
’f%.‘\mﬁ-,‘* » T ﬁLHLrF m’f’é}\‘ FR
SLgE O ok B B ]
SrRA] o e R R o) 3 64x64 °
3. AR kY > AP LR
#

T - K goker s e A% ECMS

ﬁj#ﬂf#f’f a%c)\:%g—ﬁ;:};vkﬁf”ﬁr
: JER g v &

*@@&LW&MI% i
/zx—-‘%#i"@'*f JEF £ 2 )3
B L RALF- KD i

{ Aedpar 2 0o

Fes =
33 B

N
I

STETY 0 F
'}\“ﬂ’a%*ﬂ F i/#)‘
A

—a»

i S (protocol-level
analysis) 1 v /&5 kB dgiei i
Vo I SN S € I RV o 2 1 S

BE AR P own ¥R BRI b sl iy
PEREGEFIEZE R R E ki
FoREER FN %ﬁmlﬁ—pfé mE - 2t
¥V AahpEE > P P HET LY AT

e d SRREAR ~ 5 B M > O
ERFMER TR > L3 7 B ET
B gl s B HME EREL 4 A

.

~ hECMS 4225 % ‘fbﬁnb,ﬁ*{ HE =
kB TS

U] SRR N TFB”""rfﬂi“ﬁ’Jt‘ 4B
+ > Web-Service ~ J2EE 8¢ % & 7 4p
FRENT LY T UEERY D
o BoH > S BB A
PERY > U Z (e A BT L S
(-3 Ff'.rfi’lﬁl__’é‘;_l-&%i; i,é‘,mf"
ook k PDAS B EE B4R i
PR LR T S A
ppz2 ko

M G

4

T~ B*adH

j\/};ﬂ;l‘*—éJ.:i]b 3%197”5115 w*é; gﬂ/pﬂ;z o
Tod3m- EApMIE L }
- EITITA B4 o A AEPR 5 L
Bhe~ gRkm>y g & o

F-hEX §REYAF 4L A ICE
B2003->** % g 92 & 12 * 9 p 1 127
I3 peprddn® FiE > wm>iEp L The
Analysis of Critical Factors of E- Learning
System for E-Business” » 7 2L fif % - o

¥ hE E€ARMT AF A & ICDCS
7 MNSA workshop » ** 2 & 93 & 3



23 P1 37 26P &P AARTEFTH
~ 42 p Z_“DCT and DWT-based Image
Watermarking by Using Subsampling” > p %
;.%—;L “ﬁ # - o

ERE SRR

AETFHFEL A E 0 EETPF S
BWE2F gL % THRIETF R I
FERY BRFRE S TAL 22 FIT
BRIk ML T o
Tt PR RS R R e
SR REMEEE R hF A o
FLBHDEIFL L P o

N

w3

¢ CopeB. and Freeman R. Digital
rights management and content
development. Altona, Vic.:
Common Ground Publishing, 2001.

¢ Rosenblatt, B. Digital rights
management: business and
technology. New York: M&T
Books, 2002.

¢ Sander T. Security and Privacy in
Digital Rights Management. ACM
CCS-8 Workshop DRM 2001
(Philadelphia, PA, USA, November
2001). USA, New York, NY: ACM
Press, 2002.

@~ 2 PpaF 4

¢ Bartolini, F.; Cappellini; Piva, A.;
Fringuelli, A.; Barni, M. “Electronic
copyright management systems:
requirements, players and
technologies” Database and Expert
Systems Applications, 1999.
Proceedings. Tenth International
Workshop on, 1999. P. 896 -898.

¢ Bartolini, F.; Piva, A.; Barni, M.
“Watermarking-based copyright
protection of internet-delivered

multimedia” Web Delivering of Music,
2001. Proceedings. First International
Conference on, 2001. P. 44 -50.

Berghel, H.; O'Gorman, L.
“Protecting ownership rights through
digital watermarking” Computer,
Volume: 29 Issue: 7, Jul 1996. P.
101 -103.

Burke, Dan L. and Cohen, Julie E.
"Fair Use Infrastructure for Rights
Management Systems". Harvard
Journal of Law & Technology, 15 (1),
Fall 2001: 41 - 83.

Camp, L. Jean. “DRM: doesn't really
mean digital copyright management”
Conference on Computer and
Communications Security,
Proceedings of the 9th ACM
conference on Computer and
communications security. USA, New
York, NY: ACM Press, 2002. P. 78 —
87.

Cappellini, V.; Bartolini, F.; Caldelli,
R.; De Rosa, A.; Piva, A.; Barni, M.;
Wada, M. “Copyright protection of
cultural heritage multimedia data
through digital watermarking
techniques” Database and Expert
Systems Applications, 2000.
Proceedings. 11th International
Workshop on , 2000. P. 935 -9309.

Chin-Chen Chang; Jyh-Chiang Yeh;
Ju-Yuan Hsiao. “A method for
protecting digital images from being
copied illegally” Digital Libraries:
Research and Practice, 2000 Kyoto,
International Conference on. , 2000. P.
373 -379.

Chin-Chen Chang; Kuo-Feng Hwang;
Min-Shiang Hwang. ““A block based
digital watermarks for copy

protection of images”
Communications, 1999.

APCC/OECC '99. Fifth Asia-Pacific
Conference on ... and Fourth
Optoelectronics and Communications
Conference , Volume: 2, 1999. P.



977 -980 vol.2.

Erickson, J. “Information Objects and
Rights Management” D-Lib
Magazine, April 2001 Volume 7
Number 4
<http://www.dlib.org/dlib/aprilO1/eric
kson/04erickson.html>

Gunter C.; Weeks S., and Wright A.
“Models and Languages for Digital
Rights” InterTrust Star Lab Technical
Report STAR-TR-01-04, March,
2001
<http://www.star-lab.com/tr/star-tr-01

-04.pdf>

Hartung, F.; Kutter, M. “Multimedia
watermarking techniques”
Proceedings of the IEEE, Volume: 87
Issue: 7, Jul 1999. P. 1079 -1107.

Hartung, F.; Ramme, F. “Digital
rights management and watermarking
of multimedia content for
m-commerce applications” |IEEE
Communications Magazine, VVolume:
38 Issue: 11, Nov 2000. P. 78 -84.

Heun Kim; Dae-Joon Hwang. “A
study on the system call for the
protection of intellectual property
rights on Linux base” Dependable
Computing, 2001. Proceedings. 2001
Pacific Rim International Symposium
on, 2001. P. 295 -298.

Horne, B; Pinkas, B.; Sander, T.
“Escrow services and incentives in
peer-to-peer networks” Electronic
Commerce, Proceedings of the 3rd
ACM conference on Electronic
Commerce (2001 , Tampa, Florida,
USA). USA, New York, NY: ACM
Press, 2001. P. 85-94.

lannella, R. “Digital Rights
Management (DRM) Architectures”
D-Lib Magazine, June 2001 VVolume
7 Number 6.
<http://www.dlib.org/dlib/june0l/ian
nella/O6iannella.html>

Martin M., et al. “Federated Digital

10

Rights Management: A Proposed
DRM Solution for Research and
Education” D-Lib Magazine,
July/August 2002 Volume 8 Number
7/8.
http://www.dlib.org/dlib/july02/marti
n/07martin.html

M.J. Tsai, K.Y. Yu and Y.Z. Chen,
“Joint Wavelet and Spatial
Transformation for Digital
Watermarking”, IEEE Trans. on
Consumer Electronics, vol. 46, No. 1,
pp. 241-245, Feb. 2000.

Min-Jen Tsai and Mu-Yen Chen,
“The Secret-Open Watermarking
Scheme for Ownership Verification”,
International Journal of Computer
Application in Technology (IJCAT),
2002, (accepted, SCI Expanded,El,
SCI till 2001).

Park, J; Sandhu, R. “Towards usage
control models: beyond traditional
access control” ACM Special Interest
Group on Security, Audit, and
Control. USA, New York, NY: ACM
Press, 2002. P. 57 — 64.

Piva, A.; Bartolini, F.; Barni, M.
“Managing copyright in open
networks” Internet Computing, IEEE,
Volume: 6 Issue: 3, May/Jun 2002. P.
18 -26.

Sharma, R.K.; Decker, S. “Practical
challenges for digital watermarking
applications” Multimedia Signal
Processing, 2001 IEEE Fourth
Workshop on, 2001. P. 237 -242.

Stamp, M. “Risks of digital rights
management” Communications of the
ACM, Volume 45, Issue

9 (September 2002). USA, New
York, NY: ACM Press, 2002. P. 120.

Valimaki, M.; Pitkanen, O. “Digital
rights management on open and
semi-open networks” Internet
Applications, 2001. WIAPP 2001.
Proceedings. The Second IEEE



http://www.dlib.org/dlib/april01/erickson/04erickson.html
http://www.dlib.org/dlib/april01/erickson/04erickson.html
http://www.star-lab.com/tr/star-tr-01-04.pdf
http://www.star-lab.com/tr/star-tr-01-04.pdf
http://www.dlib.org/dlib/june01/iannella/06iannella.html
http://www.dlib.org/dlib/june01/iannella/06iannella.html
http://www.dlib.org/dlib/july02/martin/07martin.html
http://www.dlib.org/dlib/july02/martin/07martin.html

Workshop on , 2001. P. 154 -155.

Yang-Koo Kang; Moon-Hyun Kim.
“Real-time fingerprints recognition
mechanism-based digital contents
protection system for interaction on
the Web” Dependable Computing,
2001. Proceedings. 2001 Pacific Rim

International Symposium on, 2001. P.

304 -307.

RETR
¢ Authena Open Source Digital Rights

Management <http://authena.org/>

Content Wire: Digital Rights
Management
<http://www.content-wire.com/drm/d

rm.cfm>

Cover Pages: XML and Digital
Rights Management
<http://xml.coverpages.org/drm.html

11

>

Digital Object Identifier
<http://www.doi.org>

Digital Rights Management
Workshop
<http://www.w3.0rg/2000/12/drm-ws
/>

EContent Management: Digital
Rights Management
<http://www.econtentmag.com/r8/>

Internet Digital Rights Management
(IDRM) <http://www.idrm.org/>

Interoperability of data in
e-commerce systems
<http://www.indecs.org>

Open Digital Rights Language
<http://odrl.net/>


http://authena.org/
http://www.content-wire.com/drm/drm.cfm
http://www.content-wire.com/drm/drm.cfm
http://xml.coverpages.org/drm.html
http://www.doi.org/
http://www.w3.org/2000/12/drm-ws/
http://www.w3.org/2000/12/drm-ws/
http://www.econtentmag.com/r8/
http://www.idrm.org/
http://www.indecs.org/
http://odrl.net/

ik

The Analysis of Critical Factors of E-Learning System for E-Business

i

Tzu-Hsin Yang and Min-Jen Tsai

Institute of Information Management

National Chiao Tung University

Hsinchu, Taiwan

cindy@hc.ethome.net.tw and mjtsai@cc.nctu.edu.tw

Abstract

Many factors such as barriers, reasons, vendor
consideration, success factors and challenges play important
roles in implementing electronic-learning systems for
e-business. In this paper, a questionnaire is used to collect
respondents’ attitudes toward those factors, and the result is
analyzed.

The result of chi-square test indicates that the
respondents who have e-learning systems in their organizations
are mostly from industries, and for those who have not tend to
emphasize more on “cost and unawareness” which scored
under 0.4 (i.e. low internal consistency) in reliability.
However, the variance of the respondents’ attitudes toward the
remaining six factors is not large.

Keywords: e-Learning, e-Business, barriers,

reasons for implementation, vendor
consideration, success factors, challenge
factors.

1. Introduction’

Problems may be encountered when
implementing  e-Learning  systems
e-business; however if barriers are known in
advance, problems are easier to be solved. In
addition, reasons for implementation from
different stakeholders setup directions to be
followed for e-Learning systems. If the
expectation of an e-Learning system is known,
corporations can be more confident setting up
corresponding strategies (see Figure 1) and

for

" This work was partially supported by the National
Science Council in Taiwan, Republic of China, under
Grant NSC 91-2623-7-009-016, NSC91-2416-H009-012
and NSC92-2416-H009-012.
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Furthermore,
can supply satisfactory
e-Learning solutions to corporations. Suitable
vendors which provide contents, technologies
and services help shorten the implementation
time, and guarantee a successful e-Learning
system for e-business. Success and challenge
factors are collected from related articles which
suggest actions to be taken for a better

implementation.

In sum, it is recommended to analyze the situation of the
corporation as well as plan the expectations for e-Learning
systems for e-business. Suitable vendors shall be chosen, and
lastly success and challenge factors serve as references for their
e-Learning systems.

implementation can be started.
suitable vendors

2. Purpose

B2B  e-Learning  systems  facilitate
enterprises’ (i.e. business-to-business) learning
mechanisms via the Internet. Some research
reports the factors of their implementations.
However, the relationships among the
responses toward these factors and whether
respondents have e-Learning systems in their
organizations are seldom observed. Why do
corporations need to understand all these
critical factors clearly? Because by doing so,
corporations save time and avoid spending
money on unnecessary places. If corporations
know exactly what different stakeholders feel
toward these items, the results will be valuable.

This research investigates implementation
factors, and provides practical advices. It
analyzes the collected data which is from the
survey of “critical factors of an e-Learning


mailto:cindy@hc.ethome.net.tw

system for e-business”, and tests such as
chi-square test, factor analysis and t-test are
used to verify whether there are significant
differences in respondents who have e-Learning
systems in their organizations, and those who
Lastly, the differences and new
findings are emphasized.

have not.

y 0]
~ }- \Cf\\ln ’
Slmrlliy — (_ Vendor
Pradiirtivit i

A'\Infn _

Figure 1 Strategy and Stakeholders

3. Methodology

The research methodology consists of *“select critical
factors”, *“questionnaire design”, *“chi-square test”, “factor
analysis”, “t-test” and “conclusions” (see Figure 2). The critical
factors which collected from the related literatures (see Table
1) are categorized into barriers for e-Learning, reasons for
implementation, vendor consideration, success and challenge.
A questionnaire which includes nine demographic questions
and thirty-eight questions of critical factors is thus designed.

Chi-square test, factor analysis and t-test are conducted to
examine if there are significant differences among the
responses toward these factors and whether the respondents
have e-Learning systems in their organizations. Lastly, the
results will be well examined and feedback to the survey for
advanced research.

3.1 Designing Questionnaire
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Three different types of questionnaires that are web-based,
e-mail and hardcopy are provided. The majority of the
respondents prefer the web-based questionnaire. The
questionnaire consists of six sections. Section 1 identifies the
demographic information of the respondents. Questions include
gender, age, career, department, position and education.
Section 2 focuses on the attitudes of respondents toward the
identified “four barriers”. Section 3 emphasizes their attitudes
toward “reasons for implementation”.

Section 4 focuses on “vendor consideration”. Section 5
weights their viewpoints toward “success factors”, and lastly
section 6 examines the attitudes toward “challenge factors”.
These factors are measured using Likert-type scale which
ranges from 5 to 1 with the following equivalence, “5”:
“strongly agree”; “4”: “agree”; “3”: “neutral”; “2”: “disagree”;
“1”: “strongly disagree”.

Select
Critica

Question-

naire

Researc
h

Factor

Analvsis

\

Figure 2 Research Methodology

Table 1 Factors Selected from Related

Literatures
Factors / Findings Source
@ Barriers

+ Budgetary considerations. SRI [18]
+ Immaturity of learning object Consulting

technologies. Business
+ Lack of awareness. Intelligenc

e




+ Perceived difficulty of using

such a system.

Forum
Corp. [9]

+ Cost versus value. Forum
+ Quality of learning content. Corp. [9]
+ Internal resistance to using
technology instead of
face-to-face learning.
@ Reasons
¢ Stay nimble and innovative. Lance
+ Increase customer satisfaction. | Dublin and
+ Stomp the competition. Jay Cross
+ Cut costs. [14]
¢ Satisfy the IT department.
+ Improve my skills.
+ Earn more money.
® Vendor Consideration
+ Content, Technology and Digital
Service. Think [4]
+ Experience. Rosenberg
+ Cost. [15]
@ Success
+ Executive stakeholders. Cisco [2]
+ Be the learner.
+ Marketing is your friend.
+ Virtual project teams.
+ Measure everything.
¢ Include peer interaction. David
+ Provide mentoring. Price &
+ Offer performance feedback. Patrick von
Schlag [3]
® Challenge
+ The first seven items as Digital
described in Section 3.2 — Think [4]

Challenge Factors.

3.2 List of Factors under Investigation

In this survey, five main items are observed, and each of

them contains sub-items The are listed below:

Factors of Four Barriers [9] [18]

B1  Cost too high
B2  Technology Immaturity
B3  Solution Immaturity

B4  Unawareness

Factors of Reasons for Implementation [14]

R1  Increase Competence

R2  Stay Innovative

R3  Support 24 x 7 Training

R4 Reduce Training Time

R5  New Training Technology
R6  Reduce Training Cost

R7  Increase Revenue

R8  Decrease Time Spending on Selling
R9  Flexible Learning

R10 Win-Win Situation

R11 Customer On-Line Learning

R12 Enhance Customer Satisfaction

Factors of Vendor Consideration [4] [15]

V1 Content

V2  Technology Integration

V3  Service Quality

V4 Implementation Experience
V5  Implementation Cost

V6  Reputation

Success Factors [2] [3]




S1  Organizational Support

S2  Virtual Project Teams

S3  Measure everything

S4  Include Independent Learners
S5 Include Peer Interaction

S6  Provide Mentoring

S7  Offer Performance Feedback
S8  Marketing

Challenge Factors [4] [9]

C1  Correct Target Setup

C2  LMS Configuration

C3  Tutors and SMEs Integration

C4  Content Creation

C5  Multiple Modes of Learning

C6  Back-End Systems Integration

C7  Web Infrastructure

C8  Online Access Capability Training

3.3 Conceptual Model

A qualitative phase of this research is conducted to identify
possible factors leading to the implementation of an e-Learning
system for e-Business [1]. Related literatures on e-Learning
systems for e-Business are also reviewed in order to select the
factors of interest. Figure 3 depicts the conceptual model of the
six factors naming, “Barriers”, “reasons”, “vendor
consideration”, “success” and “challenge” and
“implementation”.

4. Analysis Methods

Information on the attitudes toward critical factors of
e-Learning systems for e-business is gathered through survey.
Four types of analysis algorithms are used for different factors.
Percentage analysis is used for demographic information, and
chi-square test examines the relationships among different
demographic data as well as whether the respondents have
e-Learning systems in their organizations. Factor analysis
extracts new factors from those five critical items. New factors
are verified using Cronbach’s alpha test to measure the
reliabilities.  T-test examines the differences among the
extracted factors and whether the respondents have e-Learning
systems in their organizations.

Excel 2002 and SPSS10.0 are used to compute those
results. Detailed explanation and diagrams are provided and
discussed in the following sections. Chi-square test contains
the row and column variables of the test. Factor analysis and
Cronbach’s alpha test are explained in Section 4.2 and 4.3.
T-test contains one diagram of the test and grouping variables.
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Vendor
Consideratior

Implementation

Figure 3 Proposed Models of Factors of Implementing
E-Learning Systems for e-Business

4.1 Chi-Square Test

Figure 4 depicts the variables of chi-square test. The
relationships among gender, working field, department, role,
experience and whether the respondents have e-Learning
systems in their organizations are carefully examined.

Gender consists of female and male. Field contains students
and the respondents from industries. Department is divided into
two groups: Non-IT and IT departments. Role consists of the
respondents’ experiences on implementation of e-Learning
systems. Lastly, experience includes those who have or have
not experiences of using e-Learning systems.

4.2 Factor Analysis

According to Foster [12], factor analysis is a technique or a
family of techniques which aim to simplify complex sets of
data by analyzing the correlations between them. A component
or a factor explains the variance in the inter-correlation matrix,
and the amount of variance explained is called the eigenvalue.

A factor loading is the correlation of a variable with a
factor. If a loading is higher or equal to 0.3, it is frequently
taken as meaningful when interpreting a factor. In this paper,
principal components analysis is recommended as the method
for reducing the number of variables. In order to obtain an
orthogonal simple structure rotation, varimax method is used.

4.3 Cronbach’s Alpha Test

According to Foster [12], reliability refers to the
consistency of the results on different items in a test.



Cronbach’s alpha is one of the standard ways to express the
reliability of a test. The value can be obtained by using
SPSS10.0. A reliability coefficient of 0.8 or higher is
considered as “acceptable” in most social science applications.
The value should not be lower than 0.7. However, tests of
personality often have much lower values, partly because
personality is a broader construct.

4.4 T-Test

Figure 5 depicts the test and grouping variables of t-test.
The differences among “Cost and Unawareness” and
“Immaturity” in barriers factor, “Training Effectiveness” and
“New Revenues” under reasons for implementation, “Vendor
Consideration”, “Success”, “Challenge” and whether the
respondents have e-Learning systems in their organizations are
carefully examined.

5. Demographic Information

The survey was conducted from May 13" to May 27
2003. There is a total number of 142 respondents, including 56
females (39.44%) and 86 males (60.56%) respectively (Figure
6), agreed to participate in this research. Most of them were
from Hsin-Chu Industrial Science Park and National Chiao
Tung University.

Eows) Colurnns)

Gender
+ Female + Ivlale

Field
+ Student
+ From Industry

Organizational

E-Learning Sysiems
* Without
+ With

Depariment
# Mon-IT Departroent
+ [T Departrent

Eole of Implensendation
+ Mot Join
+ Join

Experience
+ Without
+ With

Figure 4 Variables of Chi-Square Test
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Test Variable(z) Grouping Variable
Barriers
Cost and Unavareness
Trornaturity
Reasons Organizational
Training Effectreness E-Learning Sysiems
Mew Revenues + Without
+ With
Vendor
Consideration
Success
Challenge

Figure 5 Test and Grouping Variables of T-Test

From figure 7, it clearly illustrates that 29.58% of the
respondents were students, and 23.24% of the respondents
came from the information technology industries, 16.20% were
from electrical and electronics, and 15.4% were from military,
government and academic.  After the analysis of the
departments’ bar chart as shown in Figure 8, it is found that
21.13% of the respondents were from the departments of
information technology, 11.27% were from management,
10.56% were from technical support, 8.45% were from research
& design. 53.52% of the respondents have no e-Learning
systems in their organizations (Figure 9). The respondents who
have no experiences of implementing e-Learning systems
accumulate 72.54% whereas the ones who have account for
27.46% (Figure 10). Lastly, Figure 11 illustrates their
experiences of using e-Learning systems.

Figure 6 Gender



Electric and Electronics
Information Technology

Finance

Military, Government and
Education
Manufacturing and Business

Self-Employment
Student

Others

[ ]1620%
—
[ 141%

[ ]is549%

[ ]s45%

D 1.41%

] 29.58%

D 4.23%

Figure 7 Industry

Management

Human Resource
Information Technology
Research and Design
Technical Support
Finance

Sales

Customer Service
Student

Others

——111.27%
[14.23%
[ 121.13%
[ 18.45%

[ 110.56%
00.70%

[13.52%

00.70%

] 29.58%

[——19.86%

Figure 8 Department

Figure 9 E-Learning Systems Implemented
in Organizations

Figure 10 Joining the Implementations of
E-Learning Systems
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Never ] 33.10%
Lessthan 1 Year r | 32.39%
1to2 Years [ ] 23.94%
210 3 Years :] 5.63%

More than 3 Years

| 4.93%

Figure 11 Experiences of Using E-Learning Systems

6. Chi-Square Test on Demographic Items

The chi-square test was conducted to test
whether there were significant differences
among different demographic data as well as
whether the respondents have e-Learning
systems in their organizations.

® Gender

The chi-square value is 1.087 (df=1, n=142)
and the p-value is .297 (p>0.05) which means
that there is no significant difference. Thus we
concluded that whether the respondents have
e-Learning systems in their organizations do
not have significant difference in gender.

@ Working Field

The relationship between the respondents’
fields and whether they have e-Learning
systems in their organizations is shown in Table
2 (Note: ® WO/EL = Without Organizational
E-Learning Systems; @ W / EL = with
Organizational E-Learning Systems). The
chi-square value is 5.78 (df=1, n=142) and the
p-value is .016 (p<0.05) which means that there
is a significant difference. When comparing the
percentages of the two working field groups in
Table 2, the percentage of the respondents who
are students and have e-Learning systems in



their organizations (19.7%) are smaller than
those who are from industries (80.3%). It is
obvious that the majority of the respondents
who have e-Learning systems in their
organizations are from industries rather than
students. Figure 11 depicts the line chart of
field * organizational e-Learning systems.
Table 2 Field * Organizational
E-Learning Systems Cross Tabulation

Field WO/ EL W/ EL Total

Students 29 13 42
(38.2%) | (19.7%) | (29.6%)

From 47 53 100
Industries | (61.8%) | (80.3%) (70.4%)

Total | 76 66 142
(100.0%) | (100.0%) | (100.0%)
Chi-Square | X*=5.78  df=1 n=142

Value

100%
80%
60%
40%
20%

0%

F///I
\A

Without E-Learning
Systems

With E-Learning Systems

—&@— Student —— From Industries

Figure 12 Field * Organizational E-Learning
Systems

® Department

The chi-square value is 2.642 (df=1, n=142)
and the p-value is .104 (p>0.05) which means
that there is no significant difference. Thus we
conclude that whether the respondents have
e-Learning systems in their organizations do
not have significant difference in non-1T or IT
departments.
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@ Role
System

in Implementation of E-Learning

The relationship between the respondents’
roles in implementations of e-Learning systems
and whether they have e-Learning systems in
their organizations is shown in Table 3. The
chi-square value is 20.033 (df=1, n=142) and
the p-value is .000 (p<0.001) which means that
there is a significant difference. In order to find
out which role group has more respondents, the
percentages of the two role groups in Table 3
are  compared. When the
respondents who have no e-Learning systems in
their organizations, it is clear that the
respondents who have no experiences of

comparing

implementing e-Learning systems accumulate
greater percentage (88.2%) than those who
have (11.8%). However, if comparing the
respondents who have e-Learning systems in
their  organizations, the
respondents who have no experiences of
implementing e-Learning systems (54.5%) and
who have (45.5%) are very close. Therefore,
we conclude that most of the respondents who
have no e-Learning their
organizations also have no experiences of
implementing e-Learning systems. Figure 13
depicts the line chart of role * organizational
e-Learning systems.

percentages  of

systems in

® Experiences on Using e-Learning Systems

The relationship among the respondents’
experiences on using e-Learning systems and
whether they have e-Learning systems in their
organizations is shown in Table 4. The
chi-square value is 24.506 (df=1, n=142) and
the p-value is .000 (p<0.001) which means that



there is a significant difference. In order to
figure out which experience group has more
respondents among those who have e-Learning
systems in their organizations, the percentages
of the two experience groups are compared. It
is obvious that the respondents with
experiences show greater percentage (87.9%)
than those who do not (12.1%). Thus we
conclude that the majority of the respondents
who have e-Learning systems in their
organizations also have experiences of using
e-Learning systems. Figure 14 depicts the line
chart of experience * organizational e-Learning
systems.

After the analysis of the chi-square test, we
conclude that only working field, role and
experience have significant differences between
the respondents who have no e-Learning
systems in their organizations and those who
have. The respondents who have e-Learning
systems in their organizations are mostly from
industries and have experiences of using
e-Learning systems. However, the majority of
the respondents who have no e-Learning
systems in their organizations also have no
experiences  of e-Learning
systems.

implementing

Table 3 Role * Organizational
E-Learning Systems Cross Tabulation

Chi-Square | X?=20.033  df=1 n=142
Value
100%
80% *—

60% \
40%
20% | ./

0%

Without E-Learning
Systems

With E-Learning Systems

—&— Not Join the ImpImentation —#— Join the Implementation

Figure 13 Role * Organizational E-Learning
Systems
Table 4 Experiences * Organizational
E-Learning Systems Cross Tabulation

Role WO/ EL W/ EL Total
Not Join 67 36 103
(88.2%) | (54.5%) | (72.5%)
Join 9 30 39
(11.8%) | (45.5%) | (27.5%)
Total 76 66 142
(100.0%) | (100.0%) | (100.0%)

Experience | WO/ EL W/ EL Total
Have no 39 8 47
Experienc (51.3%) | (12.1%) | (33.1%)
e
Have 37 58 95
Experience | (48.7%) | (87.9%) | (66.9%)
Total 76 66 142
(100.0%) | (100.0% | (100.0%
) )
Chi-Square | X*=24.506  df=1 n=142
Value
100%
80% —a
60%
40%
20% |- .Q\.
0%
Without E-Learning With E-Learning Systems
Systems

—&— Have no Experience —ill— Have Experience

Figure 14 Experiences *

Organizational E-Learning Systems

7. Factor Analysis & Cronbach’s Alpha Test




The following sections explain the results of factor analysis
and Cronbach’s alpha test, which are carefully calculated using
SPSS version 10.0. It uses the extraction method of principal

Component &

components and varimax rotation. Additional information ltem Factor Loadlng
regarding the results is also described, such as factor loadings, 1: Training 2: New
eigenvalues, percentages of variance and Cronbach’s alpha .
values. Effectiveness Revenue
Every factor is labeled a new name which reflects the R3 Provide 24 834 | 6.830E-02
characteristics of the items it contains. Items are ordered
according to their factor loadings (from highest to lowest) and X 7 Full
grouped according to factors. However, if the difference fi
between the item’s highest and second highest factor loadings Ime
is less than 0.15, the item is eliminated. Training
RS New .830 164
7.1 Analysis of Four Barriers Training
The factors analysis result of barriers indicates that there Technology
are two factors with eigenvalues greater than 1.0. A two-factor -
solution is suggested after examining the results (see Table 5). R9 Flexible .793 .289
Component one is labeled “Cost and Unawareness” and Learning
accounted for 33.372% of the variance. It includes “cost too
high” and “unawareness”. The reliability (internal consistency) R11 Customer 782 132
is 0.3702. Component two is labeled “Immaturity” and on-Li
accounted for 30.031% of the variance. It includes “technology n-Line
immaturity” and “solution immaturity”. The reliability is Learning
0.3848.
R4 Reduce 157 228
) ) Training
Table 5 Factor Analysis of Barriers ]
Time
Component & Factor R1  Increase 738 385
1: Costand 2: R6 | Reduce 547 378
Unawareness = Immaturity Training
Bl Costtoo 811 | -5.373E-02 Cost
High R10% Win-Win 538 431
B4 | Unawareness .682 141 Situation
B2 | Technology | -9.541E-02 900 | |R8 | Decrease -7.382E-02 886
Immaturity Time
B3 | Solution 451 .606 Spending
Immaturity on Selling
Eigenvalue 1.335 1.201 R7 Increase .248 672
% of Variance 33.372% |  30.031% Revenue
R2% | Stay 464 550
Cronbach’s Alpha 0.3702 0.3848 Innovative
Note. Boldface indicates highest factor R12% Enhance 428 507
loadings. Customer

Table 6 Factor Analysis of Reasons
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Satisfaction




Eigenvalue 4.796 2.457 Component 1: Vendor Factor
% of Variance 39.964% | 20.477% Consideration Loading
V3  Service Quality 911
Cronbach’s Alpha 0.9033 0.5678 V2 | Technology Integration 892
Note. Boldface indicates highest factor V4  Implementation 875
loadings. Experience
% indicates the difference V1 Content .840
between two factor loadings is less V5  Implementation Cost 723
than 0.15. V6  Reputation 344
7.2 Analysis of Reasons for Implementation Eigenvalue 3.737
The factor analysis result of reasons indicates that there are % of Variance 62.289%
two factors with eigenvalues greater than 1.0. A two-factor
solution is suggested after examining the results (see Table 6). Cronbach’s Alpha 0.8658

Component one is labeled “Training Effectiveness” and
accounted for 39.964% of the variance. It includes all the
sub-items about training. The reliability is 0.9033. Component
two is labeled “New Revenues” and accounted for 20.477% of
the variance. It includes “decrease time spending on selling”
and “increase revenue”. The reliability is 0.5678.

7.3 Analysis of Vendor Consideration

The factor analysis result of vendor consideration indicates
that there is one factor with eigenvalue greater than 1.0. A
one-factor solution is suggested after examining the results (see
Table 7).

Component one is labeled “Vendor Consideration” and
accounted for 62.289% of the variance. It contains all the items
in vendor consideration. The reliability is 0.8658.

7.4 Analysis of Success Factors

The factor analysis result of success indicates
that there is one factor with eigenvalue greater than
1.0. A one-factor solution is suggested after
examining the results (see Table 8).

Component one is labeled “Success” and
accounted for 65.314% of the variance. It contains
all the items in success. The reliability is 0.9227.

7.5 Analysis of Challenge Factors

The factor analysis result of challenge indicates that there is
one factor with eigenvalue greater than 1.0. A one-factor
solution is suggested after examining the results (see Table 9).

Component one is labeled “Challenge” and accounted for
66.420% of the variance. It contains all the items in challenge.
The reliability is 0.9274.

Table 7 Factor Analysis of Vendor Consideration
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Note. Boldface indicates highest factor
loadings.

Table 8 Factor Analysis of Success Factors

Component 1: Success Factors Factor
Loading
S6 | Provide Mentoring .863
S5 | Include Peer Interaction 837
S1  Organizational Support .829
S7 | Offer Performance .820
Feedback
S3 | Measure Everything 816
S4 | Include Independent 810
Learners
S2 | Virtual Project Teams 793
S8  Marketing .685
Eigenvalue 5.225
% of Variance 65.314%
Cronbach’s Alpha 0.9227

Note. Boldface indicates highest factor
loadings.

Table 9 Factor Analysis of Challenge Factors

Factor

Component 1: Challenge




Note. Boldface indicates highest factor loadings.

8. T-Test of Seven Extracted Factors

T-test is conducted to examine whether there are significant
differences between the above seven factors and whether the
respondents have e-Learning systems in their organizations.
The seven factors are “Cost and Unawareness” and
“Immaturity” under barriers, “Training Effectiveness” and
“New Revenues” under reasons for implementation, “Vendor
Consideration”, “Success” and “Challenge”.

8.1 Barriers

The t-test result of “Cost and Unawareness” (t=-2.147;
p<0.05) from t-test shows significant differences between the
respondents who have no e-Learning systems in their
organizations and those who have. However, the result of
“Immaturity” (t=-.773; p>0.05) from t-test does not have
significant difference. The mean value of “Cost and
Unawareness” from the respondents who have no e-Learning
systems in their organizations is 6.8158; while from those who
have is 6.2879. It is obvious that the respondents who have no
e-Learning systems in their organizations emphasize more on
“Cost and Unawareness” than those who have (see Table 10).

Table 10 Group Statistics of Cost and

Unawareness
Group Mean | t-valu | p-valu
e e
@ Without 6.8158 | -2.147 | 0.034
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Factors Loading Organizational
C3 | Tutors and SMEs .849 E-Learning 6.2879
Integration Systems
C2 | LMS Configuration 837 @ With
C6 Back-End Systems 821 Organizational
Integration E-Learning
C4 | Content Creation 816 Systems
C7 Web Infrastructure .814
C8 | Online Access Capability 812 8.2 Reasons for Implementation
Training The t-test results of both “Training Effectiveness” (t=-.162;
p>0.05) and “New Revenues” (t=.987; p>0.05) do not show
C1 Correct Target Setup 74 significant differences between the respondents who have no
c5 Multiple Modes of 706 e-Learning systems in their organizations and those who have.
Learning . )
Ei : ey 8.3 Vendor Consideration
Igenvalue .
g . The t-test result of “Vendor Consideration” (t=-1.009;
% of Variance 66.420% p>0.05) does not have significant differences between the
, respondents who have no e-Learning systems in their
Cronbach’s Alpha 0.9274 organizations and those who have.

8.4 Success

The t-test result of “Success” (t=-.683; p>0.05) does not
have significant differences between the respondents who have
no e-Learning systems in their organizations and those who
have.

8.5 Challenges

The t-test result of “Challenge” (t=-.964; p>0.05) from
t-test does not have significant differences between the
respondents who have no e-Learning systems in their
organizations and those who have.

At the end, we conclude that only “Cost and Unawareness”
have significant differences between the respondents who have
no e-Learning systems in their organizations and those who
have. Furthermore, the respondents who have no e-Learning
systems in their organizations obviously consider it more
important than those who have. On the contrast, regardless the
respondents who have e-Learning systems in their
organizations or not, they do not significantly differ in the
attitudes toward other remaining factors.

9. Conclusion

9.1 New Findings

The following represents the new findings of this
investigation. They are gathered from the results of chi-square
test, factor analysis and t-test.




@ Results of Chi-Square Test

The results of chi-square test indicate that the majority of the

respondents who have e-Learning systems in their
organizations are mainly from industries. Most of the
respondents who have not e-Learning systems in their

organizations also have not experiences of implementing
e-Learning systems.

@ Results of Factor Analysis

From the results of factor analysis, only the two factors in
barriers have reliabilities lower than 0.4 which indicates low
internal consistencies. However, the other five factors have
reliabilities higher than 0.7 which represents high internal
consistencies.

® Results of T-Test

When examining the results of t-test, the respondents who
have not e-Learning systems in their organizations emphasize
more on “Cost and Unawareness” than those who have.
However, whether the respondents have e-Learning systems in
their organizations, they do not have significant different
attitudes toward the other six factors which are “Immaturity”,
“Training  Effectiveness”, “New Revenues”, “Vendor
Consideration”, “Success” and “Challenge”.

9.2 Contributions

The following represents the seven contributions of this
investigation. They are approaches and considerations,
advantages and disadvantages of e-Learning systems for
e-Business, elementary concepts and understanding, useful
information, examples of benefits, where corporations stand
and references from other e-Learning stakeholders

@ Basic Approaches and Considerations

There are some basic approaches and considerations
proposed to help the corporations who are just getting started
with the implementations of e-Learning systems for e-Business.

@ Advantages and Disadvantages of E-Learning Systems for
E-Business

It advises the decision makers what the advantages and
disadvantages are. They shall balance from the situations they
choose, and avoid the failures from other people’s experiences.
Different stakeholders shall know their own responsibilities and
jobs.

® Elementary Concepts and Understanding

The elementary concepts and understanding about the
implementations of e-Learning systems are introduced. It also
gives a good e-Learning guide and roadmap. No matter the
reader is a beginner or an expert, this paper can enrich his / her
e-Learning knowledge.
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@ Useful Information

All the analytical results in the study provide useful
information on how the respondents rate on all the critical
factors proposed. The information leads corporations to have a
successful e-Learning system for e-Business.

® Benefits

If corporations know respondents’ attitudes toward the
barriers, barriers are easier to be solved. By knowing the
reasons for implementation, corporations can propose a sound
e-Learning project. The results of vendor consideration can aid
to choose an appropriate one. The rates of success and
challenge factors undoubtedly give strong evidences for a better
e-Learning system.

® Where Corporations Stand

With a clear understanding of these results, corporations
know where they stand. Furthermore, they can setup
corresponding strategies and objectives which lead them to a
smooth implementation of e-Learning system for e-Business.

@ References from other Stakeholders

The vendors of e-Learning solutions can figure out what
end-users emphasize the most when choosing suitable vendors.
Different stakeholders shall consider all the perspectives. By
doing so, they can understand what others feel toward a better
implementation of e-Learning systems for e-Business.

9.3 Limitations
There are five points of limitations must be acknowledged.
All of them are listed and explained in the following. They are

time, manpower, demographic, response rate, validity,
flexibility and reliability limitations.

® Time and Manpower Limitation

Due to the limited time and manpower, there are still spaces
for further investigation.

@ Demographic Limitation
Most of the respondents came from Hsin Chu Science Park

and National Chiao Tung University, so the results are limited
to these areas.

® Response Rate and Validity
As people tend to dislike questionnaires, thus a low sample

size is gathered. Furthermore, the conditions under which the
questionnaires are finished cannot be controlled.

@ Flexibility



Questionnaires are less flexible and therefore required more
preliminary thought and preparation for their structures and
contents.

® Reliabilities of “Cost and Unawareness” & Immaturity”

They are both under 0.4 which mean that their internal
consistencies are low. Therefore, in the future study, new test
items shall be developed.
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Abstract

A subsampling based watermarking scheme has
been investigated for digital images in this study. The
algorithm utilizes the wavelet multi-resolutional
structure and subsamples the individual subband
coefficients in order to embed the watermark
information respectively. The extracting procedure
reverses the embedding operations without the
reference of the original image and provides a better
copyright protection scheme. Compared with the
similar approach by discrete cosine transform based
approach, the wavelet based algorithm apparently
preserves superior image quality and robustness under
various attacks.

1. Introduction

The usage of the Internet has become ubiquitous
and everyone feels it is the indispensable part of the
future business communication. Since the digital data
could be easily transmitted, duplicated and modified,
the copyright protection of the intellectual property of
the sensitive or critical digital information is an
important legal issue globally. Recently, we have seen
the trend of the studies in digital watermark for audio,
image or video data since the techniques provide the
essential mechanism for the ownership authentication
[1-2].

Image watermarking is the process of inserting
hidden information in an image by introducing
modifications to its pixels with the expectation of
minimum perceptual disturbance. According to Cox et
al [3]'s analysis, watermark should have the following
characteristics: unobtrusiveness, robustness,
universality and unambiguousness. Cox’s approach is
to select a fixed number of highest magnitude DCT
coefficients and randomly perturbed. Therefore the
watermark is placed to the perceptually significant

components of the image. Even though the method is
quite robust against several known manipulations, the
main weakness is the original image must be present
for watermark recovery.

Recently, the pursuit of a scheme that doesn’t need
the original image during watermark recovery has
become a topic of intense research [4-5]. This is partly
due to the practical issues, like the fact that the
watermark recovery process can be simplified without
the comparison with the original image which is
generally not available. Chu [6] developed a DCT-
based scheme and took the advantage of the random
perturbation of the DCT coefficients from the
subimages obtained by sub-sampling the original
image. It has been shown that by employing different
modifications to the DCT coefficients pertaining to
different subimages, it is possible to recover the
watermark without comparison with the original image.

However, the image perceptual quality tends to be
considerably corrupted by the block noises as the slight
changes of the DCT coefficients. The subsampling
operation can also produce the meshed noise which is
usually apparent to the observers. For this reason, the
watermark strength should be appropriately controlled
while inserting the watermark into the image. Hence,
we modify Chu’s [6] method by using DWT instead of
DCT to reduce the influence of block noises upon
inserting watermark and adjust the watermark strength
for better robustness.

In this paper, we focus on the comparison of DCT
and DWT-based image watermarking algorithms by
using subsamplimg. Section 2 begins with the
discussion of DCT and DWT-based image
watermarking algorithms using subsampling; section 3
provides the experimental results and analysis based
on various attacks. Finally, section 4 discusses the
possible weaknesses and enhancements of the image
watermarking algorithms mentioned in this study.
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Figure 1. (a) Subsample “Lena” image into four sub-images. (b) The watermarks are inserted at HL3, LH3, and HH3
band respectively with pair of subimages. (c) The test image is subsamples into four subimages, and the subimages are
transformed via DWT. The watermarks are then inserted at HL3, LH3, and HH3 band respectively with pair of subimages.
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2. Algorithms

The algorithms we introduced are modified from
Chu’s [6] method. Instead of using DCT, we are using
DWT for the transformation. At the embedding stage,
the following steps are performed to achieve the
subsampling-based watermarking scheme:

The first step is to decompose the original image
into four subimages through subsampling. As shown in
Figure 1(a), given the image v[n,,n,], m =0,
N:-1, n, =0,---,N, —1, then

vi[ng, np]=v[2n,,2n,],

v,[n, n,]=v[2n, +1, 2n,],

v,[n,, n,]=v[2n,, 2n, +1],

v,[n, n,1=v[2n, +1, 2n, +1] 1)

for n,=0,---,N,/2-1, n,=0,---,N,/2-1 are the
subimages obtained by subsampling the image v.
Since the sub-imagesv; ’s are highly correlated, it is

expected that v; ~v;, for i= j. This is indeed the
case in practice for many images of interest.

After the subsempling, the subimages are
transformed via DWT to obtain the sets of coefficients
Vi[n;,n,]. Wavelet transform can be constructed
under various decompositions. Generally, pyramidal
decomposition is widely used in many signal
processing applications and Figure 1.(b) has shown
the decomposition structure.

The watermark embedding sequenceW[n], n=0,
---, N =1 consists of N samples drawn from a random

source with standard normal distribution (zero mean
and unit variance) and with N the watermark length.

In our scheme, one pair of coefficients from two
different subimages situated in the same DWT domain
location is used to insert one watermark sample. Figure
1(c) shows that after 3-level wavelet decomposition,
the watermarks are inserted into HL3, LH3, and HH3
band respectively. For the sake of determining a
watermark insertion order sequence, we have to decide
where each pair of numbers is associated with one
watermark sample. An example sequence is (1, 2,
HL3 ), (3, 4, LH3), (3, 1, HH3), (4, 2, HL3), (3, 2,
LH3), (4, 1, HH3),---,and so on, which indicating the
two subimages (1, 2, 3, or 4) to be used to code the
particular sample of the watermark and following the
subband order HL3, LH3 and HH3 consecutively.

The watermark insertion order sequence can be
fixed, or generated as a random sequence. Four
consecutive numbers in the sequence must be different,
S0 as to ensure that the watermark is inserted to pairs
of different subimages. Since the number of possible
order sequences is huge, a person with no knowledge
of the exact order sequence can not recover the
watermark in a reasonable amount of time.

When the pair of coefficients as V; and V; are
selected, the following operations are performed:

V:(Vi +V;) @)

2
if Vi~Vile 3
v |26 (3)




Figure 2. The original test image “Lena.”

Figure 3. Watermarked version of “Lena” with n=3000,
«a =1.0 via DWT using subsampling.

then we don’t modifyV; andV; ; otherwise, watermark
is inserted with:

Vi'=V(1+aW),
V,'=V (- aW) )

In (4), DWT coefficients of the watermarked sub-
images are denoted by Vi' and V;'. The positive

constant « is known as watermark strength control
variable, the choice of « is a tradeoff between image
distortion and detection accuracy. Finally, the four
watermarked subimages are transformed via inverse
DWT and used to compose the image. Figure 2 and 3
shows the original test image “Lena” with 512*512
image size and the watermarked image via DWT with
watermark length n=3000 and watermark strength
control variable « =1.0.

At the decoder stage, the input image Iis
decomposed and transformed via DWT in the same
way as the approach at the encoder. The decoding
steps are decomposing the image into four subimages
through subsampling, transformed via DWT, and
recovering the watermark.

In order to recover the watermark, the same
watermark insertion order sequence is required to
determine which pairs of DWT coefficients are
selected. Representing the recovered watermark as
W'[n] and each selected pair of coefficients as U; and

U, the following operations are performed:

_Ui+U))
Yt ©
if ‘Uiaui > 6ax (6)

then we set W'=0; otherwise, the recovered water-
mark can be calculated as

. 1(Ui-U;
W_a(Ui+Uj] (7)

To verify the threshold accuracy of (3) and (6), a
reasonable assumption is that W|<3 since W has a
standard normal distribution. To guarantee this
condition, the recovered watermark magnitude can be
truncated to +3. From (2), (3) and (4) can calculate:

ViV, VY
Vet ®)

2 2
and ‘VV;V" =[2aW| = 2aW| < 6a ©9)

therefore, assuming that the input is the watermarked
image, the decoder can replicate the exact threshold
verification procedure as the encoder, sinceU =V'.
Under noiseless condition, the inserted watermark
samples can be recovered exactly, where W'~W .

3. Experimental Results

Given the original watermark order sequence W and
the recovered sequence W', a distance measure can be
established to access the closeness between them. The
similarity between two watermarks can be evaluated
by a number of ways. Here we use the same similarity
measure as proposed in [3], denoted by sim(W,W")
that if W and W' are statistically independent,
sim(W,W") has a standard normal distribution. Then,
if W' is created independently from W then it is
extremely unlikely that sim(W,W") >6. Therefore, we
can identify whether W' was the original W by a valid
detection that sim(W,W") < 6. Note that slightly
higher values of sim(W,W") may be required when a



Table 1. SNR of watermarked images with watermark length n=3000 and strength ¢ =1.0 under various attacks. Scheme-1 is
Cox’s [3] DCT-based watermarking into the perceptually most significant spectral components of the image; Scheme-2 is Chu’s
[6] method of DCT-based watermarking using subimaging; Scheme-3 is DWT-based watermarking using subimaging we

proposed.
Spatial Attacks
; Smoothing Sharpening
Test t ked . . . .
Methods (Seizfgigf wa ?r:]rggg ¢ filter (3*3 filter (3*3 Gaussian Histogram
averaging Laplacian noise equalization
mask) mask)
Scheme-1 pepper 45.734 25.921 15.699 14.277 15.833
(Cox, DCT-based) Lena 45,736 31.800 19.745 14.376 18.961
' baboon 44.929 14.563 6.083 13.474 14.837
Scheme-2 pepper 5.885 10.534 0.985 5.499 5.809
u, -based, ena . . . . .
(Chu, DCT-based L 6.149 11.471 1.151 5.718 6.040
using subsampling) baboon 6.568 10.876 0.992 5.992 6.436
Scheme-3 pepper 25.329 25.500 10.719 13.980 15.516
(DWT-based, Lena 30.142 31.503 14.416 14.350 19.556
using subsampling) baboon 23.213 14.541 5.398 13.044 14.381
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Figure 4. Similarity against low-pass and high-pass filter radius. Where o =1.0 was used in Scheme 1 and 3; « =0.1 was
used in Scheme 2, and the sim =6 threshold is measured. For blind watermarking method, DWT-based watermarking using
subsampling performs better effects than DCT-based subsampling method.

large number of watermarks are embedded in the
image.

According to formula (9), the difference image
reveals that DCT-based watermarked image’s
significant amount of energy is located in the mid to
high frequency regions. However, DWT-based
watermarks are generally located at the highest
magnitude DWT coefficients at HL3, LH3, and HH3
from the experiments.

In order to prove the performance of the method we
proposed, we used three watermarking inserting
schemes to test several well know images like Lean,
pepper and baboon with 512*512 image size and the
same watermark length and watermark strength.
Scheme-1 is Cox’s method that needs original image to
detect the watermark that is simulated and plotted for
comparison; Scheme-2 and Scheme-3 are both using
subsampling method without comparison with the
original image. As shown in table 1, the signal-to-
noise ratio (SNR) of watermarked images under
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Figure 6. Similarity measures as a function of SNR via
DWT using subsampling (Scheme-3). The similarity and
watermark length show the direct proportion. When the
watermark strength increases, the similarity remains
keepina on a hiah plane.

Figure 5. JPEG quality comparison with different approach.
watermark strength in (a), the DWT-based watermarking using subsampling is not as robust against JPEG, and hence using
strong watermark strength in (b), it performs quite well under JPEG attack.
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Figure 7. Similarity measures as a function of SNR via
DCT using subsampling (Scheme-2). It has a tendency
that the similarity will drop off, when the watermark
strength increases getting beyond the limit.

various spatial attacks is present.  As similarity
threshold is 6, the Scheme-3 we introduced has quite
well robust against of smoothing filter, Gaussian noise
and Histogram equalization than Scheme-2 that via
DCT.

For frequency attack filtering, we see how the
average similarity measure is affected under low-pass
filtering and high-pass filtering in Figure 4. Scheme-3
gets better robust than Scheme-2 in low-pass and high-
pass filtering attack, and has excellent robust against
high-pass filtering. As threshold sim =6 is measured,

Scheme-3 can resist low-pass and high-pass filtering
attacks and satisfy human perceptually acceptable
quality.

Figure 5 shows how the similarity measure is
affected under JPEG attacks with different watermark
strength. We found that at the low watermark strength
(i.e. Figure 5(a), « =0.1), Scheme-3 we introduced is
not as robust against JPEG coding, but the similarity
measure remains better than DCT-based Scheme-2
using subsampling. Nevertheless, it performs quite



well under high watermark strength (i.e. Figure 5(b),
a =4.0) condition. From the plot, Cox’s method is
better which generally is the case for private
watermarking. In many of the applications, original
image are not unavailable for comparison. The
observation of the image quality for Scheme-3 and
Scheme-2 approach under JPEG attack is generally
coincided with the testing values. But the Scheme-3
approach almost results better similarity measures than
Scheme-2 approach.

By increasing the watermark length and the
watermark strength, it is possible to increase the
similarity. Figure 6 shows experimental results where
six values of watermark length N are used to insert a
watermark via DWT to the “Lena” image. It is
observed that in general, small or no additional image
degradation is introduced by lengthening the
watermark. Thus, the length of the watermark can be
extended if improvement in similarity measure is
desired. Also, by lengthening the watermark while
lowering the watermark strength, it is possible to
maintain the same level of similarity measure while
bettering image quality. Then, to compare with
inserting a watermark via DCT (See Figure 7), it has a
tendency that the similarity will drop off, when the
watermark strength increases getting beyond the limit.
So using DWT instead of DCT can reduce the
influence of black noises upon inserting image
watermarking with high watermark strength.

4. Discussion and Conclusion

In this study, we have shown the subsampling based
watermarking scheme for digital images. The
watermarking detection is performed without the
comparison with the original image. The algorithm
utilizes the wavelet multi-resolutional structure and
subsamples the individual subband coefficients in
order to embed the watermark information. Compared

with the similar approach for discrete cosine
transformed coefficients, the wavelet based approach
apparently preserves superior image quality and
robustness under attack. Further investigation for
different attacks and image quality evaluation is on the
way and apparently shows very positive results.
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