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Power Delivery Network Analysiswith
Hierarchical Model Order Reduction Techniques
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The increase in the complexity of VLSI (Very Large Scale Integrated) chips, and the
decrease in the feature size of chips demand large metal resources for the power delivery network.
The number of wire segments will be over one billion in nanometer designs. This causes the
designing and verifying of the power delivery network to become a challenging task. The inferior
design of the power distribution network can degrade the circuit performance, noise margin, and
reliability.

To ensure the design quality of power delivery, extensive transient power grid simulations
need to be performed to analyze the power delivery fluctuation. However, due to the large size of
power delivery network, the traditional circuit simulators, such as SPICE/HSPICE, do not
perform well and often take days to complete the full simulation and need many gigabytes of
memory space. Hence, in order to facilitate the design of large scale power grids, it is crucial to
develop an efficient transient simulation engine for the power delivery network analysis. In our
previous research, we utilized the hierarchical analysis and model order reduction techniques to



develop a hierarchical passivity preserved interconnect macro modeling engine for the power
delivery network. The computation load of this method is independent of the number of sources.
This engine not only considers the self inductances, but also includes the effect of mutual
inductances. However, this method neglects any electric coupling between different circuit blocks
when it performs the hierarchical decomposition. Therefore, it might reduce its accuracy. In the
first year, the goal of this project isto consider the coupling at the boundaries of different
sub-circuits to approximate the coupling effects, and study and develop more advanced model
order reduction methods to speed up the analysis.

Keywords Power/Ground Network, Power Delivery Network, Hierarchical Analysis, Model
Order Reduction

With the UDSM (Ultra Deep Sub-Micron) technology, several features of today's chips
(‘higher operating frequencies, larger number of transistors, smaller feature size and lower power
supply voltage) have pushed the power delivery noise analysis onto the designers list of high
priority concerns [1~4]. Basically, the power delivery noise consists of IR drop, Ldi/dt drop and
resonance fluctuations. The IR drop has been widely discussed and extensively studied in the
literatures [5~8]. Due to the roaring clock frequency, increasing current consumption, and even
the clock gating feature, Ldi/dt noiseis quickly emerging as another power fluctuation concern
[6]. Power delivery noise causing the power voltage to deviate from the ideal value can severely
degrade the performance and even make the gate function erroneously. Therefore, the extensive
analysis of RLC/RLKC (resistance, inductance, mutual inductance, and capacitance) power
delivery system isrequired to ensure them to meet the target performance and reliability goals.

Generally speaking, one of the major difficulties for the power delivery analysisis size
explosion. Tens of millions of devices and parasitics are required to be modeled and simulated
over along time period. However, it is computationally expensive to simultaneously simulate all
transistors with the power delivery structure. To enhance the simulation speed, it has been
proposed to decouple the power delivery structure simulation and transistors simulation [6]. First,
the current profiles of transistors can be estimated by the current extraction methods. After that,
the power delivery network can be modeled as a suitable RLC/RLKC circuit attached by current
sources. In thisway, the ssmulation can be effectively done since there are fewer elementsin the
circuit, and aRLC/RLKC circuit can be ssmulated with one LU-decomposition. However, due to
the large size of linear circuit, traditional circuit simulators, such as SPICE/HSPICE, do not
perform well and often take days to complete the full simulation and need many gigabytes of

memory space. For this reason, the hierarchical simulation technique has been applied by [6] to



speed up the power delivery network simulation.

The MOR (Model Order Reduction) technique is another efficient way which can be utilized
to speed up the circuit analysis [8], and has been widely studied and improved over the last
decade [5, 9~11]. Starting from AWE (Asymptotic Waveform Evaluation) [9] to PRIMA
(Passive Reduced-order Interconnect Macromodeling Algorithm) [11], MOR techniques have
been successfully extended to consider the inductance effects with reasonable accuracy. Later, an
extended Krylov subspace method, EKS (Extended Krylov Subspace) [5], has been developed to
simulate large scale power delivery circuits with many PWL (Piece Wise Linear) current sources.
To resolve the source waveform modeling issues, EKS need to perform the moment shifting
procedure to recover the proper moments. In [12], we proposed an improved EKS (IEKS) method
such that it did not need to perform moment shifting for the source waveform modeling, and
established a novel hierarchical power delivery macro-modeling methodol ogy which integrated
the multiple-port Norton equivalent theorem with the MOR algorithm to generate compact and
accurate models and achieved significant runtime improvement. We not only considered the self
inductance, but also included the effect of mutual inductance in each sub-circuit. The
computation load of this method isindependent of the number of sources.

In the first year of this project, we will continue to study and develop more advanced and
reliable MOR methods to speed up the analysis. Since our previous method neglected the electric
coupling between different circuit blocks when it performed the hierarchical decomposition, it
might introduce extra errors during the analysis. We will include the coupling at the boundaries
of different sub-circuits to approximate the coupling effects.

The power delivery network can be modeled as a RLC/RLKC circuit attached by many
current sources as illustrated in Figure 1. For ssimplicity, we do not show the mutual inductances
in Figure 1. This RLC/RLKC circuit model can be represented as a set of MNA (Modified Nodal
Analysis) equations,

Gx(t)+C ¥t) = Bu(t), 1)
where X(t) represents the vector of MNA variables consisting of nodal voltages, inductor source
currents, and voltage source currents, u(t) denotes the vector of port voltage sources and internal
current sources. G is the conductance matrix, C is the susceptance matrix, and B is the input
selector matrix mapping the sources to the internal states. Equation (1) can be transformed to the
s-domain by the Laplace transformation,

GXx(s)+sCx(s) = Bu(s). 2
The goa of model order reduction techniques is to generate an analytic model which is a
compact description of the origina circuit by matching its moments or poles. First, both sides of
Equation (2) can be expanded to their Taylor series around zero frequency,
(G+sC)(Mp+mys+mps™+ ) = B(Ug+lsS +pS+ ), 3)
where my and u; are the i, moment of x(s) and u(s) respectively. After that, each unknown
moment my can be represented by the source moments (Ui’ s) as the following iterative equations,
Gmy =Bup (4)



Gm + Cm_y = By, ®)
Then, abasis matrix V is constructed by mp, my, , mk-1, where K isthe order of the circuit after
reduction. Finally, the congruent transformation is used to transfer the original circuit to the
reduced circuit. We combined the hierarchical analysis with the above procedure to speed up the
analysis of power delivery system in our previous work. Please refer to [12] for the detall
discussion.

In the following two subsections, first, a possible approach is proposed to consider the
coupling at the boundaries of different sub-circuits during the hierarchical analysis. After that, a
more reliable moment matching methods by using the multipoint expansion technique will be
proposed to perform the model order reduction for each sub-circuit.
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Figure 1 Modeling of Power Delivery Networks



A. Hierarchical Analysiswith Considering the Mutual I nductances

Since the order of RLC/RLKC power grid model is very high, the hierarchical analysis
utilizes the technique of divide-and-conquer to efficiently and quickly analyze the power delivery
noise. In this subsection, we will apply the FM (Fiduccia Mattheyses) algorithm [13] to divide
the original system into two blocks by minimizing the effect of mutual inductances between these
two blocks. We can also extend the proposed methods to partition a circuit into multiple blocks.

Given aRLC/RLKC power gird model, we first transfer this model into agraph G (V, N),
where N isthe set of nets, V isthe set of wire segments, and the number of wire segmentsisC
(IVI=C). Each wire segments ¢ consists of resistance, capacitance, self inductance, and mutual
inductance, or current source, or voltage source. Then, we apply the FM algorithm to divide the
set V into two subsets V1, V2 and optimize the cost. In order to consider the effect of mutual
inductances between different blocks, we need to modify the gain function g(i) in [13] of each
wire segment ¢;.

Let F(i) and T(i) be the From_block and To_block of the iy, cell ¢ respectively, 1<i < C.
The gain g(i) resulting from the movement of the i, cell ¢ from block F(i) to block T(i) is defined
as,

g(i) =a* GN(i) + B * GM(i), (6)
where the GN(i) is the number of cut nets reduced after moving ¢; to To_block, GM(i) isthe
effective ratio of mutual inductances decreased after moving ¢; to To_block. The al1[0,1] isthe
weighting factor relative to the cut net, BJ[0,1] is the weighting factor relative to the cut mutual
inductance, and a + 3 = 1. With adjusting the values of a, and 3,we can make a trade-off between
the size of cut set and the total effective ratio of mutual inductances between different blcoks.

The definitions of GN(i), and GM(i) are
GN(i) = FS(i) — TE(i).”

FS(i) = the number of nets connected to ¢; and not connected to any other wire segment in

the From_block F(i) of c.

TE(i) = the number of nets that are connected to ¢; and not crossing the cut.
GM(i) = TM(i) — IM(i).

TM(i) = the sum of the ratio of mutual inductances between From_block and To_block to the

self inductance of ¢..

IM(i) = the sum of the ratio of mutual inductances inside the From_block to the self

inductance of c;.

After partitioning, a suitable model order reduction is applied to each sub-circuit. But before
we start to reduce the order of each block, the mutual inductances between any two blocks need
to be eliminated. A method of diagonal compensation of matrix entriesis applied to eliminate
those mutual inductances. That is, for a matrix, the off-diagonal entries of a matrix may be
ignored if they are relatively small to their corresponding diagonal terms. We can view that there
isaweak connection between them and add the off-diagonal entries to the diagonal without
sacrificing too much accuracy.

Since the goal of our partition algorithm is to minimize the weighted sum of cut size, and the
ratios of mutual inductances between any two blocks, we can apply the concept of diagonal



compensation method of matrix entries to add the mutual inductances to their relative self
inductances across the interfaces of different blocks. The window search concept is applied to
speed up the procedure of diagonal compensation. We consider the wire segment which the
distance between it and the ports is less than the window size, and add their cross-block mutual
inductances to the corresponding wire segments.

Finally, we can continue our hierarchical anaysis of each partition blocks without the
cross-block mutual inductances since we have aready minimized them and added them into their
relative wire segments.

B. Multipoint Expansion Technique

In our previous research, we expanded the input sources and the output variables with
Taylor seriesat s= 0, and matched their moments with the source moments. This would be
adequately accurate when there are only slow changing input sources, and for the low frequency
components of the circuit response. In order to have better accuracy for higher frequencies, we
need to consider the moments at different frequencies. We can expand the Taylor series at
different frequencies, match the moments, and map the origina system to a simplified system.
Instead of calculating a set of high order moments at a single expanded frequency, we calculate
many low order moments at different expanded frequencies. By this way, we can have more
reliable numerical characteristic and more accurate result. Let’s expand the Taylor seriesat s= s,
where 5 is the desired frequency. By setting z=s— S, and plugging thisinto Equation (3), we
have
[(G+sC)+2C] (Mo + M Z+me 2+ ) = B(Up+ U Z+ U 2+ ). )
With the similar procedure presented in [12], we can also prove that the -14 and -2,4 order
moments are all zeros for any finite time PWL source waveform expanded at any arbitrary .
Therefore, we do not need to perform moment shifting for the source waveform modeling as well
as[12]. Furthermore, the procedure of source moment calculating shown in [12] can aso be
applied to Equation (4) since they have the same representation. The recursive relationship
between adjacent moments can be derived as
(G+ sC) Eo = BEO 3 (8)
(G+sC)mi +Cmia =Bu; 9
Using the similar way as shown in [5], the above recursive moment matching procedure can
be described as the following algorithm.

Algorithm |EKS Moment Matching Algorithm((s,, K), p=0,1,2,...,L-1)
I* (sp, Kp): the pair of expanded point s,, and its target expanding order K, */
N = O(number of bases)

for p=0:L-1

bo:Bao, Eo:[G‘FS)C]_lbO, aozll‘ﬁb, y, =a,m

N++;

fori=1:Ky-1



i-1 _
Ken = (G + spc)—l{ l] a,Bui - Ccri-ly_1+N}

i-1+N

VHN = yi+N - zhuN,nyn ! Where hi+N’n = J,/\nyiJrN

n=

if

y..|<error _tolerance, break;
else
O’i =1/ 7|+N ! PH—N :arui.»fN
N++;
endif
endfor

In this report, we have utilized the technique of multipoint expansion to match the
moments at several desired frequencies. We believe that this method will be more reliable
and more accurate. Currently, we are implementing this method via C++ language, and
investigating how to choose the suitable values of expanded frequencies (desired

frequencies).

We aso have proposed a procedure of hierarchical analysis of power delivery system
with considering the mutual inductances. One another possible approach can be donein the
following way. It is possible to consider the coupling after those reduced circuits have been
built since we know the projection vectors and we can use superposition method to handle
thisissue. We can add the boundary couplings (ports to ports) back to approximate the
coupling effects when we integrate those reduced blocks. We will realize the above ideas as

soon as possible.
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