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and recent advances in optical Wavelength Division
Multiplexing (WDM) and wireless technologies
brings about fundamental changes in the design and
implementation of the next generation networks. The
next challenge in wireless communications would be
to reach high transmission rate under high mobility.

The main objective of thisintegrated project is the
provision of the basic transport and QoS guarantees
over metropolitan optical and wireless access
networks interconnected via opticad metro core
backbone networks. There are 4 subprojects in the
integrated project. Subproject 1 is responsible for the
design, analyses, and testbed construction of packet-
directly-over-WDM metro core networks; Subproject
2 focuses on the systematica design of an
error-correcting code that can a the same time
equalizes channel effect, and bit-wise soft-decision
decoding for the prevailing symbol-based modulation
scheme for future high speed transmission; Subproject
3 ams at the design and analyses of optical access
networks including OBS-based optical transport with
QoS guarantees, traffic grooming, and Ethernet over
Passive Optical Network (EPON) and finaly
Subproject 4 then investigates QoS enabling
technology under a high mobility wireless
environment, in an attempt to smoothly support the
seamless real-time multimedia streaming.
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Optical Circuit Switching (OCS), Quality-of-Service
(QoS), Medium Access Control (MAC), Wireless
Access Networks, Traffic Grooming, Ethernet over
Passive Optica Network (EPON), Error Correcting
Coding, Encoding and Decoding.



The ever-growing demand for Internet bandwidth
and recent advances in optical Wavelength Division
Multiplexing (WDM) and wireless technologies
brings about fundamental changes in the design and
implementation of the next generation networks. To
support end-to-end data transport, there are three types
of networks: wide-area long-haul backbone network,
metropolitan core network, and local and access
networks. First, due to steady traffic resulting from
high degree of multiplexing, next-generation
long-haul networks are based on the Optical Circuit
Switching (OCS) technology by simply making
relatively static WDM channel utilization. Second, a
metropolitan core network behaves as transitional
bandwidth distributors between the optica Internet
and access networks. Unlike long-haul backbone
networks, metro networks exhibit highly dynamic
traffic demand, rendering static WDM channe
utilization completely infeasible. Finally, access
networks are responsible for providing bandwidth
directly to end-users. Two most promising
technologies have been optical access and wireless
access networks, respectively. Due to superior
performance of fiber optics and tremendous

bandwidth demand, providing broadband access and
services through optical access technology becomes
indispensable. Finally,
new

regarding wireless access

networks, the demand of wireess

communications in recent years inspires a quick
advance in wireless transmission technology.
Technology blossoms in both high-mobility low-bit-
rate and low-mobility high-bit-rate transmissions.
Apparently, the next challenge in wireless
communications would be to reach high transmission
rate under high mobility.

The main objective of thisintegrated project is the
provision of the basic transport and QoS guarantees
over metropolitan optical and wireless access
networks interconnected via optical metro core
backbone networks. As shown in Figure 1, Subproject
1 (PI: Prof. Maria Yuang) is responsible for the design,
analyses, and testbed construction of packet-directly-
over-WDM metro core networks; Subproject 2 (PI:
Po-Ning Chen) focuses on the systematical design of
an error- correcting code that can at the same time
equalizes channel effect, and bit-wise soft-decision
decoding for the prevailing symbol-based modulation
scheme for future high speed transmission; Subproject
3 (PI: Prof. Chung-Ju Chang) aims at the design and
analyses of optical access networks including OBS-
based optical transport with QoS guarantees, traffic
grooming, and Ethernet over Passive Optical Network
(EPON) and finally Subproject 4 (PI: Prof. Y. C.
Chen) then investigates QoS enabling technology
under a high mobility wireless environment, in an
attempt to smoothly support the seamless real-time
multimedia streaming.
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Figure 1. Relationship between sub-projects.



In this subproject, we have proposed a new
Optical Coarse Packet Switching (OCPS) [1]
paradigm for OCPS mesh-based metro core networks.
Combining the best of OPS [2-4] and OBS [5-10],
OCPS advocates the enforcement of manageable
traffic control and engineering to redize
bandwidth-on-demand on sub-wavelength basis while
circumventing OPS limitations. Based on OCPS, we
have constructed an  experimental  optical
IP-over-WDM network testbed, referred to as
OPSINET, as shown in Figure 2. OPSINET consists
of three types of nodes-edge routers, optica
lambda/fiber switches (OXCs), and Optical Label
Switched Routers (OLSRs). To facilitate traffic
engineering, OPSINET is augmented with an
out-of-band  Generalized  Multiprotocol Label
Switching (GMPLS) [11] control network. In sequel,
we focus on QoS burstification control of OPSINET.

The QoS burstification control of OPSINET is
performed by a QoS-enhanced traffic control scheme,
called (y ,t)-Scheduler/Shaper, wherey and t are the
maximum burst size (packet count) and maximum
burst assembly time, respectively. Essentialy,
(y ,t)-Scheduler/Shaper is a dual-purpose scheme. It is
a scheduler for packets, abbreviated as
(y ,t)-Scheduler, which performs the scheduling of
different delay class packets into back-to-back bursts.
On the other hand, it is a shaper for bursts, referred to

Optical Data
Plane

as (y,t)-Shaper, which determines the sizes and
departure times of bursts.

To provide delay class differentiation, for IP
packet flows designated with delay-associated weights,
(y ,t)-Scheduler performs packet scheduling and
assembly into bursts based on their weights and a
virtual window of sizey . The Scheduler exerts simple
FIFO service within the window and assures weight-
proportional service at the window boundary. The
scheme, as will be shown, provides different classes
of 99% delay bound guarantees.

To provide loss class differentiation, (y ,t)-Shaper
facilitates traffic shaping with a larger burst size (y)
assigned to a higher priority class. To examine the
shaping effect on loss performance, we analyticaly
derive the departure process of (y,t)-Shaper. The
aggregate packet arrivals are modeled as a two-state
Markov Modulated Bernoulli Process (MMBP) with
batch arrivals. Analytical results delineate that (y ,t)-
Shaper yields substantial reduction in the Coefficient
of Variation (CoV) of the burst inter-departure time.
The greater the burst size, the more reduction in the
CoV.

Furthermore, we  conduct  network-wide
simulations to draw loss performance comparisons
between OCPS and JET-based OBS [6]. Simulation
results demonstrated that, due to the near-far problem
[12], OBS undergoes several orders of magnitude
increase in packet loss probability for Class H traffic
particularly under a smaller burst size. As opposed to
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Figure 2. OPSINET network architecture.



OBS, the in-band-controlled-based OCPS network
was shown to provide invariably superior packet loss
performance for a high priority traffic class, enabling
effective facilitation of loss class differentiation.

The main difficulty for high-bit-rate transmission
under high mobility is on the tracking of the fast
time-varying channel characteristic due to movement.
Different from other researches who mostly focus on
enhancing the accuracy of the channel parameter
estimation and equalization, this project aims at a pure
channel-coding approach [13], i.e.,, to combine the
channel estimation and equalization into channel code
design.

The project of the first year are to develop and
examine the design rule of equalizer codes in a
time-varying multi-path fading environment [14], and
to derive the soft bit metric of symbol-oriented
high-speed modulation. Both aims have been achieved
inthisyear.

In addition, we demonstrated a low-complex
suboptimum metric prediction approach and verified
the performance of our soft bit metric by simulation
based on |IEEE 802.11 a/g standard [15,16]. In the
first part, i.e., the part of equalizer codes design, our
result will be verified by ssimulations in next year. If
the BER approximate the performance of ML decision

[17], it can considerably reduce the decoding
complexity. We aso compare it with other known
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Figure 3. (y ,t)-Scheduler/Shaper system architecture.

suboptimum ML approach, such asLVA [14].

There are many scheduling approaches for EPON
based on dynamic bandwidth alocation (DBA)
[18-21]. We have finished six scheduling mechanisms
for the EPON network, and made the comparison of
the system performance during specific traffic.

We designed the linear prediction algorithm to
improve the bandwidth utilization and minimize the
packet delay of the EPON system. The linear predictor
effectively improves some efficiency of the utilization
when the system approaches high traffic loading. To
achieve the goal of fairness [22], we proposed
QLP-LQF and QLP-EQL scheduling algorithm. The
fairness of packet delay and packet blocking
probability can be taken into account simultaneously.

Experimental result shows that the packet
blocking probability fairness index and packet delay
fairnessindex of data service. The LQF [23] and EQL
scheme can achieve better performance in packet
blocking probability fairness, but lose packet delay
fairness. On the contrary, the QLP scheme [24] has
better fairness in packet delay, but weak in packet
blocking probability. If we consider these two indexes
together, i.e. overal farness index, the hybrid
schemes would be better than LQF, EQL and QLP
scheme.

We will continue the project according to the
results of this year. In the study of AON MAC layer
protocol and scheduling, we will study the ITU-T
ASON/ATON, and PON standards; discuss the
service priority of AON architecture; simulate the
bandwidth utilization and packet delay of
AON/EPON networks; enhance the DBA scheduling
algorithm.
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In the enhanced prediction-based scheduling
algorithm [25] for EPON, we will check the EPON
final standard to our simulation model; make a new
traffic control mechanism to meet the IEEE 802.3ah
[26] requirements; develop a new LAN traffic pattern
for the self-similar traffic [27-29]; apply the optimum
traffic pattern to the smulation programs to get the
optimum results; enhance the effective prediction
algorithm to improve the minimization of packet
delay and maximization of bandwidth utilization.

The subproject is performed with three objectives:
first, the design of IP routing mechanism to support
fast handoff; second, location management of mobile
hosts; and third, handling of the fast handover. In this
year, we develop a new handover scheme named
“Speedy Handover” to enhance the performance of
wireless handover. The proposed scheme makes use
of IEEE 802.11 [30] RTS/CTS exchanging messages
to quickly detect the movement of mobile nodes. It
can improve the performance of traffic transmission
during the handover period.

During handover period, packets for the mobile
node maybe lost in its old foreign agent (FA), because
it will attach to another new FA and has detached
from the old one. We want to keep these packets and
forward them to the mobile node. However, when to
buffer and to forward packets are critical issues.

In our scheme, we use RTS/ICTS messages
exchange between FA and the mobile node to detect if
the mobile node still attaches to the FA or not. The
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Figure 5. Predicted-based scheduler architecture.

RTS/CTS messages exchange is an important method
for solving hidden terminal problem in IEEE 802.11.
When a FA wants to send a data packet to a mobile
node, it sends a RTS message. Upon receiving aCTS
message from the mobile node, the FA starts to send
data packets. Since RTS/ICTS messages are short,
high frequent transmitted, and less affected by random
loss, thus we can use them to detect the mobile node
movement.

When a FA have send RTS for three times but not
being responded by the mobile node, we can infer that
the mobile node has left. It is a good time point to
start buffering the packets for the mobile node. The
time when the old FA starts forwarding packets for
the mobile node is another target that we want to
derive in this work. It is the critical issue of how long
the mobile node can not receive any packets from
begins of the handover.

In Speed Handover as shown in Figure 5, if there
are some packets for the mobile node, the old FA will
detect the mobile node by RTS/CTS messages. If no
CTS returns, the FA buffers the incoming packets for
the mobile node. After the mobile node reaches the
new FA and the new FA detects the new coming
mobile node. The new FA will issue a “request to
forward” message to the old FA and then the old FA
will forward the packets that buffered for the mobile
node to the new FA.

We evaluate the proposed scheme with network
simulator [31] and have the following observation.
Comparing with the origina mobile IP mechanism,
Speedy handover features a fewer number of packet
losses and a shorter handover period. The simulation
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Figure 6. Messages flow of Speedy Handover scheme.



results demonstrate the effectiveness of the proposed
scheme.
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