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This research studies the application of pitch
and time-scale modification to hear-
ing-impaired speech enhancement. The basic
strategy is a sinusoidal analysis-synthesis sys-
tem that models and modifies the amplitude
and phase contributions of the vocal cord ex-
citation and vocal tract. The rate of articulation
was changed by time-scale modification in
accordance with the dynamic time warping.
We aso proposed a VQ-based approach to
modeling the modification of prosodic features
extracted from the pitch contour by orthogonal
polynomial transform. Results of perceptual
evaluation indicate that the proposed system
can improve the quality and intelligibility of
hearing-impaired Mandarin speech.
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