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Design of Algorithms with Applicability and Effectiveness for
Solving the Wafer Probing Scheduling Problem (WPSP)
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Abstract

In the wafer probing factories, the jobs
are clustered by their product types, which
must be processed on groups of identical
parallel machines and be completed before
the due dates. The job processing time
depends on the product type, and the machine
setup time is sequentially dependent on the
orders of jobs processed. Since the wafer
probing scheduling problem involves
constraints on job clusters, job-cluster
dependent processing time, due dates,
machine capacity, and sequentially dependent
setup time, it is more difficult to solve than
the classical parallel machine scheduling
problem.

To solve the wafer probing scheduling
problem (WPSP) in a short time, we transfer
the wafer probing scheduling problem
(WPSP) into the vehicle routing problem
with time windows (VRPTW) and develop
the savings and insertion algorithms with




applicability for solving the WPSP quickly.
We proposed nine algorithms for solving
WPSP, based on the concept of network
transformation, and the computational results
of these nine algorithms are provided on four
testing problems including one real-world
WPSP case. The performance comparison
of these nine algorithms on four testing
problems reveals that the optional choice of
gither ~ matching-based  algorithm  or
matching-based with compound-savings
algorithm proposed in this research, shall
lead to relatively good schedule performance
in the problems with due dates or job-cluster
characteristics.

Besides, to ensure the solutions obtained
from the algorithms being close to the
optimal solution, we formulate the WPSP as
an integer programming problem to minimize
the total machine workload. With the help
of integer programming software (Cplex), we
can derive the optimal solution for WPSP.
However, since the computation time relates
to the system parameters of Cplex, we
investigated the best combination for
parameters setting to shorten the computation
time for solving the optimal solution. We
implement the depth-search strategy by
choosing the most recently created node,
incorporating with the strong branching rule
causing variable selection based on partially
solving a number of sub-problems with
tentative branches to find the most promising
branch. The implementation thus allows us
to set various limits on the number of
memory nodes so that feasible solutions may
be obtained efficiently within reasonable
amount of computer time.

Keywords: Wafer probing, Parallel-machine
scheduling, Sequence-dependent setup time,
Algorithms, Integer programming
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