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Feature Selection for Neural Classifierswith Application to

Operation M anagement
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Abstract

Feature selection is one of the major

tasks in classification problems. The main
purpose of feature selection is to select the
essential features used in the classification
while maintaining an acceptable
classification accuracy. Moreover, neura
networks emerged as an attractive aternative
to pattern classification. The simplified
structure of neural networks can improve the
interpretability and predictability of the
network. That is to say, reducing the
dimensions of the feature space can reduce
the computational complexity and may
increase estimated performance of the
classifiers.

In this project (the first year), we
propose a genetic algorithm (GA) based
neural method for feature selection. Three
neural network models, back-propagation
network (BPN), radial basis function (RBF),
and learning vector gquantization (LVQ) are
employed in the proposed approach for
discussion.

Keywords. Feature selection, genetic
algorithm, neura network
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The classification problem involves
multi-dimensional information systems used
to determine which item belongs to what
class out of a set of possible classes. A
number of variables stored in the
multi-dimensional data sets are sometimes
caled features. Unfortunately, numerous of
potential features considerably impact the
efficiency of the classifiers, such as the
k-nearest neighbor, C4.5 (Quinlan, 1993) and
back-propagation classifier. Most of these
features are either partialy or completely

irrelevant or redundant to the classified target.

It is not known in advance which features
will  provide sufficient information to
discriminate between the classes. It is also
infeasible to classify the patterns or objects
using all of the possible features. Feature
selection is one of the maor tasks in
classification problems. The main purpose of
feature selection is to select the features used
in the classification while maintaining an
acceptable classification accuracy.

Various algorithms have been used for
feature selection in the past decades.
Narendra and Fukunaga (1977) introduced
the branch and bound algorithm to avoid the
cost associated with searching through all of
the feature subsets. Later, Foroutan and
Sklansky (1987) introduced the concept of
approximate monotonicity and used the
branch and bound method to select features
for piecewise linear classifiers. Siedlecki and
Sklansky (1989) integrated the genetic
algorithm (GA) with the k-nearest neighbor
(KNN) classifier to solve the feature
selection problem. The GA plays the role of
selector to select a subset of features that can
best describe the classification performance
evauated using the KNN classifier. In this
work, we employed the idea from Siedlecki
and Sklansky (1989) and compared the
feature selection classification performance
using neural network classifier.

The GA is a powerful feature selection
tool, especially when the dimensions of the
original feature set are large (Siedlecki et al.,
1989). Reducing the dimensions of the
feature space not only reduces the

computational complexity, but it also
increases estimated performance of the
classifiers. Kudo (2000) presented three
versions of the feature selection. These three
problem types result in specific objectives
and different types of optimization. The first
problem version involves determining a
subset that yields the lowest classifier error
rate. This version of the problem leads to
unconstrained combinatorial optimization in
which the error rate is the search criterion.
The second problem version involves seeking
the smallest feature subset that has an error
rate below a given threshold. This version
leeds to a constrained combinatoria
optimization task, in which the error rate
serves as a constraint and the number of
features is the search criterion. The third
problem version involves finding a
compromise objective between version one
and version two by minimizing the penalty
function. In this work, we will focus the
proposed method in the second problem
version.

The proposed GA-based feature

selection approach is similar to the KNN-GA
approach developed by Siedlecki and
Sklansky (1989) in the literature. In the
KNN-GA approach, given a set of feature
vectors of the form X={x;, X5, ..., X3}, the
GA produces a transformed set of vectors of
the form X'={ wix, WaXo, ..., WXt where w;
is aweight associated with feature /. A KNN
classifier is used to evaluate each set of
feature weights. This algorithm introduces a
binary masking vector along with feature
weight vector on the chromosome. Using the
GA optimization technique, this algorithm
can efficiently search for the optimal solution,
the maxima classification accuracy or
minimal classification error rate.

The proposed GA-based feature
selection method is summarized as follows:
Phase I : Training the neural networks
Step 1: Collect a set of observed data.

Step 2: Divide the data into training and test
data sets.

Step 3: Set the training parameters (such as
learning rate, momentum, etc).



Step 4. Train the different neural network
structures.

Step 5: Choose a trained network with the
highest accuracy rate and remember the
weights between the layers.

Phase I1: GA optimization process

Step 1: Initidlize the GA chromosome
(assigning 1 to each binary node in mask
vector along with the weights obtained from
step 5 on phase)

Step 2: Set the GA operating conditions (e.g.
generation size, population size, crossover
rate and mutation rate).

Step 3: Use the input data to obtain the initial
solution.

Step 4. Repeat steps 5-8 until a stopping
condition is reached.

Step 5: Calculate the output value by entering
the input data sets and mask vector into the
trained network (obtained from step 5, phase
).

Step 6: Transfer the output value to a class
label.

Step 7. Calculate the classification accuracy
rate by comparing the target with the class
label.

Step 8: Select, crossover and mutate the
chromosome according to the fitness function
(equation 3.1).

Step 9: Obtain an optimal subset of input
variables based on the binary mask vector
(denoted by "1") and weights between the
layers

Phasell1: Testing process

Step 1: Find the test data.

Step 2. Apply the data to the trained
GA-based neura classifier from step 9 in
phasell.

Step 3: Obtain the classification results.
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This project proposed a novel GA-based

algorithm that integrated the GA selector and
neural network classifiers for feature

selection. In this work, the GA searched for
near-optimal solutions for the subsets in the
feature space. The proposed method can
preserve the accuracy using the best subset of
features instead of using all of the available
features. This agorithm can improve the
performance because it can eliminate noisy
and irrelevant features that may mislead the
learning process. The results demonstrated
that the LVQ-GA outperformed the BP-GA
and RBF-GA algorithms in both examples
because of its learning algorithm and neural
network  structure. The classification
performance also shows that the proposed
method is robust and effective in a
multi-dimensional data system.

The above research results have been
submitted for publication in /nternational

Journal of Systems Science.
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