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This paper analyzes the uplink capacity of a
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frequency hopped CDMA system with spectrum
sharing between a hot spot microcell embedded in
an overlaying macrocell. We invedtigate how
frequency hopping can function together with
power control in order to dlow the same
frequency spectrum b be shared between the
two tiers in the CDMA hierarchica cdlular
system. We consider random frequency hopping
(RFH) and dynamic frequency hopping (DFH)
combined with three power management methods:
1) sgna strength based dynamic power control
(PC), 2) dtatic power setting with different
maximum transmit power constraints (SPS), and
3) no power control (NPC). Through analysis and
smulation, we demonstrate that when employing
either the SPS or the PC methods, frequency
sharing with DFH outperforms frequency sharing
with RFH in terms of system capacity. Both
frequency sharing schemes provide larger
capacity than splitting frequency band between
macrocells and microcells. However, without
usng any power management methods, only
frequency sharing with DFH can ill perform
better than the frequency splitting approach. In
some cases frequency sharing with RFH may
even have lower capacity than frequency
olitting.

K e y w o Higlashica cdlular system (HCS),
random frequency hopping (RFH), dynamic
frequency hopping (DFH), frequency split (FS),
and power control (PC).
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Abstract

This paper explore the advantages of using
directiona antennas for TDD-CDMA systems to
support the asymmetric traffic. Because the
intercell interference may degrade system
capacity, many dot dlocation agorithms are
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proposed to avoid cross dot interference for
omni-directional cellular system. These algorithms
typically require a globa control on the
transmission direction in each time dot.
Apparently, this requirement substantialy limits
the capability of TDD system to enable different
rate asymmetry in different cells.

Instead of considering omni-directiona
antennas, this paper proposes to use the tri-sector
celular architecture with three directiond
antennas employed at each base station. We
andyze the interference of this kind of
TDD-CDMA system using directiond antennas
and find that the directivity of directional antenna
provides an additiona degree of freedom in
alocating dot resource. This advantage enables
the TDD-CDMA system to support asymmetry
uplink and downlink traffics with different rate of
asymmetry among neighboring cells.

K e y w o Tinoe Bivison Duplex (TDD),
CDMA system, Asymmetric Services,
Interference Analysis.



CDMA

()’

An Analytical Framework for Capacity and Fairness Evaluation in High
Speed Wireless Data Networks

NS@02 2 1E0 0-9 6 8

91 8

(propagation path
(shadowing)
(fading)

loss)

(scheduling)

Abstract

This paper presents an anaytical framework
to evaluate the downlink capacity and
fairness performance for high speed wireless data
networks from both the physicad layer and the
network layer perspectives. From the physica
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layer standpoint, we take into account of
propagation loss, log-norma shadowing and
Nakagami fading. From the network layer
perspective, we modd different scheduling
policies and the impact of nonuniform traffic
intensity of mobile users into our framework. We
andyze the joint effects of radio channd
impairments, nonuniform traffic intensity and
scheduling agorithms on the downlink capacity
and fairness performance of wireless data
networks based on the developed framework.
Our results suggest that it is crucial for wireless
scheduling dgorithms to consider not only the
radio channel impairments, but aso the traffic
intendity distribution in the whole network.

K e y w o &tedsling agorithm, capacity and
fairness, nonuniform traffic intensity
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Abstract — This paper analyzes the uplink
capacity of a frequency hopped CDMA system with
spectrum sharing between a hot spot microcell embedded
in an overlaying macrocell. We investigate how
frequency hopping can function together with power
control in order to allow the same frequency spectrum to
be shared between the two tiersin the CDMA hierarchical
cellular system. We consider random frequency hopping
(RFH) and dynamic frequency hopping (DFH) combined
with three power management methods: 1) signal strength
based dynamic power control (PC), 2) static power
setting  with different maximum transmit  power
congtraints (SPS), and 3) no power control (NPC).
Through analysis and simulation, we demonstrate that
when employing either the SPS or the PC methods,
frequency sharing with DFH outperforms frequency
sharing with RFH in terms of system capacity. Both
frequency sharing schemes provide larger capacity than
splitting frequency band between macrocells and
microcells. However, without using any power
management methods, only frequency sharing with DFH
can dill perform better than the frequency splitting
approach. In some cases frequency sharing with RFH
may even have lower capacity than frequency splitting.

Keywords: Hierarchical cellular system (HCS), random
frequency hopping (RFH), dynamic frequency hopping
(DFH), frequency split (FS), and power control (PC).

|. INTRODUCTION

How to improve system capacity is always an
important issue in wireless networks. Deploying
hierarchical cellular system (HCS) is one of the
solutions to increase system capacity. In
hierarchical cellular systems, macrocells are
responsible for extending coverage area, while the
microcells are aimed to serve the areas with high
user density. To make both macrocells and
microcells share the same frequency is a
challenging task because the mutual interference
exists between macrocells and microcells.

In this paper, we examine how frequency
hopping can reduce the interference between the
two tiers in hierarchical celular system, with
sharing the same spectrum between macrocells and
microcells. In [1], one can see that the design of
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90-2213-E-009-068, and MOE Program for Promoting Academic
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frequency hopping pattern have severe impacts on
system capacity. In this paper, we will compare
three frequency utilization schemes: 1) frequency
sharing with random frequency hopping (RFH)
[1-2], 2) frequency sharing with dynamic frequency
hopping (DFH) [1-2], and 3) frequency split (FS).
Furthermore, we will evaluate the effect of three
different transmission power management methods
on system capacity, including 1) no power control
(NPC), 2) static power setting with different
maximum transmission power constraints (SPS),
and 3) power control (PC).

The purpose of this paper is to determine the
uplink capacity of a hierarchical CDMA frequency
hopped cellular system with three frequency
utilization schemes and three transmission power
managements by analysis and simulation. In [3],
one can see that the system capacity of a HCS with
RFH is less than that of a HCS with frequency
splitting. In this paper, we will show that if
frequency hopping patterns are designed more
carefully, sharing all available frequency spectrums
between macrocells and microcells can have larger
system capacity than splitting the spectrum. We also
propose a simple power management method by
setting the user terminal’ s transmission power to the
two different fixed values at the macrocell and the
microcell. This simple static power setting approach
can have the same performance as dynamic power
control in frequency hopped CDMA system in
terms of capacity.

The rest of this paper is organized as follows.
Section 1l describes propagation model, traffic
model, frequency utilization, and transmission
power management methods. In Section IIl, we
analyze system capacity. Section IV shows the
simulation and analytical results. In Section V, we
will give our conclusions.

Il. SysTEM MODEL
In this section, we describe the system model
including propagation model, frequency utilization,
and transmission power management methods.



A. Propagation Model

We usually characterize wireless cannels by
path loss, shadowing, and fading. Path loss is a
function of the distance between a base station and
a mobile station. The path-loss exponent used in
this paper is four [4]. Shadowing is modeled as a
norma random variable in the dB domain. The
standard deviations of shadowing are set to be 4 dB
for amicrocell and 8 dB for a macrocell [5].

B.  Frequency Utilization

We consider three frequency utilization schemes:

1) frequency sharing with random frequency
hopping (RFH), 2) frequency sharing with dynamic
frequency hopping (DFH) and 3) frequency
splitting with random frequency hopping (FS). We
assume that a base station coordinates al frequency
hopping patterns within a cell, thereby avoiding
intreccell interference. For the RFH scheme,
because its frequency hopping pattern is random,
there is no frequency coordination among cells. For
the DFH scheme, the base station will choose the
frequencies with better SIR quality and use these
frequencies in its hopping pattern. When a base
station manages its frequency patterns, it will avoid
choosing the frequencies that have been used by
other cells. For the frequency splitting scheme,
because a microcell uses different frequency
spectrum from a macrocell, there is no inter-cell
interference  between the microcell and the
macrocell.

C. Transmission Power Managements

We discuss three mobile station transmission
power management methods in this paper: 1) no
power control (NPC), 2) static power setting (SPS),
and 3) power control (PC). For the NPC method, all
mobile stations transmit the same power, no matter
if a mobile station belongs to a microcell or a
macrocell. In this case, we set the transmission
power to be the power level that is required at the
cell boundary with consideration of a shadowing
margin. For the SPS scheme, the static power level
of the macrocell user is different from that of the
microcell user. Specificaly, the transmission power
of a microcell user is usualy less than that of a
macrocell user because the distance from a mobile
terminal to a microcell base station is usually
shorter than that to a macrocell base station. For the
PC scheme, al the mobile terminals in a cell have
the same received signal power at the serving base
station by adjusting its transmission power to
compensate path loss and shadowing.
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Figure 1: The considered hierarchical cellular
system.
1. ANALYSIS

To andyze the performance of frequency
hopped CDMA systems, there are two important
issues. One is the expected value of frequency
collisions, and the other is the signal-to-interference
of the collided frequencies.

A. Average Frequency Collisions
1) Random Frequency Hopping (RFH)

For the RFH scheme, there is no intra-cell
interference in each cell, but there dtill exists
inter-cell interference. We can find the expected
value of frequency collisions for the RFH scheme

asfollow:
wgor [ () (32
::m%,M} o pr i M —i (1)
i=max{0,u+M~T} T * T
/u M [}
where u denotes the number of the microcell mobile
stations, and M denotes the number of the macrocell

mobile stations. The symbol T denotes the total
number of available frequencies.

E[N

frreq.collision ] =

2) Dynamic Frequency Hopping (DFH)

For the DFH scheme, frequency collisions occur
when the sum of microcell users and macrocell
users is greater than the total available frequencies.
Denote the number of the frequency collisions as
l‘col]ision- Then

u+M-T | when u+M >T
)

l('ol[ixian =

, otherwise



whereu, M, and T are defined in (1).

3) Frequency Split (FS)

In the FS scheme, there is no inter-cell
interference because a microcell and a macrocell
use different frequencies.

B.  Average SIR in dB

Now, we analyze the probability that the
received SIR is less than the required SIR threshold
(denoted as SIR_T) when a frequency collision
occurs. First, we find the expected value of SIR in
decibels considering only path loss. Second, we
incorporate log-normal distributed shadowing and
view SIR as another log-normal distributed random
variable. Third, we find the probability of SIR that
islessthan SIR_T.

1)  No Power Control (NPC)

Denote C as the transmission power of a mobile
station including path loss and shadowing margin.
Then, C can be written as

4 4
szax{k%}[*s,&;]*s}*% 3
u M !
where R, and R,, denote the radii of a microcell and
a macrocell, respectively; S denotes the required
received power; H, and H, denote the antenna
heights of a microcell and a macrocell; and M,
denotes a shadowing margin. We express the
desired signal Ps and interference P; at a microcell
base station as follows:

C
P :—*Z (4)
g (x2+yz+h#2)2 !
and
C

((v—D)2+w2—i-hﬂz)2*l4 )

where C is the transmission power defined in (3), D
denotes the distance between a microcell base
station and a macrocell base station, (x,y) and (v,w)
are the positions of a microcell mobile station and
that of a macrocell mobile station, respectively. The
microcell base station and the macrocell base
station are positioned a (D,0) and (0,0),
respectively. The symbol, y, is a shadowing
component with standard deviation of 4 dB. Then
we can get the expected value of SIR as follow:

wR—x Rw—v
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TABLE |
THE SHADOWING STANDARD
DEVIATION OF SIR FOR THE CONSIDERED CASE

NPC SPS PC
Microcell 42 42 4.5
Macrocell 82 82 45
where  ¢p (( -Df +w+h, 2)2 )
e (x +y +hﬂ)2
For the NPC scheme, the SIR at a macrocell can be
expressed as
SIR _ ((x+D)2+y2+th)2 (8)

M .NPC 2
(vz +w’+h,

By replacing the SIR,npc in (6), we can get the
average SIR with different transmission power
management methods.

2) Static Power Setting (SPS)

Denote SIR ,sps and SIR,; sps s the received SIR
in amicrocell and that in a macrocell with the static
power setting (SPS) scheme, respectively. Recall in
Section |1 that the SPS scheme results in different
maximum transmission power levels for microcell
users and macrocell users. Then SIR,sps and
SIR);sps Can be expressed as

2
SIR =((V_D)2+W2+hﬂ2) *HM *(R/’j‘l (9)
u.SPS ( 2 2 2 ) H R
X“+y +hy) " M
and

2 2 2P g 4
SIR s = (L) &5 +sz L2, *[RMJGO)
(V2+W2+hM ) HM R;z

where H,,, H,, Ry, and R, have been defined in (3).

3) Power Control (PC)

For the PC scheme, al the mobile stations
within acell have the same received power at a base
station. Then the SIR at a microcell, SIR, pc, and a
macrocell, SIR,, pc, Can be written as

((V_D)2+W2+h,uz)2*HM

SIR —
(V2+W2+hM2)2 H/I (11)

u.PC =

and

2 2 2
SR,y pe = ((”f) b AL [P
(x +y +hﬂ)2 H,,

C. Impact of Shadowing

Let o5 and o; be the standard deviations of the
log-normal distributed shadowing component of the
desired signa Pg and the interference Py,
respectively. Assume that Py and P; are mutually
independent. Then the shadowing component Pg /




P; can be expressed as another log-normal random
variable with a standard deviation,

Gy =0’ +0,? - The standard deviations of the

SIR with different power control schemes are listed
in Table I. With the standard deviation in Table |
and the average SIR, we can define a new normal
random variable for SIR. Then, the service outage
probability, i.e. the probability of SIR less than
SIR_T can be written by

P[SIR<SIR_T]= % {l+ er/{Wﬂ (13)

where erf(x) = edt, SIR(B) is the

2 J‘ x
Jz o
average SIR, and 0 gy is the standard deviation of
SIR defined in Table |.

D. System Capacity

With the information of the probability of
frequency collision and the probability of SIR less
than SIR_T, we can get the probability of
transmission failure by multiplying these two
probabilities. We define W, as follows:

the system can support «~ microcell

users and M macrocell users with
W,

{uy
0, otherwise.

Note that 7, is related to the collision probability,
the service outage probability, and the failure rate
threshold we will define in Section IV. Then the
system capacity can be approximated as follow [5-6]:

Prob{ Supporting N users successfully}

NN
- Z( ]P/(l— B) Wy 19
©=0 /u

where N is the total number of mobile stations, i is
the number of microcell users, M is the number of
macrocell users, and P, is the probability that a
mobile station is served by a microcell. In this paper,
we require Prob{ Supporting N users successfully }
to be larger than 0.95.

V. NUMERICAL RESULTS
Through simulation, we obtain numerical results
to justify the correctness of the analytical model.
We consider the system parameters of Table Il in
our simulation. Note that we assume mobile stations
are uniformly distributed in each cell [4]. We define
P, asthe probahility that a mobile station appearsin

TABLE I
SYSTEM PARAMETERS

Single microcell and

System single macrocell
Total available frequencies 64
Mobile station distribution Uniform

The probability that a
mobile station appearsin 0.5
the microcell, P,

Distance between the

acceptable quality; 14

microcell and the macrocel | 0.5km
Theratioof macrocell and
. . 10
microcell antennagain
SIR threshold 7dB
Transmission failure rate 0.2
threshold )
The radii of cells microcell macrocel |
0.2km 1km
The antenna
heights 75m 58.5m
The shadowing
deviation standard 4dB 8dB
TABLE 11

COMPARISON OF SIR(dB) WITH
DIFFERENT POWER CONTROL SCHEMES

microcell macrocell
Ana Sim. Ana Sim.
NPC | 30.04 30.04 -3.43 -3.43

SPS 12.08 12.07 14.53 14.54

PC 11.98 11.98 14.64 14.63

the microcell area. For the RFH and DFH schemes,
the microcell and the macrocell share al the 64
frequencies, but for the FS scheme, microcells use
32 frequencies, and macrocells use the other half.
We define packet failure as the event when
frequency collision occurs and its measured SIR is
below SIR_T.

A.  The Expected Value of the Received SIR in dB

Table Il lists the expected value of the received
SIR according to (6)-(12) with consideration of
only path loss. These results will be used later to
calculate the SIR when frequency collision occurs.
For the case without power control, one can find
that the microcell has better SIR than the macrocell.
It indicates that the resource allocation is not quite
fair between microcells and macrocells based on the
NPC scheme.




TABLE IV
SIR OUTAGE PROBABILITY WITH
DIFFERENT POWER CONTROL METHODS

Microcell macrocell
Ana. Sim. Ana. Sim.
NPC | 0.0002 0.0552 0.8216 0.7784
SPS 0.1844 0.3365 0.2527 0.3071
PC 0.2889 0.3346 0.1965 0.2787

B. SIR Outage Probability

Table 1V shows the SIR outage probability
according to (13). From Table IV, one can still find
that the unfairness exists for the case without power
control. The information of SIR outage probability
in Table IV will be used to calculate the system

capacity later.

C. System Capacity

Figure 2 compares system capacity when
frequency hopping and power control are adopted.
One can find that frequency sharing with DFH
performs better than frequency sharing with RFH.
This is because the probability of frequency
collision is lower for the DFH system compared to
the RFH system. Compared to RFH, DFH can
improve the capacity by 196%, 35%, and 35% for
the NPC, SPS, and PC schemes, respectively. With
either SPS or PC, both the RFH and DFH schemes
outperform the frequency splitting case. Without
any power management, only DFH can have higher
capacity then the frequency splitting case, while the
frequency sharing with RFH can even has a lower
capacity than frequency splitting. Noteworthily, a
simple static power setting with different maximum
transmission power constraints is as effective as the
signal strength based dynamical power control,
which can enable the frequency hopped CDMA
systems to share the spectrum in an overlay
structure. The difference between anaysis and
semi-analysis is only in the part of SIR outage
probability. In the analysis method, the SIR outage
probability is gotten from the analysis result of
Table IV, but in the semi-analysis method, the SIR
outage probability is gotten from the simulation
result of the same table.

V. CONCLUSION

We have analyzed the uplink capacity of a
frequency hopped CDMA systems in an overlaying
cellular structure with spectrum sharing between a
hot spot microcell and an overlaying macrocell. We
find that if frequency hopping patterns can be
designed more carefully, sharing all frequency
spectrums between macrocells and microcells can
have larger system capacity than splitting the
spectrum. We also find that combining power

[an] o - m
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Figure2: Comparison of system capacity. | E=1 | oo ysis
=1 | simulation

control and frequency hopping is critical to achieve
the goal of sharing spectrum between microcells
and macrocells in a hierarchicdl CDMA cellular
system.
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Abstract— This paper explores the advantages of using di- usually define the switching point as the boundary between
rectional antennas in TDD-CDMA systems with asymmetric yplink time slots and downlink time slots within a frame.
traffic. In the TDD-CDMA system, asymmetric traffic from 1t 1ha two neighboring cells have different settings on thei
neighboring cells may cause the cross-slot interference, which _ .~ . . . . .
can seriously degrade system capacity. For TDD-CDMA sys- §W|tch|n_g pomts due to different ratlc_)s of upI|n_k and down-
tems with omni-directional antennas, many slot allocation al- link traffic in each cell, then there exist some time slots tha
gorithms have been proposed to avoid the cross-slot interfer- will be used for downlink transmissions in one cell, but for
ence. These algorithms typically require a global control on yplink transmissions in the neighboring cell. In this paper
the transmission direction (either downlink or uplink) in each  \ya ¢a| this kind of interference due to opposite transmis-
time slot. Apparently, this requirement substantially limits the . . . . - .
capability of TDD-CDMA systems to flexibly deliver asym- SION directions as theross-slot mterference._ Figure 1illus-
metric traffic services because every cell can have different trates an example when the cross-slot interference occurs
traffic situations. in the TDD-CDMA system. In this example, time slot 3 is

‘We analyze the interference of the TDD-CDMA system ysed for the uplink transmission in base station A, but it is
with a tri-sector cellular architecture, Where three Q|ret|onal used for the downlink transmission in base station B. Note
antennas are employed at each base station. We find that theth tthe t . fab tation i h hiah
directivity of directional antennas can provide an additional atthe ransmlsspn powe.ro abase station Is muc . \gher
degree of freedom for allocating resources. This advantage than that of a mobile terminal. Thus, the cross-slot inter-

enables the TDD-CDMA system to support asymmetric up- ference will seriously influence performance of the TDD-
link and downlink traffic with different rates of asymmetry ~ CDMA system.
among neighboring cells in the entire system.

Interference

I. INTRODUCTION

ODE division multiple access (CDMA) systems com
prise of two operation modes, namely frequency d
vison duplex (FDD) and time division duplex (TDD). In
FDD-CDMA systems, a pair of frequency bands are use¢
for uplink and downlink transmissions. In TDD-CDMA T - uplink, D - dowenline
systems, the uplink and downlink transmissions are multi-
plexed into time slots on the same frequency band. The keég. 1. An example of cross-slot interference. In this examglging
advantage of the TDD-CDMA system is the capability t8|ot3, base station B causes the cross-slot interferenuelile station 1.
flexibly adjust uplink and downlink bandwidth by allocat-
ing different numbers of time slots [1]. Thus, compared to In the literature, interference analysis for TDD-CDMA
the FDD-CDMA system, the TDD-CDMA system is moresystems has been reported in [2], [3]. In [2], the uplink
suitable for applications with asymmetric traffic, such asterference, including the mobile-to-base and the base-t
Internet browsing, file transfer, etc. base interference, was evaluated for the TDD-CDMA sys-
However, asymmetric traffic from adjacent cells in théem with asymmetric traffic. It is concluded that the base-
TDD-CDMA system may cause tloeoss-slot interference, to-base interference will significantly decrease system ca
which may seriously degrade system capacity. To supp@dcity. In [3], the authors suggested to use a dynamic slot
asymmetric traffic services in TDD-CDMA systems, wallocation scheme to avoid the interference in the TDD-

i
Down
e base station B




CDMA system. However, all the aforementioned works
are concentrated on the TDD-CDMA system with omni-
directional antennas employed at base stations.

To our knowledge, in the context of sectorized cellu-
lar structures, the interference issues in TDD-CDMA sys-
tems with asymmetric traffic, have not been fully addressed
in the literature. In this paper, we develop an analyitical
framework to evaluate the interference of the TDD-CDMA
system with asymmetric traffic and directional antennas.
By employing simple tri-sector base stations in the TDD-
CDMA system, we find that the cross-slot interference can
be restricted within a cell coverage area, thereby provid-
ing the flexibility of setting different switching points &l
the neighboring cells. Our results indicate that by taking
advantage of directivity of sector antennas, an interfegen
resolving algorithm can be developed for the TDD-CDMA
system to support asymmetric traffic services with differen cell 1 cell 2
downlink and uplink traffic ratio in every cell [4]. Fig. 2. Uplink interference scenario in the TDD-CDMA system.

The rest of this paper is organized as follows. In Section
II, we analyze the uplink interference. The downlink in-
terference is analyzed in Section Ill. Numerical results ageciors $, and S, can be written as
provided in Section IV. We give our concluding remarks in
Section V.

Es
I(u) Z G13(d57 es)lom

intra.msov VP Pms
s

xe{11,12} Sy Gx(dsﬂs)l()m
II. UPLINK INTERFERENCEANALYSIS & &
-(Gi3(ds, 05)1010, Gy (ds, 05)1010) dzdy,

Figure 2 shows the uplink interference scenario of the 2

TDD-CDMA system. Without loss of generality, let's take . )
sector S5 of cell 1 as an example. From the figure, ond/NeréGis(ds, 0) is the product of propagation loss and

can find that there are four kinds of entities that will Caus%ntenna gain for sector;§ ¢, is the shadowing compo-

the uplink interference: (1) the mobile stations in the sanfgnt: charactzrizted dbydadGa}uts.sianfégr.ldqmdv?riatélg with
sector of the serving base station, denotedfﬁ}, in  2S70 Mean anc standard deviatiomglds, v 1S deined in

sector $3; (2) the mobile stations in the different sector 01(%)' Wwe nor.mahze. the (_:eII radius t? unltz.g]'\l;hen tkk:_le den-
sity of mobile stations in each cell js= Y3 (nobiles ),

the same cell, denoted ag) in sector 31; (3) the 6_ \unit area

tra-ms_v i - N 1
mobile stations from the neighboring base station, denot%g:]él]der the assumption of hard hand-aff,) indicates that

(w) . ) . e mobile terminal’s transmission power is controlled by
8SLinier_m. IN SECION Sy (4) the base-to-base mterferencethe base station whose pilot signal strength received by the
denoted ag\),, . in the center of cell 2. mobile terminal is the highest.

Assume thafV mobile stations are uniformly distributed
in each cell. Letp,,, be the received power at the base 1, if % <1
station after power control. Then the interference from the (e, f) = 0, otherwise. ©)
mobile stations of the same sector, i.e. sectgy, 8an be
expressed as follows £
In (2), Gi3(ds,05)1010 represents the link gain, and

N/3 Ss.
(u) _ Z Vi p @ Gy (ds,05)1010 represents the factor of power control to
intra-ms AR compensate for the link attenuation in secfy, where

s
. . € {11,12}. For example, iiG13(ds, 05)1010 is smaller
whereu; is the activity factor. x € } P 13( )

Secondly, the interference from the mobile stations dfian G5 (ds,6,)1010, then the mobile terminal is served



by sectorS;,, otherwise it will hand-off to sectaf;3. By wherepy, is the received power at the mobile terminal after
taking average with respect toand¢, in (2), we obtain power control(G13(63) is the receiver antenna gain, afid
is the shadowing component between the two base station

E ([f;‘t)ra . v) = p pms E(V) with zero mean and a standard deviatiorrgf. Note that
ops IS smaller thaw,, ando, because,, is to characterize
Z // G13 d:z:dy, (4) the shadowing component of the transmission path between
xe{11.12} two base stations. Taking average ovef,,, &, and;,, in
(7), we get
The interference from the mobile stations of cell 2, () 20202 )/
1t ., can be written ds E (Imm bs) = PpbsE(U)€" 7o) 2 Gy (03)

+(2rc
GIS(dna en)lom Z G dsa 0

x€{21,22,23}

Ii(sgm‘,ms = vp pmS Z
X€{21,22.23} % 5 @G, (ds, 0 )101% (Gx(ds,93)>
X Sy Vs . Q __X\TeYEsSs ) dlfd , 8
G13(dna9n) ( )

gn 3
. 10 10
'(/)(Gli%(dna en)lo 0 ’ GX(dS’ 95)10 0 ) dmdy (5) where

| . Gy(ds0) \ _ [ e
where¢, and¢,, are Gaussian random variables with zero {2 Grs(dni6n)) ~ Jr
mean and standard deviation @f and o,,, respectively. 133%n, ¥n _

Note that{,, — £ can be approximated by another normal Vot — 101 G (de0.)
distributed random variable with zero mean and a standard Q| o+ Tnt 7 %810 (Gm(dn,en)) dt
deviation of\/o2 + o2 Definen = hi& and take aver- * Os

age with respect to, &, and, in (5). Then we have

C)
E (Iz'(:LLt)er ms) = p Pms B(v)e @ toD/? To get the numerical results of (8), we can apply the Her-
Gra(dn, 0,) mite polynomial method [5]. Recall that for the Hermite
Z // 13 d"’e polynomial method,
x€{21,22,23} s -
In (G (ds,9)> /f exp(—t?) dt = sz i) + Rk. (10)
Gis(dn, 0y,
1-Q 13( ) —nyo2+o0? || dedy,
n/or + o3 . -
Hence, we can computed tk¥-) in (9) by substituting
(6) i 0.
V20,t —101logy, (763132%,93))
whereQ(z) = = [~ e~ /2. f)=Q | osn+ p
The base-to-base interferenfig,t)er_bs, can be expressed (11)
as
) into (10).
Ii::ter_bs =vp pbsGIS(G?’)

IIl. DOWNLINK INTERFERENCEANALYSIS

Now we analyze the downlink interference as shown in
Fig. 3. We also focus on sectofsSof cell 1. From the
figure, one can find that there are five kinds of interference

(Grs(dn, an)lo%,a (ds, 05)10%‘5) dzdy,  (7) ;ources: () t_he signals from the sgme antenna of the serv-

ing base station, denoted ﬁgtm bs IN sector $3; (2) the
IHereatfter, the subscriptandn denote the variables associated withSignals from the neighboring sectors’ antenna of the serv-

the serving cell and the neighboring cell, respectively. &@mple£n is  jp II, den (d) in r he sianal
the shadowing component of the neighboring cell, énis the shadowing gce denoted agmtm bs-v sector S (3) the s g as

component of the serving cell. from the neighboring base station, denoted/ %%

bs
Z GX(QTca 98)10 10
&s
x€{21,22,23} Sy Gx(dsa 09)10T0

r_bs



Id)

“intra_| bs v

intra_ms_v

-A.A‘,ipterf_ered"”

cell 1 cell 2 cell 1 cell 2

Fig. 3. Downlink interference scenario in the TDD-CDMA st Fig. 4. Transmission path geometry.

the serving ceIII can be expressed as

cell 2; (4) the mobile stations from the neighboring sectoorf intrabs.v’
of the serving cell, denoted d§’ tm ms.o IN SECtOr 91; (5) 13
the mobile stations from other cells, denoted%ﬂ ms N (d) G, (d,0)1010
sector $,. Lintrabso = VP Pbs Z - &

For the same antenna of the serving base station, we ex- XL S0 Gy (ds, 05)1010
pressh(”zm bs 85 ®g 5,59(Grs(dn, 9,”)10% , Gy (ds, 93)10%) dxdy.

(14)
(d) Gis(d, 9)10% _ _ :
I o bs = VP Dbs / / bg,, — & Noteworthily, by taking advar_1tage of the seperation of sec-
Sz Gis(ds,0,)1010 tor antennas, the orthogonality factbg_s,, can be a non-

zero value. By taking average with respectidq,,, &, and
tn &o &, we get
: w<G22(dn»9n)101_03G13(d5795)10m)d‘rdyv v 9

12
12) 5 ( 1@ ) - E(,U)en2<a§+a$>/2

intra-bs_v

where®g,, is the orthogonal factor between the codes of . Z / /

the same sectof, < ®g,, < 1. In (12), as shown in Fig. wel1raz) Gx( dS,H

4, d and @ represent the distance and the angle of the in-

terfered mqbile terminald and_dn represent the distar_me By 5,0 ( Gx(ds, 0s) > dady. (15)
to the serving cell and the neighboring cell, respectively. G13(dn, 0r)

And ¢&; is the shadowing component between the base sta-

tion and the interfered mobile terminal, which is a Gaussiar'® downlink interference from the neighboring base sta-
random variable with zero mean and a standard deviationttsi, /. fnt)er ps» CAN be written as

o;. Taking average ovar, &, &, and¢;, we can obtain

i
2, 2, 2 (d) _ GX(d ‘9) 010
FE (I(dg b ) = ppmsE(U)€7’ (05+07)/2 Iznter bs — VP Dbs Z —f
intra_bs x€{21,22,23} Sy G (ds,e) 070
//CI)S G13 d 0) 0 (G13( )) dxdy fn gs
Y G13(ds,05) \ Gaa(dy, 0n) ’ D, 51,0(Gr3(dn, 0,)1010, G, (dy, 0,)1010) dady.
(13) (16)

_ . Because the directivity of directional antenndss,, s, ,
where(2 (-) is the same as in (9). and®g,,5,, can be non-zero values as in (14). However,
The interference from the neighboring sectors’ antennds; should be as small aBg,, in (12). By taking av-

22513



erage with respect to, &,, £;, and¢;, we obtain IV. NUMERICAL RESULTS

E (Igdg \ ) _ ppbsE(v)en2(Jg+Jg)/2 In_ this section, we giv_e some ngmerical results base_d on
unter-bs the interference analysis in Sections Ill and IV. Consider
Z // Gy (d,0) the interference scenario as shown in Fig. 2. &gt= 9
Gy (ds,05) dB, o, = 8 dB, ando,; = 3 dB. The center of cell 1 is set
Sy at(0,0). Letr. be one kilometer, and the center of cell 2
Gy (ds, 05) is at (2 km, 0). We calculate the interference of the TDD-
" Ps, 51502 (W) drd 17 coma system for the cases with omni-directional antennas
and directional antennas.

x€{21,22,23}

wheref) (+) is the same as (9). Figure 5 shows the base-to-base interference for the
For the downlink interference from the mobile station§DD-CDMA system with directional antennas. In this fig-
of the neighboring sector, we exprdégzm_ms_v as ure, points A, B, C, and D stand for the corners of cell 2

in Fig. 2. According to (8), the base-to-base interference
4y 10 is calculated when a mobile moves to different locations
@ P P Z (@~*) 10 within cell 2. The values in the z-axis represent the base-to
intra-ms-v = s base interference levels normalizechtg received at cell 1.
XEULRET S G(ds,05)1010 one can see that as a mobile terminal is located at point A
Es &s of cell 2, the base station of cell 1 will receive the stroriges
-(Gra(ds, 0,)1010, G (ds,05)1010) dody.  (18) pase-to-base interference from cell 2. On the other hand,
) ) ] _ ) if a user in cell 2 is located at points B, C, or D, the base-
whered is the distance between the interfering mobile teg_pase intererence from cell 2 to cell 1 is negligible. By
minal and the interfered mobile, agg; is the shadowing sing directional antennas, the strong base-to-basdenter
component between two mobile terminals. Taking averaggce is restricted in the area of hexagon labeled withsA-

overv, £, andé,, we obtain E-O,-G-O3 as shown in Fig. 2. Hence, the base-to-base
s s o interference can be possibily avoided by coordinating the
E (I§52Ta,ms,v) =p pmsE(v)e (T2 tom:)/2 switching points of only three sectors in the TDD-CDMA
( d‘4) system with the tri-sector cellular structure.
Z //m dzxdy. For comparison, Fig. 6 shows the base-to-base interfer-
xefin2y” g XA ence for the TDD-CDMA system with omni-directional an-

(19) tennas. One can find that cell 1 receives strong base-to-base
interference from cell 2 regardless of the mobile locations

For the interference from mobile stations of the other ceil? C€ll 2. Thus, the base-to-base interference for the TDD-

1'% we can express it as CDMA system with omni-directional antennas will influ-
) ence all the surrounding cells, thereby requiring the dloba
Ems control on the design of switching points within the entire
@ (d~*) 1010 network.
inter-ms = VP Pms Z / [ To verify our analysis , Table | shows the results obtained
X222 5, G (ds,05)1010  from both analysis and simulation. Based on the Hermite
&n & polynomial approach, (6) and (8) can accurately estimate
- (G13(dn, 0,)1010, G (ds,0,)1010 ) dzdy. (20) the interference in the TDD-CDMA system compared to
simulations. Noteworthily, the base-to-base interfeeeisc
Taking average over, &, &, and¢;, we obtain higher than the interference from mobile terminals because
the transmission power of a base station is greater than that
E (Ii(ffzer_ms) = ppmsE(v)e 7o tom)/? of a mobile station.

g Go(d.. In Table I, we show the analytical and simulation results
Z //G((d )O)Q( adde S)> dxdy.  fordownlink interference. The analysis results are olgtdin
x\Ws»y Vs
Sx

G13(dn, 0n) by evaluating (17) and (21). Assume the interfered mobile
terminal be located &i0.4 km, 0). Leto; be 8.5 dB, and

oms be 10 dB. One can see thﬁfffzer_ms is higher than

Note that (13), (17), and (21) can be computed based on ﬁjéﬁmbs because mobile terminals close to cell boundary
Hermite polynomial approach introduced in (10). will introduce a large cross-slot interference on the sggvi

x€{21,22,23}
(21)



base to base interference TABLE |
COMPARISON OF UPLINK INTERFERENCE BASED ON ANALYSIS AND

SIMULATION.
Simulation  7.0999p,,5)
) Analysis  6.9223p,.)

]

Inaccuracy 2.5652%

Simulation  7.6744pys)
I . Analysis  7.4540pp,)

Inaccuracy 2.9571%

e
o
L

o
!

-0.5—

interference (normalize to p,, )

i 1000 TABLE Il
' COMPARISON OF DOWNLINK INTERFERENCE BASED ON ANALYSIS
e AND SIMULATION .
0 w000 yaxis Simulation  158.1143p,,s)
I Analysis  148.776%p,.,)
Inaccuracy 6.2764%
Fig. 5. Uplink base-to-base interference from cell 2 to telldirectional Simulation 30 5988%3)
antenna) . )
i), Analysis  28.9837p)

Inaccuracy 5.5726%

base to base interference

05
TDD-CDMA system with directional antennas can allo-

cate uplink/downlink bandwidth more flexibly than a sys-
tem with omni-directional antennas.

zaxis g4

0.3~
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mobile due to a short distance. By coordinating the switch-
ing points of the three adjacent sectors belowing to three
different base stations, we can avoid the mobile-to-mobile
cross-slot interference for the TDD-CDMA system.

V. CONCLUSION

In this paper, we have developed an analytic framework
to evaluate the interference of the TDD-CDMA system with
directional antennas. Our results imply that the strongbas
to-base interference will be restricted into a small area.
Thus, by coordinating the setting of only three sectors, the
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Abstract— This paper presents an analytical
framework to evaluate the downlink capacity and
fairness performance for high speed wireless data
networks from both the physical layer and the net-
work layer perspectives. From the physical layer
standpoint, we take into account of propagation
loss, log-normal shadowing and Nakagami fading.
From the network layer perspective, we model dif-
ferent scheduling policies and the impact of nonuni-
form traffic intensity of mobile users into our frame-
work. We analyze the joint effects of radio chan-
nel impairments, nonuniform traffic intensity and
scheduling algorithms on the downlink capacity
and fairness performance of wireless data networks
based on the developed framework. Owur results
suggest that it is crucial for wireless scheduling al-
gorithms to consider not only the radio channel im-
pairments, but also the traffic intensity distribution
in the whole network.

I. INTRODUCTION

The demand of delivering the Internet services in the
wireless network is driving the direction of technology
evolution. An obvious influence of the Internet on the
wireless industry is the trend to enhance downlink ca-
pacity because the traffic volume of wireless Internet
services in the downlink is expected to be much higher
than that in the uplink. The focus of this paper is to
propose an analytical approach to evaluate the capac-
ity and fairness performance of the system that uses
the shared channel in high speed downlink transmis-
sions.

Many current industrial standards such as IS-856
[1] and 3GPP R5 [2] have adopted scheduling tech-
nologies combined with adaptive modulation for high
data rate downlink transmissions in a shared channel.
By adopting scheduling policy in a shared channel, a
base station can allocate its resource, e.g. power, to
the user with better channel quality, while postpon-
ing the transmissions of users with poor channel qual-
ity. Combined with adaptive modulation/coding tech-
niques, packet scheduling algorithms can exploit the
variation of the time-varying channels among users to
achieve higher spectral efficiency [3].

The literature survey on wireless scheduling tech-
nologies is summarized as follows. Some previous
works, such as [4], [5], [6], proposed variety of wire-
less scheduling algorithms subject to different QoS
constrains. In [4], [5], the authors extended the fair
scheduling policies for a wired channel to schedul-
ing algorithms for a wireless channel. However, they
adopted a simple two-state channel model, which may
not be able to fully characterize the radio channel
impairments. In [6], the authors presented an opti-
mum packet scheduler under the long-term fairness re-
quirement among users. By simulation, the authors
demonstrated that their proposed scheduler can im-
prove capacity compared with the round-robin schedul-
ing scheme. In addition, some papers in [7], [8], [9]
investigated how to combine other techniques with
schedulers to improve the downlink performance of the
wireless data networks. In [7], the authors proposed to
amplify the multiuser diversity gain by transmitting
the signal through multiple antennas with randomly
varying magnitude and phase. However, the impact
of propagation loss and shadowing was not addressed
in [7]. The authors of [8] demonstrated that one-by-
one time division scheduling scheme in the downlink
DS-CDMA can provide better energy efficiency. In
[9], the simulation performance of applying open loop
and closed loop transmit diversity techniques combined
with schedulers was studied in wireless packet data sys-
tems.

To our knowledge, a generic analytical framework
to evaluate different scheduling policies subject to the
impact of radio channel impairments is lacking in the
literature. Generally speaking, there exists a dilemma
of achieving better system capacity and maintaining
fairness among the users in a resource-sharing envi-
ronment. The challenge for wireless scheduling tech-
niques is to capture the characteristics of fast varying
wireless channels into the scheduling algorithms. In
this paper, we will present an analytical framework to
investigate the downlink capacity and fairness perfor-
mance of wireless data networks from both the physical
and network layer perspectives. Our model takes into



account of radio channel impairments including path
loss, shadowing and fading. Furthermore, we model
the effects of nonuniform traffic intensity and schedul-
ing policies into our framework. This analytical frame-
work is aimed to analyze the joint effects of radio chan-
nel impairments and scheduling policies on the down-
link capacity and fairness performance in wireless data
networks.

The rest of this paper is organized as follows. In
Section I1, we describe our system model including the
radio channel model and traffic queueing model. In
Section III, we derive the performance metrics under
different scheduling disciplines. In Section IV, we give
some numerical results based on our developed model.
In Section V, we provide our concluding remarks.

II. SYSTEM MODEL

We consider a single-cell system as shown in Fig.
1. Two mobile users (denoted as users 1 and 2) are
located in the cell with a distance of 1 and r9 to the
serving base station, respectively. Without loss of gen-
erality, we assume that user 1 is closer to the base sta-
tion than user 2, i.e. 79 > ry.

A. Radio Channel Model

We assume the radio link is subject to propaga-
tion loss, slow-varying log-normal distributed shadow-
ing and fast-varying Nakagami fading. Thus, the com-
posite distribution of the link gain G has the following
probability density function

folo) = /w(@)m‘"mle (-)
= ) \a) Tm TP\ g
1010g10Q n)?
dS)
< 202 ’
(1)
where
n = —10alog;y(r) — Lo;
r distance between transmitter and receiver
in km;

«  path loss exponent;

o  shadowing standard deviation;
Ly path loss at the distance of 1 km;
m  Nakagami fading parameter;

¢ =10/In(10).

According to [10], the composite Gamma-log-normal
distribution can be approximated by another log-
normal distribution with the following modified mean
ne and variance 0. That is,

nG = E [Gap] = —10alogio(r) — Lo + A(m)  (2)

and
og = Var [Gpp| = 0> + B(m) (3)

Fig. 1. The system model where two users are located at the
distance 71 and ro away from the base station.

where A(m) and B(m) are the constants related to the
Nakagami parameter m. For Rayleigh fading, i.e. m =
1, we can obtain A = —2.5 and B = 31. For the fading
channel containing a line-of-sight (LOS) component,
e.g. m =38, we have A = —0.28 and B = 2.5.

Let P; denote the transmitting power of the base sta-
tion and Ny denote the thermal noise power. Then the
received signal to noise ratio (SNR) at the ith mobile
user is

'Yi(ri) = PtG(’I‘i)/NO . (4)

Combining equations (1) to (4), we can model the ith
user’s received SNR ~; as a log-normal distribution
with the following mean and variance:

— Lo+ A(m) + 10log,,(Pt/No)
(5)

a?ﬁ =0+ B(m) . (6)

Ny, = —10alogyg(r;)

and

Assume an adaptive M-ary QAM modulation is
adopted in downlink transmissions when the channel
condition is good. Thus, it is expected that the achiev-
able throughput is proportional to the received SNR.
From [11], the delivered throughput from the base sta-
tion to user 7 is expressed as

T;(vi)

where ¢ = —1.5/1In(5 - BER) is the constant subject to
the bit error rate (BER) requirement.

= logy (1 +cvi) (7)

B. Traffic Queueing Model

Now we apply a two-dimensional birth-and-death
Markov model to incorporate the effects of different
traffic intensity in each user and different scheduling
policies at the base station. We consider a time-slotted
system. The packet arrivals of users 1 and 2 are gen-
erated by independent Poisson distribution with the
average arrival rates A1 and Ao, respectively. Assume
the received SNR by each user is correctly and immedi-
ately sent back to the base station, as shown in Fig. 2.
Then the base station decides to transmit one packet
to user 1 or 2 with full power P; in each time slot.



Let (i, ) denote a system state with ¢ packets in the
queue of user 1 and j packets in the queue of user 2.
Then the state space can be written as

S={(,7)|0<i<K;,0<j <Ky}, (8)

where K7 and K5 denote the queue size of users 1
and 2, respectively. The processing time of one packet
at the base station is assumed to be an exponential
distribution with mean service time 1/u. Since the
downlink transmission of the base station is shared by
these two users in a time division manner, the mean
service time for individual user is reduced. Let 1/8;;
and 1/9;; denote the mean service time of users 1 and
2 at state (4, j), respectively. Thus, we can have

=B + 0 - (9)

If the system is in equilibrium, the whole process
can be modelled as a two-dimensional birth-and-death
Markov chain as shown in Fig. 3. To model the effect
of scheduling policies, we assume the effective service
rate for each user is proportional to the probability of
that user being served. Let f;; denote the probability

that user 1 is served at state (,7). Then
Bij = fiji (10)
and
dij = (1 = fij)m (11)

Referring to Fig. 3, we can obtain the global balance
equation [12] for each state (,7) as

(Bij +0ij + A1+ A2) i = Mimmio1j
+Xomij—1 + Bit1,jTit1,; + 0ijr1Tij+1 > (12)

where 7;; is the steady state probability. In addition,
the state probabilities 7;; have to satisfy the condition

Z m; =1 .

(i,7)€8

(13)

In general, it is difficult to get the closed-form expres-
sion for 7;;. However, it can be solved numerically via
the global balance equation in (12) and the normal-
ization condition in (13). Note that in (10) and (11),
fi; is the probability of user 1 being served, which is
determined according to scheduling strategies.

C. Fairness and Capacity

One of the goals in this paper is to evaluate the fair-
ness and capacity of a high speed wireless data network
with consideration of radio channel impairments. To
begin with, we define F; as the average probability of
user ¢ being served. F; can be obtained by summing
fij over all the possible states. That is,

K, Ko
= E E miifi;

i=1 j=0

(14)

,,,,,,,, SNR: .

A1—> - B [7 user 1
I[D Base station) # h | —
(Scheduler) Channe ~

r— ][] 5[] user 2
”””” SNR,

Fig. 2. The block diagram to illustrate the operation of a
wireless data network.

and
Ky Ki

ZZW” fzg

j=1 =0

(15)

where K| and K5 are the queue size of users 1 and 2,
respectively. In terms of F} and Fb, we can further
assess the fairness performance between the two users
by defining an indicator, i.e.

F=F/F . (16)

Obviously, F' > 1 means that user 1 gets more chances
to receive packets from the serving base station or vice
versa.

On the other hand, we define the capacity as the
average delivered throughput in equilibrium. For an
individual user, the capacity of user i can be written
as

K1 K
Z Z ﬂ'ijfijE[Tl |US€I' 1
i=1 j=0

is served at state (i, j)] (17)

and

BT — 5SS (1 f) BT

j=1 =0
user 2 is served at state (i,7)] , (18)

where T; is the delivered throughput from the serving
base station to user ¢, which was defined in (7). Fi-
nally the total system capacity is defined as the sum
of the delivered throughput to each user from the base
station, i.e.

Tiot = E[Th]) + E[T] . (19)

III. SCHEDULING PoLICcY

In the previous section, we have developed a Markov
model to represent the operation of a wireless data
network. Recall that in the proposed model, the effec-
tive service rate to individual user is proportional to
fij, i.e. the probability of user ¢ being served. In the
following, we will explain how to determine f;; based
on three schedulers considered: the random scheduler
(RS), the greedy scheduler (GS) and the queue-length
based proportional fairness scheduler (QS).



A. Random Scheduler

The random scheduler (RS) assigns time slots to
users in a pseudo random manner. Thus, in the case
with two users, we have

fij =1/2 forall (i,5) € S™ , (20)
where S = {(i,j)|]1 < i < K3,1 < j < Ky} is the
subset of S containing all the states with more than
one packet in both queues. When one of the queues
is empty and the other is not, we assume the user in
the queue will be definitely served. Clearly, the main
advantage of the RS method is that it is unbiased to
any mobile users. However, because neglecting the link
condition in mobile users, the RS method may miss
some chances to deliver more throughput to the user
with good channel quality. Therefore, the RS method
has worse capacity performance compared with other
schedulers.

B. Greedy Scheduler

By contrast, the greedy scheduler (GS) always pur-
sues the maximum system capacity by assigning time
slots to the user with the best SNR. Capacity improve-
ment of the GS is achieved at the expense of sacrificing
the fairness among users. Based on the GS policy, fi;
can be written as

fij = Pr{y1 > v} forall (4,j) € S~ , (21)
where ~y; is the SNR of user ¢ and S~ is defined as in
(20).

Substituting (5) and (6) into (21) and assuming ~;

and 2 are independent, we can simplify f;; as

10«

fo=Q (- omo@) . @)

where Q(z) = [° ﬁe‘ﬂmdt, o is the path loss ex-

ponent, d = ro/r and o = \/07 + 03 + 2B(m). Here
01 and o9 are the log-normal shadowing standard de-
viations of users 1 and 2, respectively; B(m) is defined
as in (3).

C. Queue-Length Based Proportional Fair Scheduler

Unlike the GS policy that places emphasis on the ra-
dio channel condition only, we propose a queue-length
based proportional fair scheduler (QS) that takes into
account of both radio link impairments and the waiting
queue behavior in the base station. According to the
proposed QS, not only the user with better link quality
has a higher priority, but also the user who has longer
length in the waiting queue can increase his priority.
Specifically, for the GS policy,

£ = Pr{ll o <Z>H} for all (i,5) € S~ , (23)
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Fig. 3. Markov chain representation of the wirelss data network
with two users.

where x > 0 is an empirical constant used to raise the
priority of user 2. When the waiting queue length of
user 2, e.g. j = 2, is larger than that of user 1, e.g.
i = 1, the SNR of user 1 has to be 2" times stronger
than that of user 2 for user 1 to get services from the
base station. The QS becomes the same as the GS if
£ = 0. In other word, the QS provides a mechanism
to balance between the system capacity and fairness.
Using the similar way to get (22), we combine (5), (6)

and (23) to obtain
10 i\"
—1 -] d°
o ng{(j) })

IV. NUMERICAL RESULTS

fij =@ (- (24)

In this section, we apply the proposed analytical
framework to give some numerical examples to illus-
trate the effects of user’s locations, nonuniform traffic
intensity and radio channel impairments on the down-
link capacity and fairness issue in wireless data net-
works. The following parameter values are used for
numerical evaluation: P; = 40 dBm, Ly = 128 dBm,
Ng = —100 dBm, a = 4, 07 = 09 = 8, k = 20, and
K = Ky =10.

Figure 4 illustrates the effect of user’s locations on
the capacity and fairness of a wireless data networks
with different scheduling policies. We set A;/u =
A2/p = 1.25. In this example, the location of user 1 is
fixed at r; = 0.3 km away from the base station, while
user 2 varies its location from r; to 671 for investigating
the impact caused by different near-far conditions. In
the figure, we denote d = ro/r1. From Figs. 4-(a) and
4-(b), one can see that the GS has the greatest capacity
advantage at the cost of sacrificing fairness for the far-
ther user, i.e. user 2 in this example. On the contrary,
the RS is the fairest scheduler for any value of d, but



has the worst capacity. As for the QS, it significantly
improves the unfairness when compared with the RS
but without losing too much capacity when compared
with the GS. Therefore, it indicates that the QS can
achieve both high capacity and fairness for a wireless
data network without the impact of the near-far effect
among users.

Figures 5-(a) and 5-(b) show the fairness with re-
spect to each user. They can be used to elaborate the
dynamics behind Fig. 4. From Fig. 5, one can observe
that for GS and QS, user 1 has larger probability to
obtain the packet transmission than user 2 when d > 2.
Moreover, a user closer to the base station is capable of
receiving higher data rates thanks to adaptive modu-
lation. As long as this user has high traffic demand for
downlink transmission, a large difference of achievable
throughput between the near and far users occurs for
the GS and QS as shown in the next Fig. 6.

Figs. 6-(a) and 6-(b) show the capacity of users 1
and 2 for different scheduling policies with different
near-far conditions among users. When d > 2, the
system capacity is used mainly by user 1. This ob-
servation can also explain why the system capacity in
Fig. 4-(b) is less sensitive to the location of user 2 for
both GS and QS. Consequently, it is concluded that the
capacity obtained by applying the RS becomes much
worse if the users are densely located in the cell fringe.

Figure 7 demonstrates the effect of nonuniform traf-
fic intensity among mobile users on the system perfor-
mance in terms of capacity and fairness. In this exam-
ple, we keep the total traffic intensity (A1 + A2)/pu =
2.5, but vary the ratio Aa/A;. The locations of both
users are fixed and ro/ry = 3. It is indicated that
a farther user with heavier traffic intensity eases the
unfairness phenomenon caused by different distances
from users to the base station. The improvement of
unfairness is particularly significant for the GS. At the
same time, the capacity obtained by using the GS and
QS decreases as Ay/\; increases. These observations
will be explained shortly in Fig. 8.

Figure 8 shows the impact of nonuniform traffic on
the fairness and capacity for users 1 and 2 with dif-
ferent scheduling policies. From Figs. 8-(a) and 8-(b),
a user with heavier traffic intensity can have higher
probability of being served because the heavier traffic
intensity can increase the utilization of the base sta-
tion. The decrease of F; and the increase of Fs lead to
the decrease of T7 in Fig. 8-(c) and the increase of Th
in Fig. 8-(d), respectively. Because transmitting one
packet to the closer user usually results in higher ca-
pacity than to the farther user, the combined effect by
the decrease of T and the increase of T5 is a decrease
of the system capacity as shown in Fig. 7-(b).

Figure 9 illustrates the impact of radio channel im-
pairments on the system performance in terms of fair-
ness and capacity for wireless data networks with dif-
ferent scheduling policies. We take the curve with

01 = 09 = 8 and m = 1 as the baseline. When the
Nakagami parameter m is changed to, e.g. m = 8, a
fading environment with a strong LOS component, it
is interesting to note that both the capacity and fair-
ness performance degrade for the QS and RS. In the
LOS environment, radio channels have more specular
components than Rayleigh fading so that the SNR of
the farther user has a less chance to exceed that of the
closer user. Hence, the bias against user 2 becomes
more apparent, thereby leading to worse fairness per-
formance. Furthermore, in a channel with strong LOS
components, the probability that a user is served at
the higher peaks of the radio channel is also reduced.
As aresult, the system capacity is reduced with a large
m. We also investigate the impact of shadowing with
01 = 09 = 6. As indicated in the figure, by reduc-
ing the shadowing standard deviation, the performance
becomes worse from both aspects of capacity and fair-
ness. These phenomena can also be explained by the
same arguments as the previous case of LOS compo-
nents.

V. CONCLUSIONS

In this paper, we have developed an analytical
framework to investigate the capacity and fairness in
wireless data networks. The proposed generic ana-
lytical framework can integrate radio channel impair-
ments, nonuniform traffic intensity and scheduling po-
lices into an unified model. From the physical layer
perspective, this analytical framework incorporates the
radio channel impairments including Nakagami fading,
shadowing and path loss. From the network layer per-
spective, our framework can model different schedul-
ing polices, including the random scheduler (RS), the
greedy scheduler (GS), and the queue-length based
proportional fair scheduler (QS). Based on the results
obtained by applying our proposed framework, some
important conclusions can be drawn as follows:

e When all the users in a cell have uniform and
high traffic intensity, the system capacity is used
mainly by those users who are close to the serv-
ing base station. Under such a circumstance, if
the users are located on the cell fringe, applying
the RS policy may have a significant capacity loss
compared with the GS and QS.

o If the users in a cell have nonuniform traffic inten-
sity, the users close to the base station with high
traffic intensity dominate the system capacity. In
a scenario where the traffic intensity concentrates
on a hot spot located in the cell border, the sys-
tem capacity is reduced for both the GS and QS
methods.

o Radio link fluctuations induced by Nakagami fad-
ing as well as log-normal shadowing can improve
both system capacity and fairness performance in
the case of multiple users of which radio link con-
ditions are uncorrelated. System operators can



take advantage of this characteristics to deploy
high speed wireless data network more efficiently.

In summary, our results suggest that it is crucial for
wireless scheduling technologies to consider not only
the radio channel impairments, but also the traffic in-
tensity distribution in the whole network.
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