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The most important thing we have done
in this year is about the pivotal inference.
This contribution is same as the conditional
inference that is a powerful tool for solving
the nuisance parameter problem. Since the
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pivotal quantity is not, in genera, unique (or
even not equivaent) and involve parameter
of interest. Therefore the likelihood function
about the parameter of interest derived from
the pivota quantities will have different
results. The main reason is related to the
inconsistence problem of the conditional
inference. We try to solve this problem from
a differential point of view. And, we find a
good approximation for this problem. From
out point of view. We can find a consistence
result from the pivota quantity. This
contribution may very important in the fied
of statistical inference.

Keywords: pivotal inference, nuisance
parameter problem, likelihood
function, consistence, conditional
inference
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The most important thing we have done
in this year is about the inconsistence of the
pivotal inference. This contribution is same
as the conditional inference inconsistence
problem that is a powerful tool for solving
the nuisance parameter problem but having
some inconsistence results. Since the pivotal
guantity is not, in general, unigue (or even
not in equivaent form) and involve
parameters of interest. Therefore the



likelihood function about the parameter of
interest derived from the pivotal quantities
will have different results. This behavior
confused many people for along time. The
main reason for this problem is related to the
inconsistence problem of the conditiona
inference. We try to solve this problem from
a differential calculation point of view. And,
we find a good approximation for this
problem. From out point of view. We can
easily find a consistence result from the
pivotal quantity. We feel that this
contribution may very important in the field
of statistical inference.
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In many statistica models, a pivota
guantity exists and they have the same
structure as follows. Suppose that we have
I.i.d. samples from a statistical distribution
with parameter (theta,g), and (X,V) is a
minimum sufficient stetistic, where theta is
the parameter of interest and g in G is a
nuisance parameter. Let T (X,V,theta) denote
a pivotal quantity in the model. Then we can
regard the sampling scheme as sampling v
from the margina distribution of V first.
Secondly, we sample t from the conditiona
distribution of t given v. Since, for any fixed
v and theta, T(X,V,theta) is not aways a
one to one transformation of x, the final step
we need to sample x conditioning on v and t.
If (1) in the first step, the margina
distribution of v depends on g only, (2) in the
last step, the conditional distribution of x
given t and v depends on theta only, and (3)
the distribution of t given v depends on theta
only, then we think that the right inference
about theta should be based on the
distribution of t given v and the distribution
of x given v and t. In general, the conditions
(1) and (2) are satisfied in many models. But,
unfortunately, the distribution of t given v
will involve g in most situations. For this
difficulty, we notice that in many models, the
distribution of v given t is a group
transformation model satisfies (N). Therefore,
we clam that v does not provide any
information about t. In other words, we claim
that there should be no difference on the

information about t before observed v and
after observed v. In this sense, the " right”
inference about theta should be based on the
marginal distribution of t and the conditional
distribution of x given t. From the following
subsections, we will see that our average
likelihood function can lead to the right
likelihood in this model, Hencefore, we
assume the statistical models are as described
above, i.e, pivot T exists, (1) and (2) are
satisfied, and the distribution of v giventisa
group transformation model satisfying (N).

In many statistical models, we can find the
pivotal quantities easily, and we use it to set a
confidence interval. On the other hand, when
there exists nuisance parameters, we also use
the density of the pivot to construct a
likelihood function about the parameter of
interest. In this case, if we choose different
pivots, then we will have different likelihood
functions. It confuses statisticians for a long
time about which likelihood we should use to
construct the likelihood function.

Form our results in last section, it gives an
answer about this question. We can choose
any equivalent pivot T, and then use a specia
function to be the likelihood function of
parameter of interest (i.e, different
equivalent pivots will provide the same
answe).

Example 1.

Normal Mean With Unknown Variance

Let X 1,...,X_n be i.i.d. with distribution
N(theta,sigma ~2). We know that theta is
orthogonal to sigma and it is not difficult to
get the likelihood function of the parameters.
If theta is the parameter of interest, by the
result of Hung and Wong (1996), we can
easily to get the likelihood function of the
mean parameter.

In this example (Y,V)=( X, sum(x_i-bar
x)2) is  minima  sufficient  and
T={Y-\theta} /{ sqrt{ V}} is apivotal quantity.
The distribution of V depends on sigma only
and the conditional distribution of V given T
is{sigma*2} [{ 1+nt"2} chi_{n} "2 which
satisfies (N). Also, for each fixed v, T is a
one-to-one function of T, condition (C_1) is
satisfied. For (C_2), U(tvtheta)= sum_y
{partial  t}/{partid theta} P(yjtyv) =
{1} { sgrt{ v} } ,therefore, U(t,sigma{-1}



(2)theta)= {1}/{sgrt Zz}sgrt{sigma}. For
finding the orthogonal nuisance parameter, it
is not difficult to see that (4) and (5) have a
common solution. Hence al the conditions in
above are satisfied.

In many statistical models, we can find the
pivotal quantities easily, and we use it to set a
confidence interval. On the other hand, when
there exists nuisance parameters, we also use
the density of the pivot to construct a
likelihood function about the parameter of
interest. In this case, if we choose different
pivots, then we will have different likelihood
functions. It confuses statisticians for a long
time about which likelihood we should use to
construct the likelihood function. Form our
results in last the section, it gives an answer
about this question. We can choose any
equivalent pivot T, and then use
f T(t)={partid t}/{partid x}|P(x|t,v) to be
the likelihood function of parameter of
interest (i.e., different equivalent pivots will
provide the same answer).
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