FEaps s BuEAE

3 %% 0 NSC91-2213-E-009-057-
HEAHPF91~E08% 0Lp 2 92& 072 31p
HEEE D RN2d A FFn1EE %

ik R CIIREE K=

ek I B e FI: %“}%‘,?‘Kﬁ‘;‘*,%é =

FL A %FEH’FV

WEHE D NAREERFE L WL EF LB

@ﬂ*ﬁri%%?éﬂﬁ;

PooE X R 92&# 5% 237



l2d N S

Tl el

£

g RV R HFL

33+ E2773(2/3)

On randomized computation and quantum computation

(2/3)

34 %5 0 NSC 91-2213-E-009-057

NEH

LA ERY

91#8% 1p292&77 3lP

s e b v FRaeg

—., RXHE

APEE R B HEEEE R h
£ & ;%4 —Kolmogorov complexity, 7 %
AP R 25 8 & Kolmogorov
complexity ehF ¢ k& 2 - £ gtfitm i
FIEEW PR, AEFE A R FAT
C S @e{-ﬁ-mfy PRkA 2 P o .
A F A A, AP IR Kolmogorov
Complexity ¥ Bounded Storage security
02T 5 AR g eDBE B, At AN R - HE
A Ap B R

B3585 : Kolmogorov Complexity -
de-randomization ~ bounded storage
security

Abstract

In the second year of the project, we
study issues on Kolmogorov complexity. We
study derandomization via Kolmogorov
complexity. We study the possibility of
generating pseudo random number from the
incompressible strings. Along the way with
recent developments in bounded storage

security, we find a possible connection to
Kolmogorov complexity. WEe'll investigate
several related issues.

Keywords: Kolmogorov complexity,

bounded storage security ~
de-randomization
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This three-year project targets at
three major topics in computational
complexity, that is, (1) randomized
computation, (2) Kolmogorov complexity
and (3) quantum computation. Recently
there have been many progresses done in
related areas, especially in the
quantum computation. One of the
purposes of this project is to give
interested students in Taiwan
opportunities to experience related
researches, such that the studentswill
have the chance to interact with the
experts in these areas.

Randomized computation is the only



known way for many difficult problems,
such as permanent approximating. BPP is
the class of problems that can be solved
with polynomial time randomized
algorithms with bounded errors. The
“de-randomizing BPP problem” is to
study the feasibility of eliminating
the randomness wused in efficient
randomized algorithms. In other words,
we want to study “if BPP=P?". A key
step for de-randomization is using a
pseudo-random generator, which uses
few truly random bits and generates a
sequence of long strings that can be
used as random numbers. A commonly used
method is using a hard function or a
boosted mildly hard function to
generate random bits from some weak
random source.

In the first year of the project,
we will consider “timed Turing
machines”, where each transition step
is timed. Given two different timed
Turing machines of different speeds, we
want to study the feasibility of
utilizing the speed of the faster
Turing machine to generad
pseudo-random numbers for the slower
machine. The second problem that we try
to tackle is study the feasibility of
using the umrsolvable problems to
generate pseudo-random strings. It has
been proved to be hard for those
unsolvable problems. Our goal in the
first year 1is to answer the above
problems.

In the second year of the project,
we focus on some issues related to

Kolmogorov complexity and de
randomization. Intuitively, a string
with high Kolmogorov  complexity

carries more information than those
with lower complexity. We study the
possibility of utilizing the
informatic technique to tackle issues

in randomized computation.
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In order to apply the concept of
Kolmogorov complexity to de
randomization, we need to modify the
definition of Kolmogorov Complexity
for any x: d(x,e) is defined to be
smallest program P such that Pr(P
produces x) > 0.5 + e, where 0< e <0. 5.
Let x=x_1..x_n. We can modify the
above definition as: d(x,e) is defined
to be smallest program P such that for
all i in [n], Pr(P produces x_i| given
x_l..x_{i-1} ) > 0.5 + e, where 0< e
<0. 5.

Recently the work on everlasting
security has been studied under the

bounded-storage model by several
researchers [1,2]. The bounded
storage model for key-expansion 1S
defined as: In the first phase, a
t-bit strings i1s broadcast and
available to all parties. Alice and
Bob apply a known Kkeyderivation

function f: RxK = {0, 1} n to compute
the derived ket as X=f(R, K), where f is
an efficiently computable. Even can
store arbitrary s bits of information
about R, 1.e., 1t can be computed by an
arbitrary storage function h: R> U,
where |U| <= 2"s. Even store U=h(R).
Suppose Eve knows K, f is secure in the
bounded  storage  model if the
conditional probability distribution
of Pr(X|U=u, K=k) is very close to the
uniform distribution.

Lu [2] recently shows that with strong
randomness extractor, i.e., a function

which extracts randomness from a
slightly random source, the above
encryption scheme can be derived
easily.

Basically, the bounded storage model is
based on the information theory, so is



Kolmogorov complexity. We believe
there existsa tight connection between
these two concepts. Although, we
still need to fill in some of the
missing links. We are working on this.
Probably, we should be able to obtain
some concrete result in this summer.
Besides, we have made some progress on
proving that Maurer’s result actually
implies a method of designing
extractors. First, by modified their
method and consider flat source, we can
prove that it does produce an extractor.
Then, we give a method on how to
simulate a specific weak random source
with flat source. Thus, from any weak
random source, we can construct an
extractor as well by modifying Maurer’s
method.

Along the way, we want to study some
1ssue between extractor via Kolmogorov
complexity. We expect to complete 1-2
technical papers on related topics in
the coming months.

This year, we also study the possible
applications of extractors on fault
tolerant storage devices, such as RAID.
In this direction, we thoroughly study
soft decoding with extractor codes.
We find the widely wused
architecture based on Reed Solomon code
can be further extended by using the
approach of soft decoding. We apply
the extractor code toRAID architecture,
which can recover severe damages on the
disks that is way beyond the recovering
limit of Reed Solomon code. Based on
the theory foundation, we give a
feasible design on RAID systems. We
expect to publish a paper on this
application.
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