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Differentiated Service (DiffServ) is a
fast growing Internet service technology in
recent years. The purpose of DiffServ is to
avoid very complicated ATM signaling, and
use a simpler method to provide
differentiated services. The  router
architecture for differentiated services can be
categorized into two types. One is the edge
router, and the other is the core router. An
edge  router needs to  distinguish
differentiated data flows based on many
considerations, and it analyzes each data flow
to verify whether the flow conforms to the
flow characteristics, then it sends the packet
of the flow to its associated PHB to obtain
the required forwarding service. While a core
router uses a simplified classifier. It forwards
the packet to the associated PHB according
ofily ol A esﬂec)ﬁc marking. Generally
speaking, edge router will be more
complicated than the core router, but it does
not require very high speed as that in the core
router. Under such infrastructure, we

mat c hoyganize two research topics based on or

interest. The first is to investigate and design
a multi-field classifier for the edge router,
and the other is to study and design the
scheduling mechanism for differentiated
services. Regarding the multi-field classifier,
we have two directions, one is to use hash
mechanism and find a proper algorithm and
the associated parameter setting. The second
approach is to study the best match
mechanism. The second topic is to design a
specific scheduler for differentiated services.
We will use those matured scheduling



schemes as well as our newly developed QOS
scheduler for differentiated services.
We use a popular simulation package to
perform the system evaluation and to find out
the most proper design in both classifier and
scheduler. Then we would like to realize our
design through all possible hardware and
software solutions.
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GenerateSubtrieRoot(Cur_Node, Cur_Depth)
BEGIN
IF ( ChildWithPrefix(Cur_Node) == Max_Prefix Num )
GenerateSubtrieRoot(Cur_Node);
ELSE

SubtrieConstructor(Cur_Node->left, Cur_Depth+1);

SubtrieConstructor(Cur_Node->right, Cur_Depth+1);

I F ( ChildWithPrefix(Cur_Node ) >=

Max_Prefix Num )

GenerateSubtrieRoot(Cur_Node);

ELSE IF ( (Cur_Node == Trie_Root) &&
(ChildWithPrefix(Cur_Node) !=
Max_Included_Prefix Num) )

GenerateSubtrieRoot(Current_Node);
END
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