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Abstract

The purpose of this study was to
investigate the factors such as pattern
recognition and reasoning heuristic in
scientific discovery and the effect of
collaboration and explanation on these
process factors. To discover therule

106 behind a limited number of instances,

246 one must be able to recognize the

possible patterng/regularities in the
observed instances. To vindicate the
rule, one hasto generate and test new
instances in a manner that the
hypothesized patterns or rules can be
discriminated and the correct rule can be
decided (Klahr & Simon, 1999). The
data from 105 college students solving
246 tasks showed that formation of
hypotheses (thus, pattern recognition)
and collection of positive evidences
contribute positively to rule discovery.



Reasoning strategy neverthelessis
central to identification of critical
features that constitute a hypothesis.
Working in dyad contributed positively
to extraction of critical featuresin the
problem and enhanced rule discovery.
The benefit of collaboration on scientific
discovery thus seemsto liein
enrichment of domain knowledge and
feature identification. Explanation, in
contrast, appears to highlight students
falsification behaviors.
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recognition, reasoning heuristic,
collaboration, explanation.
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