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Abstract

This integrated project bases on the |IEEE 802.16a standard to research into transceiving
system technologies for wireless mobile communication under OFDMA (orthogonal
frequency-division multiple access). The project is intended for 3 years, where for the first
year (2002/8-2003/7) we have been awarded 4 subprojects and for the second and the third
years (2003/8-2005/7) 5 subprojects. This report is concerned with the research of the first
year, wherein we looked into audio coding, filter design, OFDM receiver architecture and
FFT processor architecture, time and frequency synchronization of the transmitted signal,
channel estimation, channel decoding, and channel quality prediction and transmission rate
control. From the second year on, we will include research in video coding and decoding. In
addition, from the second year on, besides continued research in individual transmission
technologies, we aso plan to use digital signa processors (DSPs) as the main platform to
conduct software or hardware implementation of the transceiver components and to connect
them together.

Keywords. Orthogonal Frequency-Division Multiple Access (OFDMA), Orthogonal
Frequency-Division Multiplexing (OFDM), Audio Coding, Video Coding, Synchronization,
Channel Estimation, Channel Coding, Channel Quality Estimation, Medium Access Control,
Data Flow Control
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ABSTRACT

For the purpose of efficient audio coding at low rates, a
new bit allocation strategy is proposed in this paper. The
basic idea behind this approach is “Give bits to the band
with the maximum NMR-Gain/bit” or “Retrieve bits
from the band with the maximum bits/NMR-Loss™.
The notion of “bit-use efficiency” is suggested and it can
be employed to construct a bit assignment algorithm oper-
ated at band-level as compared to the traditicnal frame-
level bit assignment methods. Based on this strategy a
new bit assignment scheme, called Max-BNLR, is de-
signed for the MPEG-4 AAC. Simulation results show
that the performance of the Max-BNLR scheme is signifi-
cantly better than that of the MPEG-4 AAC Verification
Model (VM) and is close to that of TB-ANMR [3], which
is the (nearly) optimal solution. Moreover, the Max-
BNLR scheme has the advantages of low computational
complexity comparing to TB-ANMR,

1. INTRODUCTION

Many highly efficient and high quality audio coding
schemes have been developed and proposed to meet the
growing demand of multimedia applications. The MPEG-
4 Advanced Audio Coding (AAC) is one of the most re-
cent audio coder specified by the ISO/IEC MPEG stan-
dards committee [1]. It is a very efficient audio compres-
sion algorithm aiming at a wide variety of applications,
such as Internet, wireless, and digital broadcast arenas [2].
For the applications where the bandwidth is very limited,
the low rate audio coding with good quality becomes es-
sential,

The procedure of bit assignment is one of the most
important elements in audio coding. Particularly,. when
bits are scare, how to make the best use of the limited bits
is critical in producing the best quality audio. Up to now,
the popular strategies on bit assignment are as follows
(213105
1. “Give bits to the band which has the largest value of

NMR (perceptual distortion).”

2. “Give bits to the bands of which the distortion is larger
than the masking threshold”.

0-7803-7663-3/03/$17.00 ©2003 [EEE
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In these strategies, the bit-use (giving away bits) is con-
sidered at frame-level and only the value of distortion is
taken into consideration at band-level. Hence, it is hard to
control the bit-use efficiency (the NMR improvement due
to adding one bit) at band level and thus results in a less
efficient compression scherme.

In this paper, we suggest the notion of bit-use effi-
ciency and propose a new strategy to improve the bit-use
efficiency, which can be evaluated at band-level. More-
over, a new bit assignment scheme based on this new
strategy is proposed for MPEG-4 AAC.

The organization of the paper is as follows. Section 2
describes the aforementioned new strategy. A new AAC
bit assignment scheme is delineated in section 3. Finally,
the complexity analysis and the simulation results are pre-
sented in section 4.

2. EFFICIENT BIT-USE STRATEGY

How to make use of the bits more efficiently is always the
key issue in audio coding. The traditional strategies, “Giv-
ing bits to the band with the largest NMR” or “Giving bits
to the bands of which the distortion is larger than masking
threshold”, do not necessarily provide the best bit-use
efficiency. For example, there are two candidate bands, A
and B, and their NMR characteristics are listed in the table
below. Which band should the first available bit be as-
signed to? In this table, NMR-Gain/bit means the gain in
NMR by allocating one bit to this particular band. A more
precise definition of NMR-Gain/bit will be given in sec-
tion 3.

Band  [NMR (dB) |[NMR-Gain/bit
A 3.5 0.5
B 3 1.5

Following the traditional strategy, we would assign this
one bit to band A; however, considering the bit-use effi-
ciency, this one bit should be assigned to band B so that
the overall NMR reduction is maximized. The essence of
this new strategy can be summarized by the following
statements.

“Give bits to the band with the maximum NMR-
Gain/bit” or “Retrieve bits from the band with the

ICASSP 2003



maximuam bitsyNMR-Loss”, where bits'NMR-loss is the
number bits we save if we give away one unit of NMR.

3. MAX BITS/NMR-LOSS BIT ASSIGNMENT
SCHEME

In this section, a new bit assignment scheme designed for
MPEG-4 AAC based our new strategy is described. First,
we define NMR-Gain/bit and bits/NMR-Loss by the fol-
lowing equations.
NMR — Gain/ bit =

(NMR,,; — NMR,, ., ) /(Dits 0, — Dits ) (1)

and pits/ NMR — Loss =

(Bits g, — bits or ) ANMR,p,, ~ NMR,p) . (2)
Figure 1 is the block diagram of the Max bits/NMR-Loss
based bit assignment scheme. Each step in Figure 1 will
be elaborated in the following sub-sections.

L

r Pre-Pro::essing |

!_ Bits/NMR-Loss Analysis [
I

h 4
Adjust SF of the SFB
with max Bits/INMR-Loss

Total coding bits
< prescribed bits

Figure 1. Max bits/NMR-Loss bit assignment scheme

3.1. Pre-Processing

The pre-processing step is to initialize two of the major
parametets in the bits/NMR-Loss analysis: the reference
NMR and the reference bits. There are no particular val-
ues associated with these parameters and thus the design
of the pre-processing is case-dependent. In our implemen-
tation, we set the reference NMR=1 (0dB) for all the scale
factor bands (SFB}) at the beginning of processing a frame.
After that, the reference scale factor (SF) for each SFB
and the reference bits are calculated based on the input
audio data,

3.2. Bits/NMR-Loss Analysis and SF Adjustment

In this scheme, only one SF value (of one SFB) is ad-

justed in one adjustment iteration. The detailed process is

described below.

1. Initialization. Get the reference bits (B,.s), and the refer-
ence SFs (sf,0 and NMRs (NMR.,) for all SFBs
(N_SFB SFB in total) from the pre-processing step.

&

5.

6.

Start the max bits/NMR-Loss analysis from the first
SFB and thus set the SFB index i=1.

. Find the local max bits/NMR-Loss ratio of the ith SFB,

BNLR,; , by computing

BNLR; = max (B, — By (NMR,;; - NMR, ;)]
Vst and sf,or; < 8 < any
The B, is the new value of the total coding bits in the

current frame if the SF wvalue (of the jth SFB) is
changed from sf,,, ;10 s/ ;. The sf,, , is the SF value
that quantizes all the spectral coefficients in the /th SFB
to zero. The local optimal SF (of the ith SFB), § opt i 19
the SF with the maximum BNLR. The local optimal
coding bits of the ith SFB, 8 =B is also re-

opt,i Fopri ?

corded.
If i<N_SFB, update i to i+1 and go to step 2.
Find the global maximum bits/NMR-Loss ratio,

BNLRjopq. by computing
BNLR 1 = max,-{BNLR,} Vi,0<i<N_SFB

The global optimal SFB, 5/b..s., 15 the SFB that has the
BNLRgs0. Then, the global optimal SF, sfyosa, is the
local optimal SF of the sfbgosar-th SFB. Similarly, the
global optimal coding bits, By, is the coding bits of
the 5/Bgiopar-th SFB.

Set the SF of the s/bguparth SFB 10 $fgimea. Update pa-
Sfbpoba-th  SFB;  that is,
et ibpy = S etobar 304 NMR. 7 = NMR

8/ iovair $gtosas ”

rameters  for  the

Compare B, to the prescribed rate, B . If Bypw > B,
update B, t0 Byrser and go to step 2.

Note that, in performing the local maximum bits/NMR-
Loss ratio analysis in step 2, only the SF of one SFB that
is being examined is modified. The SF of the other SFBs
are kept unchanged.

3.

3. Trellis-Based Optimization on HCB

Total coding bits calculation in step 2 in the Bits/NMR-
Loss Analysis (in sub-section 3.2) is one of the most
computational-intensive processes. When the SF for each
SFB is determined, the quantized spectral coefficients are
also fixed. Before calculating the total coding bits, the
HCB for each SFB has to be chosen first. The MPEG-4
AAC Verification Model (VM) has a simple algorithm for
this purpose; however, a more efficient algorithm is
needed for HCB decision. Thus, we adopt the Viterbi-
based approach in this paper.

The problem for finding the optimal HCB can be reformu-
lated as minimizing the following cost function:

V - 406



Cucs = 9 b +RUL_1 b)), 3)
i

where b; is the coding bits of the quantized spectral coef-
ficients for the ith SFB, #,is the HCB for the ith SFB, and
R is the run-length coding function (bits needed) for cod-
ing HCB. We find that the contribution of A to Cyep
depends only on the previous choice, h,_ . Therefore, the
minimization of Cyep can be achieved by finding the

optimal path through the trellis using the Viterbi algo-
rithm.

A trellis is thus constructed for minimizing Cpep .
Each stage in the trellis corresponds to an SFB and each
state al the ith stage represents a HCB candidate for this
scale factor band. In other words, for the ith stage, if a
path passes through the mth state, the mth HCB is em-
ployed for encoding the ith SFB. The Viterbi search pro-
cedure is outlined below.

The kth state at the ith stage is denoted by 5, ; and the

minimum accumulative-partial cost ending at 5, ; is de-
noted by C;;. The transition cost from §,,, to S, ; is
R(Pyyt b)) -
1. Initialize C,,, =0, Vm . Initialize i=1.
2. Search. ¥Ym , the best path ending at S
computing

Cpy =min, {C,; +b,; + Rk, i 1)}

3. i< N, seti= i+l (SFB) and go 1o siep 2.

is found by

m,i

3.4. Fast algorithm for Bits/NMR-Loss Analysis

The most time-consuming computation in this bit assign-
ment scheme is the trellis-based HCB optimization for
coding bits calculation in step 2 (Search). For each SF
modification in step 2, the new value of total coding bits
needs to be recalculated. Therefore, for one SF adjustment
iteration, we need to perform (sfiy; — $frr,;) times trel-

lis-based HCB optimization processes for the local
bits/NMR-Loss analysis. Hence, the total number of calcu-

lations for finding the global maximum bits/NMR-Loss is
N_SFB
pAC T O]
i=l
There are at least two ways to reduce computations. One
is to reduce the complexity of the trellis-based HCB opti-
mization; the other is to reduce the number of trellis-based
HCB optimization.
By analyzing the local optimal parameters, g7,  and

BNLR, , we find some interesting properties.

1. The average value of the difference between the local
optima! SFs of the mth and the (m+/)th iterations,
sfAiff . » 1s often close to zero.

1 1
sfdiff,,, =———————x E abs(sf.o —sfim ),
fﬂ‘a»e (N__SFB—3) < (fopf,l fop!,.r)
where § = {5 ;ubuf_l’s-fbg;abal’s rabar + 1} and g iohal is

the global optimal SFB of the mth SF adjustment iteration.
2. The average value of the difference between the local
max bits/NMR-Loss ratio of the mth and the (m+/)th itera-
tion, BNLRdAiff ., , is typically quite small.
_ 1

(N _SFB-3)
Using these two properties, we can drastically reduce the
number of bits/NMR-Loss analyses (trellis-based HCB
optimizations). We only need to perform the birs/NAR-

Loss analysis on three SFBs after the first SF adjustient
iteration.

BNLRdiff,,, x " abs(BNLR}*' — BNLR')

ieS

4. SIMULATION RESULTS

The computational complexity and objective quality based
on our simulations are summarized in this section. The
bits assignment schemes used in comparison are as fol-
lows.

(1) The MPEG-4 VM of AAC (VM-TLS} without modifi-
cation.

(2) The modifted MPEG-4 VM of AAC (VM-TLS-M), in
which the HCB decision algorithm is replaced by the TB-
HCB optimization procedure described in section 3.3.

(3) The trellis-based ANMR optimization (TB-ANMR)
and the MNMR optimization (TB-MNRM), which are
implemented as described in [3] and [4].

(4) The normal and fast max bits/NMR-Loss schemes
(max-BNLR).

Ten audio files with sampling rate 44.1K are used as test
sequences. Two of them are extracted from MPEG SQAM
[6], and the others are from EBU [7].

4.1. Computational complexity

The storage and computational complexity of one iteration
in various schemes are summarized in Table 1.

Table 1. Complexity Analysis

Search complexity Storage
VM-TLS 1 -

VM-TLS-M 122 xN SFB 12XN_SFB
TB-ANMR | (g0x2)2x 122y SFB  |60x2x12xN_SFB
TB-MNMR -
Max-BNLR | v sFBxAve SFx122xN SFB| 12XN_SFB

Fast ¥ (a) (N_SFBxAve SF 12xN _SFB
Max-BNLR

x12% xN_SFB)
(b) 3xAve SF x12% xN SFB

i (a) is only for the first iteration; all the rest are using (b}
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In this table, Ave SF is the average number of SF tested
for the max BNLR analysis for each SFB and its typical
value is around 17 or so. Table 2 is the statistics collected
from the simulations on audio sequences. It is clear that in
terms of computational requirement:

[1] ISO/IEC JTC1/8C29, “Information technology — vary low
bitrate audio-visual coding,” ISG/IEC IS-14496 (Part 3,
Audioj, 1998

[2] M. Bosi, er ai., “ISO/IEC MPEG-2 advanced audio coding,”
Journal of Audio Engineering Sociefy, vol. 45, pp. 789-814,
QOctober £997.

Fast Max-BNLR<< Max-BNLR<< TB-ANMR(MNMR} 3]

Table 2. Statistics on Computational Complexity

A. Aggarwal, S.L. Regunathan, K. Rose, “Trellis-based
optimization of MPEG-4 advanced audio coding,” Prec.
IEEE Workshop on Speech Coding, pp. 142-4 2000.

A. Aggarwal, S.L. Regunathan, K. Rose, “Near-optimal
selection of encoding parameters for audio coding,” Proc.
of ICASSP, vol. 5, pp. 3269-3272, Jun 2001.

H. Najafzadeh and P. Kabal, “Perceptual bit allocation for
low rate coding of narrowband audio,” Proc. of ICASSP,
vol. 2, pp. 893-896, 2000.

“The MPEG audio web page.”
hannover.de/project/mpeg/audio.

http:/fwww.tnt.uni-

European Broadcasting Union, Sound Quality Assessment
Material: Recordings for Subjective Tests, Brussels, Bel-

Average | Average TB | Average TB |Complexity [4]
iteration | HCB optimi-| HCB optimi- ratio
fArame | zations/ zations/
frame iteration [51
TB- 12 14400*12 14400 1
ANMR
(MNMR) [6]
Max- 30 10103 10103/12 = 117
BNLR 842 (7]
Fast 50 1153 1153/12=96 11150
Max-
BNLR ]

4.2. Objective results

Two common objective quality measurements, average
noise to mask ratio (ANMR) and maximum noise to mask
ratio (MNMR) [5], are adopted in the performance com-
parison. Note that, in evaluating distortion, the NMR is set
to 0 dB if the original NMR value is less than § dB. The
rate-distortion curves of six bit assignment schemes are
shown in Figures 2 and 3. (Note: TB-ANMR and TB-
MNMR are similar algorithms aiming at two different
target NMRs.) We can find that the ANMR performance
of the Max-BNLR scheme is almost as good as that of
TB-ANMR. There is almost no loss of ANMR perform-
ance in using the fast algorithm for Max-BNLR either.
The MNMR values of TB-ANMR, Max-BNLR and Fast
Max-BNLR are also similar. The characteristic of the pro-
posed Max-BNLR scheme is closer to that of TB-ANMR
as compared to TB-MNMR. Again, TB-ANMR and TB-
MNMR are the optimal solutions tuned for their target
cost functions, ANMR and MNMR, respectively [3][4].

4. CONCLUSIONS

In this paper, we propose a new concept, bit-use effi-
ciency, for improving audio coding performance. Fur-
thermore, a new bits assignment scheme based on this
new concept (strategy) is proposed for MPEG-4 AAC,
named Max-BNLR. Simulation resulis show that the
Max-BNLR scheme has a performance close to TB-
ANMR and is much better than the MPEG VM. In addi-
tion, its computational complexity is much lower than that
of TB-ANMR.
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ABSTRACT

A low complexity and high performance scheme for choosing MPEG-4 Advanced Audio Coding (AAC) parameters
is proposed. One key element in producing good quality compressed audio at low rates in particular is selecting
proper coding parameter values. A joint trellis-based optimization approach has thus been previously proposed. It
leads to a near-optimal selection of parameters at the cost of extremely high computational complexity. It is,
therefore, very desirable to achieve a similar coding performance (audio quality) at a much lower complexity.
Simulation results indicate that our proposed cascaded trellis-based optimization scheme has a coding performance
close to that of the joint trellis-based scheme, and it requires only 1/70 in computation.

1. INTRODUCTION

To meet the demand of various multimedia
applications, many high-efficient audio coding
schemes have been developed. The MPEG-4
Advanced Audio Coding (AAC) is one of the most
recent-generation audio coders specified by the

(SF) and Huffman codebook (HCB) in the rate-
distortion (R-D) loop. Because encoding these
parameters is inter-band dependent, i.e., the coded
bits produced for the second band depend on the
choice of the first band, the choice of their proper
values so as to minimize the objective quality

ISO/IEC MPEG standards committee [1]. It is a very
efficient audio compression algorithm aiming at a
wide variety of different applications, such as
Internet, wireless, and digital broadcast arenas [2].

One key element in an AAC coder is selecting two
sets of coding parameters properly, the scale factor

becomes fairly difficult. As discussed in [3][4], the
poor choice of parameters for rate control is one
shortcoming of the current MPEG-4 AAC
Verification Model (VM) and therefore its
compression efficiency is not as expected at low bit
rates.
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Some methods such as vector quanitzers rather than
scalar quantizers have been suggested to reduce the
side information [5][6]. They would alter the syntax
of the standards. In this paper, we focus on finding
the parameters in the existing AAC standard that
produce the (nearly) optimal compressed audio
quality for a given bit rate.

In [3] and [4], a joint optimization scheme, which
takes the inter-band dependence into account, is
proposed for choosing the encoding parameters for
all the frequency bands. This joint optimization is
formulated as a trellis search and is, therefore, called
trellis-based optimization. Although the complexity
of this joint trellis-based optimization scheme can be
reduced by adopting the Viterbi algorithm, its search
complexity is still extremely high and is thus not
suitable for practical applications.

In this paper, we propose a cascaded trellis-based
(CTB) optimization scheme for selecting the proper
encoding parameters. Our scheme retains the good
audio quality offered by the joint trellis-based (JTB)
optimization while its search complexity is
drastically decreased.

The organization of this paper is as follows. In
section 2, a brief overview of MPE-4 AAC is
provided. The proposed CTB scheme with several
variations for choosing the optimal coding
parameters is described in sections 3, 4 and 5. The
algorithm complexity analysis and the simulation
results are summarized in section 6.

2. OVERVIEW OF AAC ENCODER

The basic structure of the MPEG-4 AAC encoder is
shown in Figure 1. The time domain signals are first
converted into the frequency domain (spectral
coefficients) by the modified discrete cosine
transform (MDCT). For tying in with the human
auditory system, these spectral coefficients are
grouped into a number of bands, called scale factor
bands (SFB). The pre-process modules, which are the
optional functions, can help removing the
time/frequency domain redundancies of the original
signals. The psychoacoustic model calculates the
spectral coefficient masking threshold, which is the
base for deciding coding parameters in the R-D loop.
The R-D loop, our focus in this paper, is to determine
two critical parameters, SF and HCB for each SFB so
as to optimize the selected criterion under the given
bit rate constraint. The SF is related to the step size of
the quantizer, which determines the quantization
noise-to-masking ratio (NMR) in each band. The
quantized coefficients are then entropy-coded by one
of the twelve pre-designed HCBs. In addition, the
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indices of SFs and HCBs are coded using differential
and run-length codes respectively and are transmitted
as side information.

Transform/ Pre-Process

Noiseless
Filter Bank[ |

Modules Coding
Rate-Distortion Control
Psychoacoustic Process
model Rate/Distortion Loop

Fig. 1. Basic structure of the MPEG-4 AAC encoder

3. CASCADED TRELLIS-BASED
OPTIMIZATION

The JTB optimization approach can substantially
enhance the coding performance at low bit rates
[3][4]. However, this approach also results in a very
high computational complexity. The coding
parameters in the JTB scheme, SF and HCB, are
optimized simultaneously by using the trellis search.
The states at the ith stage in the trellis for the JTB
scheme represent all combinations of SF and HCB
for the ith SFB. Different from the JTB scheme, our
scheme, so-called cascaded trellis-based scheme
(CTB), finds the proper coding parameters, SF and
HCB, in two consecutive steps. The search
complexity can thus be drastically reduced, while the
advantage of trellis-based optimality is mostly
retained.

The way that the trellis search performs depends on
the optimization criterion it adopts. There are two
frequently used criteria, the average noise-to-mask
ratio (ANMR) and the maximum noise-to-mask ratio
(MNMR) [7]. Both criteria will be used in this paper.

3.1. Trellis-Based ANMR Optimization on SF

The constrained optimization problem for the ANMR
criterion is formulated as below.

min Z wd, s.t.

> (b + D(sf, = sf,.)+ R, b)) < B

, where w;, is the inverse of the masking threshold and
d,is the quantization distortion. Under this criterion,
we minimize the sum of the perceptually weighted
distortion. The coding parameters, SF and HCB, for
the ith SFB is denoted by sf; and /; . Symbol D is the
differential coding function performed on SF and
symbol R is the run-length coding function
performed on HCB. The returned function values in
both cases are bits to encode the arguments.
Parameter b, is the bits for coding the quantized
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spectral coefficients (QSCs) and the parameter B is
the prescribed bit rate for a frame.

As described in [3], the ANMR optimization problem
can be reformulated as minimizing the unconstrained
cost functions, C,y, -, With the Lagrangian
multiplier A.

CANMR

=S wd, + A+ (b, + D(sf, - sf. )+ R(h, 1)) (D)

Different from that in the original JTB scheme, the
optimization problem in our CTB scheme is
reformulated as minimizing two unconstrained cost
functions, Cgz 4z and Cyep , as follows.

CSF?ANMR = z wid,; + A (b, + D(sf; — sfi1)) 2)
CHCB = z bi +R(h;71 > h[) (3)

The minimization of Cg. . is described in this

sub-section, and the minimization of Cp., will be
described in section 3.3.

Similar to the approach in the JTB scheme, the goal
for finding proper SFs that minimize Cg; 5 can be

achieved by finding the optimal path through the

trellis. Each stage in the trellis corresponds to an SFB.

(There are N_SFB stages in total.) However, different
from JTB, each state at the ith stage in our scheme
only represents a SF candidate for the ith SFB. In
other words, at the ith stage, if a path passes through
the mth state, it means that the mth SF candidate is
employed to encode the ith SFB. For a given value of

A, the Viterbi search procedure described in [3] is
modified as stated below.

The kth state at the ith stage is denoted by S, ; and

the minimum accumulative-partial cost ending at
S, s denoted by C,, . The state-transition cost,

T}k from S, t0 Sy, is A-D(sfy; = sfyi0) -

1. Initialize C,, =0, Vk and i =1.

2. Search for, Vk , the best path ending at S, by
computing

Ci= minl{ Crim +wdy + b + T,y } “

3.If i < N_SFB, seti =i+l and go to step 2.

3.2. Trellis-Based MNMR Optimization on SF

The constrained optimization problem for the
MNMR criterion is formulated below.

min (max wl.di) s.t.

> (b, + D(sf, — sf)+ R(h_,,h))< B

1
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, where max w,d, is the maximum NMR in a frame.
1

Again, using the unconstrained format, the cost
function in the JTB scheme [4] becomes

Commr = z b, + D(sf; — sf,_))+ R(h._;, h;) (5)

Different from the cost function in the JTB scheme
[4], the MNMR optimization problem in our CTB
scheme is reformulated as the minimization of two
cost functions, Cg; e and Cyey (Eqn.(3)), under

the constraint: w,d <A, Vi, for some constant

value of A,
CSF?MNMR = Zbi +D(sf; = sfiy) (6)

Similar to the trellis-based ANMR optimization on
selecting SF, a trellis is constructed for minimizing

Cer wnug and each state at the ith stage only
represents a SF candidate for the ith SFB. The Viterbi
search procedure described in [4] is modified as
stated below. The state-transition cost, 7,

S, oSy, is D(sf; _SJCIA,I’—])-

from

Ji—l—k,i ?

1. Initialize C,, =0, Vk and i =1.
2. Find the valid states for the ith stage, S, ;, Vk. A
state is valid if the NMR (w,d, ;) corresponding to

that state parameter is < A.
3. Search for, Vk , the best path ending at the valid
state §,; by computing

C.= minl{ Coiatb, +T, s } (7
4. 1f i < N_SFB, set i =i+1 and go to step 2.

As pointed in [3][4], in the trellis for selecting the
optimal SF (for both ANMR and MNMR), each state
is further split into two consecutive states. In the first
state, the spectral coefficients are quantized using the
assigned valid SF, and in the second state, all
quantized values of spectral coefficients are set to
Zero.

3.3. Trellis-Based Optimization on HCB

The HCB optimization is performed under the
condition that the SF for each SFB has already been
determined. With a determined SF, QSCs (quantized
spectral coefficients) for each SFB are fixed and thus
the b, term in the cost function Cp; (Eqn.(3)) only
depends on HCB. The optimization procedure here is
to find the HCBs that minimize the cost function
Cycp and this can be achieved again by finding the

optimal path through the trellis.
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A trellis is thus constructed for minimizing C, .

Each stage in this trellis corresponds to an SFB
(There are N_SFB stages in total.) and each state at
the ith stage represents a HCB candidate for the ith
SFB. In other words, at the ith stage, if a path passes
through the mth state, the mth HCB candidate is
employed for encoding the ith SFB. The state-

transition cost, 7, , from §, ., to S, . is

R(h,;_,h,;) . The Viterbi search procedure for
finding optimal HCBs is as follows.

1. Initialize C, , =0, Vm . Initialize i=1.
2. Search for, Vm, the best path ending at S, ; by
computing
Cm,i = minn{ Cn,ifl +bm,i +Tn,i71—>m,i } (8)

3.If i< N_SFB, seti =i+l and go to step 2.

3.4. Cascaded Trellis-Based Optimization

The block diagram of the CTB optimization scheme
is shown in Figure 2 and the processing steps are
described below.

1. Initialize A.

2. For a given A, a set of optimal SF, s is

opt
determined by the trellis-based SF optimization
procedure using the Virtual-HCB Mode.

3. For the given sf,, obtained from step 2, a set of
optimal HCB, hcb

based HCB optimization procedure.
4. For the given hcb,, obtained from step 3 and 4, a

ot » 18 determined by the trellis-

13
4

set of recalculated optimal SF, sf,,,
from the Fixed-HCB Mode trellis-based SF
optimization procedure.

5. Adjust rate. For the given optimal sf,, (or sf,,)

and hcb

and compared to the prescribed bit rate (B). Adjust
A and go to step 2 if the constraint is not met.
In the preceding procedure, the trellis-based ANMR
(MNMR) optimization on SF is applied to steps 2 and
4.

is obtained

opt 3 the total coding bit rate is calculated

As described in the preceding procedure, the trellis-
based optimization procedure on SF is operated in
two different modes, Virtual-HCB Mode and Fixed-
HCB Mode. In these two modes, the value of b, ; in

Eqn.(4) and Eqn.(7) is determined in different ways,
and these will be described in section 4.

The preceding procedure is called the full
optimization mode (or Two-Loop mode), because the
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optimization procedure on SF is done twice. The
second optimization procedure on SF (step 4) can
help in recovering some improper SF values
determined in step 2. Furthermore, the CTB
optimization can also been operated in a simpler
optimization mode (so-called Omne-Loop mode), in
which step 4 is not included.

initialize A

N|

\ Virtual-HCB mode TB SF optimization \
| TB HCB optimization |

thﬂpl l
‘ Fixed-HCB mode TB SF optimization ‘

8fope (£, \—¢ ¢—‘ heb,

opt
Count total bits, comparison &
Adjust 1

Fig. 2. Cascaded trellis-based optimization scheme

4. FIXED AND VIRTUAL HCB MODE FOR SF
OPTIMIZATION

For an identified C,; in Eqn.(4) and Eqn.(7) in
sections 3.1 and 3.2, wd,, or D(sf,, —sf,, ) is
unique for a given state or state transition. However,
the value of b ; depends not only on the state
parameter sf, ; ; it also depends on the choice of HCB.

In the JTB optimization scheme, for each candidate
value of SF, all possible b values, corresponding to
12 pre-designed HCBs, are evaluated. But in our SF
optimization scheme, we have to determine one

proper value of b, for the state S, ;. According to

our implementation, the trellis-based ANMR or
MNMR SF optimization scheme can operate in two
modes, the Fixed-HCB mode and the Virtual-HCB

mode, for determining the value of b, ;.

In the Fixed-HCB mode, a set of fixed HCBs,
[ hf ......h}, s3], is determined beforehand. For all

the states at the ith stage, the QSCs, ¢ (i > Are encoded
using h/ ; thus, Vk b, =h/(q,,).

In the Virtuall HCB mode, a Virtual HCB, %, , is
employed for state S, ;. Thus, 4, needs to be pre-
constructed to help us in determining b, ; and it can

be constructed in several ways. For example, A
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may be one of the 12 pre-designed HCBs or a
compound codebook. Consequentially, the more

accurate of the b,; and h, we can estimate, the
higher accuracy of SF optimization we can achieve.
In order to improve the accuracy of the estimated
values of b, ;and h,, we did some analysis on the
JTB optimization scheme.

For a given value of A, by applying the JTB scheme,
we can find a set of optimal

JTB JTB JTB L
parameters, sf,,” , heb,,” and b,,” that minimize the

cost function C,,, (Eqn.(1)) or C,mx (Eqn.(5)).
For comparison purpose, we also construct an ideal
set of bits for coding QSCs, b’ . For the ith SFB,

min
JTB

JTB
b opt,i

min,i

is the minimum value of bits for coding ¢

using 12 pre-designed HCBs and is formulated as:

JIB _ - JTB
bmin,i - mlnm{ hm (qupt,i) }
JTB : JTB
, where ¢, is QSCs quantized by sf,,; .

The histogram of the differences between b’” and

opt
denoted by b’

opt—min ?

bJTB

min

is shown in Figure 3. We

can find that over 91% of b(i:limm is less than 3 for

both ANMR and MNMR criterions. From the other
viewpoint, we tend to choose the HCB that results in
nearly the minimum QSCs bits.

70

mmm MNMR
ANMR
9
T 65 N
S 15 13.67 —
2 12.03
S 10 837 935
5.19
5 J 574 380 484
.| T i
0 1 2 3 >4
JTB
boprmin
Fig. 3. Comparison against b’
g‘ . p g opt—min

JTB
opt °

Observing this characteristics of b we derive a

rule in determining &, and b, ; . For state S, ;, the

candidate /;; values are the set of HCB that satisfies

the proposed rule in Eqn.(9); namely,
h(gy) < min,,{ b, (q;) |+ ©)

CASCADED TRELLIS-BASED OPTIMIZATION FOR AAC

Then, b, ; is formulated as:

1 v v
bk,i =17 z h,(q.;)+o-R, (hl,i—l ’ hk,i) (10)

nehy ;

v

ki

R, is the run-length coding function performed on the

Virtual HCB and it is similar to R in our
implementation.
0, if (b h'.)#
Rxhﬁpha>={ F s O 1) =9 (n
R else

, where « is a weight for including R, (h/,_,h; ;) in
b, ;. Finally, we have to determine suitable values for

0 and . The simulation results of the normalized

CTB JTB CTB
Canmr ) OF (Cimnmr = Cour )

versus different values of J and o« are shown in
Figure 4 and 5.

1.9 q

. JTB
difference, ( Cyiyur -

Tl

T T T T T T T T T T
0.0 0.1 02 03 04 05 06 07 08 09 1.0

Fig. 4. (Ciior-CSE Y v.s (5,0)

S,
LI TR
W - o

P49t

Fig. 5. (Cianug - Chinmr) Vs (8,0

In this notation, C;%5 . (or C{IB ) is the minimal
C v ©F Cpue ) derived from the JTB scheme and

cs . (or Cort . is the minimal C,y, (OF Copuir )
derived from the CTB scheme. We find that for a
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wide range of J values, we can achieve better
performance when R, (&,_,k;)is included in b, ; (&
> 0). As shown in Figure 4, the CTB scheme can
achieve the nearly best performance when J&=1 and

o=0.5. Therefore, we choose 1 for dand 0.5 for «in
our implementation.

5. FAST SEARCHING ALGORITHM

The computational complexity of the trellis-based
optimization scheme depends on the searching range
(number of states) of each stage in the trellis. Hence,
reducing the candidate states at each stage is an
effective way in reducing the complexity. Base on
this idea, we propose fast searching algorithms for
the trellis-based optimization schemes on SF and
HCB.

5.1. Fast HCB

Optimization

In MPEG-4 AAC, SFs are differentially coded and
HCBs are coded by run-length coding. Run-length
coding can be viewed as a special case of differential
coding; therefore, the procedure of trellis-based
optimization on HCB is similar to that on SF.
However, the output of run-length coding has only
two possible values, either 0 or 9. In looking for C,;

Searching Algorithm for

in Eqn.(8), the cost of run-length coding is as follows.

0, if n=m
R(h,, . h, ;)=
’ ’ 9, else

12)
In HCB optimization, each state at the ith stage
represents a HCB candidate. As shown in Figure 6(a),
for finding the optimal path ending at S, ;, all the
HCB candidates at (i-7)th stage have to been taken
into consideration. In MPEG-4 AAC, there are 12
pre-designed HCBs, so the searching complexity for
finding all the optimal paths ending at the ith stage is
12x12.

The number next to the arrow in Figure 6 is the state-
transition cost. Except for the path §, ., — S, ., the

state-transition costs of the other paths ending at
S, are all the same (equal to 9). Therefore, in

calculating C, ; in Eqn.(8), among these 11 paths, the
path with the smallest C, ;_, will result in the smallest
C

myi

Based on this property, a fast searching
algorithm is proposed and is divided into two steps.

1. Among the 12 candidate states at (i-)th stage, the
state with the minimum cost, C is chosen

min,i—1 *

and treated as the virtual thirteenth state, S

min,i—1 *

CASCADED TRELLIS-BASED OPTIMIZATION FOR AAC

C

2. As shown in Figure 6(b), while finding the optimal
path ending at S, ,, we only have to consider two

= minn{ Cn.i—l }

min, i

path ( S

(Suinizt = S, )- The rest of searching procedure is

paths, — §,; ) and path

m,i—1

the same to that in section 3.3.

The searching complexity (in terms of branch metric
calculation) of this fast algorithm is approximately
12 + 2x12. The first “12” term is the computational
complexity for determining S ., . Note that the

performance (accuracy) of the fast searching
algorithm is the same to that of the full searching
algorithm.

P

\

{\smin,i-ﬂ

Fig. 6. Trellis representation of HCB optimization

5.2. Fast
Optimization

Searching Algorithm for SF

In SF optimization, each state in the trellis represents
a candidate value of SF. Searching over a larger set
of SF candidates can result in better performance, but
at the cost of higher searching complexity.

In general, the state numbers (sn) for all the stages in
the trellis are the same and the searching complexity
for each stage transition in this uniform sn trellis is
sn X sn. In this section, we propose two non-uniform
(adaptive) sn algorithms, in which the sn for each
stage in the trellis can vary to reduce the searching
complexity. The first one is called “global minimum
reference SF restricted non-uniform trellis”, or
“Gm_Nu” in short, and the second one is called
“local minimum reference SF restricted non-uniform
trellis”, or “Lm_Nu”. In both cases, a reference SF is
first identified and then the number of candidates is
reduced against this reference.

In the first step, we define the reference SF, sf/? ,

for ith SFB as the largest SF among all the valid
states at the ith stage. Then we can find a global
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minimum reference SF, sf.9, , which is the

minimum SF among all the reference SFs. In the
Gm_Nu algorithm, we restrict the SF candidates at
the ith stage in the range of [sf/? , sf.%.. —€l. Thus,

the sn at the ith stage, sng,, , equals to
(f = of 4y +148).
Next, we define the nth-order local reference

minimum SF at the ith stage, sf/%,, .,

LG = min {57 } (13)

i—n< j<i+n

where

In the Lm_Nu algorithm, we restrict the SF
candidates at the ith stage in the range of

[sf s L’f{,m‘[ —&]. Therefore, the sn for the ith stage,

sn,,.; » equals to (sf;" —sf/9. . +1+€). In both cases,

£ is a parameter to control the searching range for all
stages. In the simulations in section 6, the values of n
in Eqn.(13) and ¢ are both set to 1.

6. SIMULATION RESULTS

In this section, we will discuss the computational

complexity and the coded audio quality in our

experiments. Three types of bits allocation algorithms
have been tested and compared as described below.

(1) The MPEG-4 VM of AAC (VM-TLS).

(2) The joint trellis-based ANMR and MNMR
optimization schemes, abbreviated as JTB-
ANMR and JTB-MNRM respectively, described
in [3] and [4].

(3) The cascaded trellis-based ANMR and MNMR
optimization schemes, abbreviated as CTB-
ANMR CTB-MNMR respectively, described in
section 3.

Ten two-channel audio sequences with sampling rate

44.1kHz are tested. Two of them are extracted from

MPEG SQAM [8], and the others are from EBU [9].

6.1. Complexity Analysis

The computational complexity analyses for the
aforementioned several coding schemes are
summarized in Table 1. The value in “Computation”
column is the searching complexity in calculating one
stage transition in the trellis in terms of branch metric
computation. For the convenience of comparison, the
full-search JTB is set as the reference (ratio=1) and
all the other schemes are rated based this base. Also
shown in Table 1 is the storage requirement. Again, it
is measured in terms of one branch metric
computational needs.

We can find from Table 1 that the n-Loop CTB
scheme is approximately (142/n) times faster than the
JTB scheme. Moreover, the storage requirement for

CASCADED TRELLIS-BASED OPTIMIZATION FOR AAC

the trellis search in the CTB scheme is much smaller
than that in the JTB scheme.

For the JTB scheme, the fast HCB optimization
algorithm can reduce the complexity to 1/4. Note that

ave ave

sng,, and sn;’ in Table 1 are the average sn in the

Gm_Nu and Lm_Nu algorithms and are calculated by
Eqn.(14) and Eqn.(15).

l NB_SFB 172
sne = ———— SHy . SH. 14
Gm (NB B SFB ,Z=1: ( Gm,i—1 Gm,i )j ( )

1 NB_SFB 172
sni = ——— SN, .S, 15
Lm (NB B SFB g( Lm,i—1 Lm,i )j ( )

ave

The simulation results show that typical sng,. is

ave

approximately 12 and sn;)’ is about 5. Hence, the

Gm_Nu algorithm can reduce the complexity to 1/25
and the Lm_Nu algorithm can reduce the complexity
to 1/144.

Table 1. Complexity Analysis

Computation | Ratio | Storage |

JTB (60%2)% x12° 1 [60x2x12

n-Loop CTB nx (60% 2)2 +122 | n /142 | 60x2

JTB + Fast (60><2)2 % 36 174 |60x2x12
HCB
JTB + Fast (Sngve X 2)2 X 36 1/100 6OX2X12
HCB + Gm_Nu "
JTB + Fast (s x2)*% 36 1/576 |60x2x12
HCB +Lm_Nu "

n-Loop CTB + |, (sn % 2)* +36 |1 /3600| 60x2
Gm_Nu + Fast "

HCB
n-Loop CTB + |5 (sn x 2)* +36|(1+0.-4) | 60x2
Lm_Nu + Fast /20736

HCB

6.2. Obijective Quality Analysis

The rate-distortion curves of these bit allocation
schemes are shown in Fig. 7 and 8. Two major
evaluative methodologies, ANMR and MNMR, are
used for distortion. We can find that the performance
of the CTB scheme is similar to that of the JTB
scheme. The ANMR performance loss is less than
0.2dB for One-Loop CTB-ANMR and less than
0.1dB for Two-Loop CTB-ANMR (the lowest three
curves in Fig. 7). The MNMR performance loss is
less than 0.1 dB for both One- and Two-Loop CTB-
MNMR (the lowest three curves in Fig. 8). Both of
them are much better than the MPEG-4 VM (the top
line).
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The differences of performance between the fast
searching algorithms and the original CTB-MNMR
scheme are shown in Fig. 9 and 10. In light of the
complexity analyses on Gm_Nu and Lm_Nu, and the
uniform NB_SF fast algorithms, with NB_SF=12 and
5, are chosen for comparison. There is nearly no
performance loss for the Gm_Nu algorithm (ANMR
or MNMR Difference = 0). The advantage of the
non-uniform algorithms over the uniform algorithms
at about the same complexity is clearly shown in
Figs. 9 and 10.

—e— VM-TLS
T S 0. One-Loop CTB-MNMR
\ ~ ——-¥-—- Two-Loop CTB-MNMR
. ——g-—-- JTB-MNMR
AN
@4 N
o
xc 5]
-
3
<
o4
_2< )
— - — One-Loop CTB-ANMR ~ s
44 | ——0—— Two-Loop CTB-ANMR \\O
— ——— JTB-ANMR ~c
-6 B
. : : : $
16 32 48 64 80
Total Bit Rate (kbps)
Fig. 7. ANMR Rate-Distortion Analysis
15 &
—+—— VM-TLS
138 — & — One-Loop CTB-ANMR
— —0—— Two-Loop CTB-ANMR
11 e\ N ——— JTB-ANMR
NN
9 AN
& N
3 74
<
Z 51
=
3 ~
14 \\ ~
........ 0 One-Loop CTB-MNMR \e\ \-
-14|=—-%—— Two-Loop CTB-MNMR ~
—-=v-—-- JTB-MNMR ~
343 ; : ; |
16 32 48 64 80

Total Bit Rate (kbps)

Fig. 8. MNMR Rate-Distortion Analysis

6.3. Subjective Quality Analysis

Listening test by human ears is the traditional method
to subjectively evaluate the audio quality and is also
the most recognized subjective quality test. However,
such subjective test is expensive, time consuming,
and difficult to reproduce. Informal listening tests on
the aforementioned schemes show that it is hard to
differentiate between JTB and various CTB schemes.
In addition, a “simulated” subjective test, Objective
Difference Grade (ODG), has been conducted. ODG

CASCADED TRELLIS-BASED OPTIMIZATION FOR AAC

is a measure of quality designed to be comparable to
the Subjective Difference Grade (SDG). It is
calculated based on the difference between the
quality rating of the reference and test (coded)
signals. The ODG has a range of [-4, 0], in which -4
stands for very annoying difference and O stands for
imperceptible difference between the reference and
the test signals [10][11]. The ODG results for various
search schemes discussed in this paper are shown in
Fig. 11 and the reference signal is the original audio
sequence. According to the collected test data (Fig.
11), the difference between JTB and CTB schemes is
quite small. The ODG results, which are relative to
the CTB-MNMR scheme, for various fast searching
algorithms are shown in Fig. 12. Again the
performance of the non-uniform NB_SF algorithms is
better than that of uniform NB_SF algorithms at
about the same computational complexity.

0.184
—~ 0.16
[as]
°
o 0147
c —=— Uniform (sn=35)
o© 0.124 — 90— Lm Nu
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7. CONCLUSIONS

In this paper, we propose a CTB optimization scheme
for the MPEG-4 AAC coder, in which the
optimization procedures for finding coding
parameters, SF and HCB, are separated in two
consecutive steps. Based on the complexity analysis,
the proposed CTB scheme is approximately 71 to 142
times faster than the JTB scheme. Moreover, the
simulation results show that both the objective and
subjective quality of the CTB scheme is close to that
of the JTB scheme. In addition, we also propose a
lossless fast searching algorithm for trellis-based
HCB optimization, which is about 4 times faster.
Furthermore, two non-uniform searching algorithms,
Gm_Nu and Lm_Nu, are proposed for trellis-based
SF optimization. The simulation results show that the
non-uniform searching algorithms can achieve better
performance than uniform searching algorithms
under the same complexity.

CASCADED TRELLIS-BASED OPTIMIZATION FOR AAC
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ABSTRACT

Channel impairment caused by multi-path reflections can
deeply degrade the transmission efficiency in wireless
communication systems. Based on the property of the
channel frequency response and the concept of interpola-
tion, in this paper a DCT-based pilot-aided channe! esti-
mator for orthogonal frequency division multiplexing is
proposed. This approach can mitigate the aliasing effect in
the DFT-based channel estimator when there is non-
sample-spaced path delay. Compared with DFT-based
estimator, DCT-based estimator significantly improves the
performance with a comparable complexity. In addition, a
noise reduction scheme is introduced and combined with
the estimator. In implementation, the DCT-based estima-
tor has the advantages of utilizing mature fast DCT algo-
rithms and compatible FFT algorithms, which is favorable
to other matrix-based channel estimation methods.

1. INTRODUCTION

Orthogonal frequency division multiplexing {OFDM) is a
highly efficient and popular technique for high bit-rate
data transmission over wireless communication channels.
It has been adopted in wireless LAN and MAN standards
IEEE 802.11a and 802.16, and the European digital audio
broadcasting {DAB) and digital video broadcasting (DVB)
standards.

In wireless communication channels, multi-path is a
very common and severe problem. It causes inter-symbol
interference (ISI) in the signal stream and this may de-
grade the transmission efficiency. GFDM can easily avoid
this problem by inserting guard interval (GI). Besides 151,
multi-path also causes frequency-selective fading. If co-
herent demodulation is adopted, the effect of amplitude
and phase fluctuation should be mitigated. One typical
solution is to perform channel estimation, followed by
channel equalization. Generally, there are two types of
approaches for channel estimation. One is blind type of
algorithms [1] and the other is pilot-aided type of algo-

0-7803-7663-3/03/$17.00 ©2003 IEEE
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rithms [2]. Although the pilot-aided algorithms waste a
little more bandwidth than the blind algorithms, their per-
formance is usually better than that of the blind case. Pi-
lot-aided approach has been adopted in many standards
such as 802.11a and many others. Therefore, in this paper
we will focus on the pilot-aided case.

The optimal interpolation filtering in Minimum Mean
Square Error (MMSE) sense for channel estimation [3], [4]
needs the information of channel statistic and the associ-
ated computation complexity is very high. This may be
hard to implement in practice. The approach of DFT-
based interpolation [5] can theoretically achieve ideal
lowpass interpolation, and has the advantages of low
complexity by employing FFT algorithms. This technique
works well when multi-path delays are integer multiples
of the sampling time. However, this hardly happens in
practical transmission environment. When the condition 15
not satisfied, performance of the DFT-based algorithm
may degrade considerably. This is because the equivalent
channel impulse response will be a disperse version of the
original shorter one [6]. As a result, the DFT-based inter-
polation process will be based on the aliased data of the
disperse impulse response.

In this paper, for the consideration of better channel in-
terpolation result and lower aliasing error, we will pro-
pose a DCT-based channel estimation method, as detailed
below,

2. CHANNEL ESTIMATION BASED ON DFT
INTERPOLATION

2.1. OFDM System Model

We assume that an OFDM symbol contains & sub-carriers,
and the OFDM symbol duration is 7. Then the sampling
period will be 7/N and the sub-carrier spacing is 1/T. The

transmitted signal can be expressed as:
w N-1

s(ty= ZZD,‘.HGLW({) (D

i=—on=0
where D,, is the data on the »-th sub-carrier in the i-th
OFDM symbol and
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L2
6, (=¢7 [w(t~iT)~ult -G+ D) (@)
where T, is the guard time interval, 7,= T, + T is the total
symbo! duration, and #(#) is the unit step function.
A multi-path channel can be characterized as:

hit,7) = Lz_l“a,,(z)ﬁ(r—r,,) (3)

(1=T,~iT,)

where «,(?) is the time-varying gain and 7, is the delay
time for the i-th path. L is the total number of the paths.
Usually, the magnitude of ¢,(f) is modeled Rayleigh

distributed, and the variation is associated with Doppler
frequency Jis fu=Ffvie, wherefc is the carrier fre-

quency, v is the vehicle speed and ¢ is the velocity of light.

The received OFDM signal passing through the AWGN
time-varying multi-path channel can be expressed as

r(t)= Lia, (0)-s(t—1,)+n() 4)

where n(?) is the white Gaussian noise. After sampling the
signal and removing guard interval, the equivalent chan-
nel frequency response is (assuming e,(f) is constant

over one OFDM symbol)

Jlark

Lol
H,=Ya,e 7 (5)

=0
where /_, is channel frequency response corresponding
to the k-th sub-carrier of the s-th symbols, and a,, is the

gain of the i-th path during the s-th symbol period. The
received signal on the A-th sub-carrier of the s-th symbel
can be expressed as

Y, =D, H +N, (6
The corresponding impulse response is [6]
BN sin(zi)

] L-1
h =—Ya, — A
T JN Zae sin(z(4, —n)/ N)

where /i, is the n-th tap of channel impulse response
during the s-th symbol and ﬁ,f =7, /T,, where T, is the

sampling period. By this equation, when non-
integer A, exists, the power will leak to all taps h ., as

shown in Fig. 1.

2.2 DFT-based channel estimation [7]

Assume that M pilots are evenly assigned to M sub-
carriers out of total N sub-carriers at a spacing of N/M
sub-carriers, where M/M is an integer. The DFT-based
channel estimation algorithm begins with the least-square
{LS) estimation of the pilot sub-carriers.

Hp_m = Yp,m/pm (8)

hin}

T
:ﬁ} }
Illl- . .
9 |‘115i‘i'ii‘|ﬁ

Fig.1. The equivalent impulse response for the continuous chan-
nel A{t)=&(1)+ (¢ —0.5T5) + 8(1 - 1.4T5)

|
3

where ¥, is the received signal at the m-th pilot sub-
carrier and p_is the pre-assigned pilot value for the m-th

pilot subcarrier. Then j7,,is multiplied by some linear-

phase shift as shown below

~ A j,r."ﬁ

Hp’,m = Hp,m'e MT (9)
where § is the minimum integer greater than all the path
delays. The operation amounts to a corresponding time
shift of the impulse response. It would make the power of
the impulse response much more concentrate around =0,
while the impulse response values in the middle time posi-
tions would be smaller. This will facilitate zero insertion
in those positions, and lead to a more effective up-
sampling result of the channel frequency response, than
the case without phase adjustment, as detailed below.

First the M-point impulse response is obtained by

{hy} = IFFT{H ) (10)
Next the zero-insertion impulse response is formed by
inserting (V-M)} zeros in the middle time indices:

B neM/i2-1
Bun={ 0 MI2<n<N-M/2-1 (D)
P pu-Nert otherwise

Then the interpolated channel frequency response is

solved after performing FFT on hy.
{H ,}=FFT{hn} (12)

Finally, the actual estimated channel frequency response
is obtained by canceling the phase shift operations per-
formed in the beginning stage of the algorithm:

.l

e

Hn =Hsh,n'37 AT (13)
3. THE PROPOSED ALGORITHM
As mentioned before, there will be leakage in channel

impulse response, when the path delays are non-integer
multiples of the sampling period. It is obvious that DFT-
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based interpolation is not suitable for channel estimation
under this condition. This is because the leakage will
cause severe aliasing, when the mentioned DFT-based
method is used. [7] proposed a windowed DFT-based
approach to improve the performance. However, this ap-
proach must sacrifice some bandwidth. Next, we will pro-
pose a DCT-based interpolation algorithm to mitigate the
aliasing problem. DCT is a well-known technique exten-
sively used in image processing. DCT can reduce the high
frequency component in the transform domain compared
with DFT. The reason is that when given a sequence of N-
point data, DFT conceptually treats it as a periodic signal
with a period of N points. Hence, there is a tendency of
noticeable high-frequency components, due to signal dis-
continuity in between consecutive period boundary. In
contrast, DCT conceptually extends the original N-point
data sequence to 2N-point sequence by doing mirror-
extension of the N-point data sequence. As a result, the
waveform will be smoother and more continuous in the
boundary between consecutive periods. Correspondingly,
high frequency components will be reduced. This benefits
interpolation process. The proposed DCT-based channel
estimation algorithm is detailed below.

3.1 The new DCT-based channel estimation algorithm

First, we also use LS estimation to get the channel fre-
quency response on the pilot sub-carriers. After that, we
perform DCT
e
» 2m+ Dk
hor=w, S H, cosTERFUE g M1
poary M (14)

1 2
=—, k=0 = f—, k#0
iV MM

The next step inserts zeros in the DCT domain. However,
different from DFT-based interpolation, zeros must be

inserted at the end of A, as

~
A
hwi = hes

ksM-1 " p=q. ., N-1 (15
O otherwise

N

Here IDCT can’t be directly performed on Ax to get the
channel frequency response due to the following reason.
Compared with DFT, DCT has a shift in the time domain
data. Due to this characteristic, the value of the original
low-rate data would not remain the same afier interpola-
tion process by employing IDCT. Therefore, the interpola-
tion result would be poor. The solution is to use extendi-
ble IDCT (EIDCT) [8]. Based on EIDCT, we can get the
interpolated channel estimation as

a M-l a
Ha=2 wohui cos((%ntﬁ)m'() n=0,.,N-1(16)

k=0

Alernatively, since the transform is derived from the con-
cept of DFT, we can get the same result by first deing
mirror-duplication to get doubled-length data and then
applying the DFT-based interpolation.

One may argue that we can exchange the DCT and
IDCT processes in the interpolation, then the time shift
problem will not occur. Indeed, this is true. However, if
we adopt this approach, another problem similar to DFT-
based interpolation will be introduced. In the M-point
DCT transform (14), its value is always zero at i=M.
Therefore, if we treat the original data as DCT transform
domain signal, the estimated channel frequency response
after interpolation will decay to zero outside the last pilot
sub-carrier. As it turns out, this would lead to degradation
of performance at the edge of spectrum.

3.2 Combining a noise reduction scheme

When the delay time of each path is close to zero, the
white Gaussian noise -can be effectively reduced in the
DCT domain. If the path delays are all small, the channel
frequency response will be smoother (with less high fre-
quency components). As such, in the DCT domain, the
power in the high frequency region can be viewed as
noise, and we can eliminate it by setting the value of high
frequency to zero. The method works better in the DCT
domain than in the DFT domain [3]. Especially, it is most
effective when the pilot power is not much larger than the
noise power. When the pilot power is limited to a lower
level, for low-power consideration, this method can im-
prove performance. The whole operations are detailed
below.

After DCT operations, the accumulated power counting
from the first index can be calculated. The value is com-
pared with a threshold to determine the region occupied
mostly by noises. One way to define the threshold is using
percentage of total power, e.g. 90% of total power. After
the index is determined, all the impulse response values
after this index are set to zero as

A

;IM _hes 0<k<h (17)
0 b<ksM-1

where b is the index of threshold.
Note that regardless of DCT-based or DFT-based ap-
proaches, the delay spread must be smaller than (M - T,).

Otherwise, the estimation will be error prone. This can be
explained by the concept of down sampling, The fre-
quency responses at the pilot sub-carrier frequencies are
the down sampling version of the complete channel fre-
quency response at all ¥ sub-carrier frequencies. Hence, if
the delay spread is equal to or larger than (M - T5), then
the aliasing of channel impulse will occur. There is no
way to recover the aliased impulse response.
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Fig.2. The SER performance with DCT-based estimator com-
pared with DFT-based estimator

4. SIMULATION RESULT

In this section, we present the simulation result of the
' DCT-based estimator and compared it with DFT-based
approach. The multi-path Rayleigh fading channel is
simulated by Jakes’ model. And each path gain follows
the exponential power delay profile.

Elle, () 1= ™" (18)
We assume the channel has 4 paths and the set of delay
spread is {0, 3.57s, 7.37s, 10.47s}. Meanwhile, we
choose g such that the average power of last path will be
20dB less than first path.

The number of total sub-carriers is 1024. 32 pilots are
evenly inserted into the sub-carriers, and the first pilot is
put on the first sub-carrier. Assume the transmission
bandwidth is 5MHz. Then the sub-carrier spacing is
4.883KHz, and the sampling period is 0.2 &5 . The Dop-
pler spread is fixed at 50Hz, such that £,7 ~0.01. The

modulation scheme on each sub-carrier is 16QAM. The
guard time interval is 32 sample periods. As for the value
assigned to pilot, the outmost constellation point in
16QAM is chosen. Fig.2 shows the simulation resylt. It is
obvious that DCT-based approach noticeably has higher
performance especially in high SNR, than the DFT
counter part.

We also simulate the case when the proposed new algo-
rithm method combines with a noise reduction scheme as
mentioned before. In this case, the set of delay spread is
assumed {0, 0.57s, 2.2Ts, 3.17s}. As explained in section
4, the delay values cannot be too far away from zero. Also
we change the pilot value from the outmost constellation
peint in 16QAM to the innermost point to reduce the pilot
power. The threshold is set to 90% of the total power. Fig. .
3 depicts the simulation result.

5. CONCLUSION

Symbol error rate

[ | & DCT-based estimater

3 [| -5 DCT-based estimater with noise recuction {, ~ ~ | &

10 L= 1. 1 -1 : 1 1 I 1 .
0 5 10 15 20 25 30 35 40 45
SNR
Fig.3. The SER performance of DCT-based estimator with noise
reduction

A DCT-based pilot-aided channel estimator of OFDM
system in the multi-path fading channel with non-integer
sample-spaced path delay has been proposed in this paper.
1t achieves significant improvement over the DFT-based
approach. It can be realized by the mature, low-
complexity fast DCT algorithms in the literature. It is
much lower than many other well-known matrix-based
estimators. For the case of small path delay spreads and
pilots with low power level, we also propose an effective
noise reduction method to improve the performance.
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ABSTRACT

This paper proposes an efficient memory-based radix-2
FFT architecture, which greatly improves the memory-
based FFT [S], [6] by reducing 50% memory size re-
quirement, whil¢ maintaining a simple address generator.
Specifically the memory siZe is reduced to 1.25N words.
In addition, the multiplier utilization rate is 100%.

1. INTRODUCTION

FFT is applied to virtually every field of signal processing
applications. Particularly, the OFDM technique [1] based
on FFT, is recognized as the most efficient broadband
wireline and wireless modulation technique [2], [3] at the
time being and future to come. Because of high through-
put rate demand of an OFDM system, an efficient FFT
processor is required for real-time operations. FFT archi-

tectures can be categorized as two types: the pipeline ar- .

chitectures such as [4] and memory-based architectures,
(5], [6). Pipeline architectures bring the regularity of
VLSI implement into full play and get higher performance
by using more processing elements (PE), than the mem-
ory-based architectures. Memory-based architectures gen-
erally use only one butterfly PE (or more than one to es-
tablish paraltelism), some memory blocks to store input or
intermediate data, and a sophisticated control unit to han-
dle memory read/write and data flow direction. In general,
memory-based FFT processors can satisfy most of the
applications including the mentioned OFDM communica-
tion systems, based on the state-of-art technology.

The memory-based FFT processors have the advantage of
simple address generator design [5], [6] and overlapped
data loading and FFT operations between two different
FFT computations [6], at the cost of 1.5N [5] or 2.5N [€]
memory sizes. Architecture of [6] has a better timing per-
formance and higher multiplier utilization ratio (i.e.,
100%) than [S). This paper improves the FFT architec-
tures of [5], [6] by reducing the memory size to only
1.25N. The reduction does not affect the performance of
the original design, with respect to throughput rate (the
same as that of [6]), multiplier utilization (the same as that
of [6]), and simplicity of address generator.

2. MEMORY-BASED FFT PROCESSOR OF [5], [6]

)-7803-7761-3/03/817.00 ©2003 IEEE

In [5], [6], two types of FFT processor architecture based
on the same design idea were proposed, which we call
them Type I [5] and Type II {6] structures for short. Both
of them were designed to implement radix-2 decimation-
in-frequency (DIF) FFT processing as shown below:

(NI
xon="Eotm e vy, O
n=0
X[2r+1]= (Ni)_(lx[n]—x["*‘(N’Z)]W:W:fl @

=0,1,... (NI2)-1

In Type I FFT structure, as shown in Figure 1, N-point
data is separated into two N/2-point parts (i.e., the first
half and the second half), and loaded into RAM-1 and
RAM-2, respectively. As suggested in eq. (1) and eq. {2),
in the beginning of an FFT computation, the FFT structure
picks up x{n]and x[n + (& /2)] from RAM-1 and RAM-2,
respectively, and feed them to the butterfly PE. As shown
in Figure 1, the butterfly PE consists of two subblocks:
one is for the addition operation, while the other is for the
subtraction of the input data. As suggested by eq. (1) and
€q. (2) output data from the addition subblock do not have
to be multiplied by twiddle factors and can be directly
written back to proper memory locations. On the other
hand, output data from the subtraction subblock are stored
in RAM-3 temporarily, and will be multiplied by twiddle
factors later when all the addition/subtraction operations
in the butterfly PE are completed. In the first stage of an
N-point FFT, outputs from the addition subblock are writ-
ten sequentially back to first half part of RAM-1. After
completion of the butterfly operations, the intermediate
data in RAM-3, produced by the subtraction operations in
the butterfly PE, are fed into the multiplier subblock for
twiddle factor multiplication, and then sequentially writ-
ten back to the second half parts of RAM-1 and RAM-2.
In the 2™, 3™, and the remzining FFT stages, correspond-
ingly RAM-1 and RAM-2 are partitioned into to four sub-
parts, eight subparts, and so on, for the writing back of the
butterfly PE outputs to the RAM memories. Butterfly op-
erations and twiddle factor multiplications are done in
different phases for different FFT stages. Under this con-
dition, the multiplier utilization ratio is 50%. This archi-
tecture has low complexity in control unit, because that
the connections between memory blocks and PEs are sim-
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Figure 1. Architecture of Type I FFT processor [5].

ple, but at the cost of memory size (due to non-in-place
computation). It needs a memory size of 1.5N words {5].

The Type II structure [7], as shown in Figure 2, is an im-
proved version of Type I structure. Here, RAM-1 and
RAM-2 in Type I structure are duplicated that facilitates
the loading of the next N FFT data points into the other set
of RAM-1 and RAM-2 memories in parallel with the cur-
rent N-point FFT operations. Basically, Type II structure
is the same as the Type I structure, except that two N-
peint FFT computatiens are executed simultaneously. The
structure achieves 100% multiplier utilization, by inter-
leaving the butterfly PE operations and twiddle-factor
multiplications for the first and second FFT computations.
However, in this case the total memory size increases to
2.5N words, which is much higher than the Type [ struc-
ture. In order to reduce the memory size and simultane-
ously maintains the merits of Type-1 and Type-Il struc-
tures, the next section proposes a new memory-based
structure that is much more efficient.

3. THE NEW IMPROVED FFT STRUCTURE

Without loss of generality, let’s take a radix-2Z 8-point
FFT for example. As shown in Figure 3, after the first
FFT stage, the output data is split into two independent
parts, i.e., the upper and lower parts. Therefore, we can
process the first-stage FFT operations by following the
configuration of Type-I structure. On the other hand, for
the rest of the FFT stages, we can treat the computations
as two independent N/2-point FFT’s, which are to be exe-
cuted simultaneously. Figure 4 depicts the new improved
FFT structure. In this case, for the 1%-stage FFT computa-
tion, RAM-1 and RAM-2 (each of N/4 words) are com-
bined as a single memory block like RAM-1 of the Type I

L M

5 5

= . =

Input | [ —
data =

Figure 2. Architecture of Type IL FFT p‘roccssor [6].

structure, while RAM-3 and RAM-4 (each of N/4 words),
are combined as a single memory block like RAM-2 of
the Type I structure. For the rest of the FFT stages, similar
configuration to Type II structure is adopted, except that
the data path and control circuit azre a little different from
the Type II structure.

The detailed mechanism of the new improved FFT archi-
tecture is summarized in the following execution steps:

Step 1. Load half of input data;
Load x[0}, x[1],...,x[N/4-1] to RAM-1;
Then, load x[A/4], x[N/4+1],...x[N/2-1] to
RAM-2,
Step 2. Process the first stage butterflies, including
add, subtract, and coefficient multiply;
Read x[k] from address k of RAM-1, and x[N/2+k]
from external input buffer and send them to but-
terfly PE, and perform al[k]=x[k]+x[N/2+k],
bIK]=(x[k]-x[N/2+k]) x W k=0,1.2,. . Nid-1.
Store a[r] in address » of RAM-1, and
b[r] in address r of RAM-3,
r=0,1,2,...,N/4-1.
Then, read x[k] from address 4-A/4 of RAM-2,
and x[N/2+k] from external input buffer and send
them to butterfly PE, and perform
a[K]=x[KHx[N/2+K], BlA]=(x[k]-x[N/2+K]) X W .
F=NI4 N4+ Nid+2, ., Ni2-1,
Store a[r] in address r-N/4 of RAM-2, and

b[r] in address r-N/4 of RAM-4,
r=N/4,Ni4+1,.. Ni2-1.
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Lower part

Figure 3. Signal-flow graph of an 8-point FFT, After
the first FFT stage, data flow is split into two inde-
pendent parts.

Cosfficients - —x)

Step 3. Add and subtract data of upper-part butter-
flies;
Read a’[k] from address & of RAM-1 and b'[k]

Figure 4. The new improved architecture (omitting control
signal).

from address & of RAM-2 and send them to butter-
fly PE, and perform g[k]=a'[k]+8[k]
bk =a'[k]-b'[k], =0,1,2,.. . Ni4-1.

Store a'[r] in address » of RAM-1, =0,1,2,... N/8-
1.

Store a’[r+N/8] in address » of RAM-2,
r=0,1,2,... .N/8-1.

Store & °[] in address » of RAM-3, r=0,1,2,... N/4-
1

Step 4. Complete upper-part butterflies with coeffi-

cient multiplications and simultaneously add
and subtract data of lower-part butterflies;
c[kj=blk] x Wy, , k=0,1,2, . ,N/4-1.

Store ¢[r] in address » of RAM-1, ~=0,1,2,.. N/8-1.

Store c[r+M/8] in address r of RAM-2,
r=0,1,2,...,N/§-1.
Read a’{k] from address k of RAM-3 and b7k}
from address &k of RAM-4 and send them to butter-
fly PE, and perform ofk)=a'[k]+8'Tk]
blkY=a'[k}- D[k}, #=0,1,2,... . N/4-1.

Store a[+] in address » of RAM-3, 7=0,1,2,...,N/8-1.
Store a[r+N/8] in address r of RAM-4,
=0,1,2,.. ., N/8-1.

Store A[r] in address r of RAM-5, »=0,1,2,... . N/4-1.

Step 5. Complete coefficient muitiplications of lower-

part butterflies of one stage and simultane-
ously add and subtract data of upper-part
butterflies of the next stage;

c[k) = blk]x WNk/z"' R ~=0,1,2,....N4-1,
=34, . log(N).
Store ¢[¥] in address r of RAM-3,

= {7 2 Ylmod(2)=0}, &3 4,..., log(N].

Store ¢[r] in address r-N/ 2' of RAM-4,

r={pAN 2" Ymod(2)=11, +=3.4,..., log(N).

Read a'fk] from address & of RAM-1 and &[]
from address k of RAM-2 to butterfly PE, and per-
form a{k]=a'Tkl+b' (k] . Blkl=a'[k]-b'[k] .
=0,12,... ,N4-1.

Store af¥] in  address r of RAM-I,
r={y|[WANT 2 YImod(2)=0}, +=4.5,..., log(N).

Store a[r] in address r-N/ 2' of RAM-2,
=N 2" ) Imod(2)=1}, £=4,5,..., log(N).

Store b[r] in address r of RAM-5, r=0,1,2,.. . ,N/4-1.

Step 6. Complete coefficient multiplying of upper
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part butterflies of one stage and simultane-
ously add and subtract data of lower part but-
terflies of the same stage;

clk]=blk]x W':/ZJ" ,k=012, N4-1,t=4.5,...,

log(N).
Store ¢[f}] in address + of RAM-I,
r={y|/(N7 2! YJmod(2)=0}, +=4.5, ..., log(N}.

Store ¢[r] in address ~N/ 2' of RAM-2.
r={y|[ (NI 2 Ylmod(2)=1}, t=4,5,..., lag(N).

Read a'[k] from address & of RAM-3 and &7k]
from address k of RAM-4 10 butterfly PE, and per-

form q[k]=a'[k]+B'[k) . b[k)=a'[kK]-b[k] -
=0,1,2,... ,N/4-1.
Store  afr] in  address r of RAM.3,

r={y|[P(V/ 2" YImod(2)=0}, =4.5,...., log(N).

Store a[r] in address N 2' of RAM-4,
r={DV 2" )imoed(2)=1}, £=4,5,..... log(N).

Store B[¥] to address r of RAM-S,
=0,1,2,... . N/4-1.



Table 1. Performance comparison of the new design and
the existing designs.

Table 2. Required FFT clock rates for some OFDM com-
munication standards using the improved FFT processor.

Memory |Average throughput| Multiplier Communication ] . i
size rate Utilization systems FFT snze(operatmg frequency in MHz)
. o DAB 2048(12),1024(11),512(10),256(9)
tmproved | 125N | N iog{ ny+ N 100% DVB-T 8192(56),2048(48)
1 802.11a 64(70)
Typel (51| 1SN | e s a7 50%
3 Step6. (N/4)*{ log(V)-2) cycles. )
Typell [6]| 2.5N W 100% Hence, without considering data output overhead, total

Step 7. Repeat Step 5 and Step 6 for the following
stages until the last stage.

In the processing of the first-stage FFT, output data from
the butterfly subtraction subblock need not to be stored in
RAM-5. Instead, they are directly multiplied by the twid-
dle factors and written back to memory. After processing
the first-stage FFT, the FFT structure proceeds to process
the upper part of the intermediate output data stored in
from RAM-1 and RAM-2, and simultancously process the
lower part of the intermediate output data stored in RAM-
3 and RAM-4, using the similar operation configuration
of Type II structure. Whenever, there is one part of inter-
mediate data is fed into butterfly PE, the other part of in-
termediate data is multiplied by twiddle factor, Since
RAM-J always sends one intermediate data point to mul-
tiplier and receives one intermediate data point from but-
terfly PE to the same address, no data hazard is caused in
RAM-S.

This architecture has 5 memory blocks, each of size N/¢4
words. As such, the total memory size is 1.25N, which is
only half that of Type II architecture.

4. PERFORMANCE EVALUATION

According to the discussed operation steps, we evaluate
and compare the architectural performances of the new
structure, Type I and Type II structures, based on the re-
quired total number of machine cycles, throughput rate,
multiplier utilization ratio and memory size. For the
evaluation, a few assumptions are made. First, the mem-
ory units support two-phase independent accesses: read
phase and write phase. Secondly, maximum period be-
tween data read and write is defined as one cycle. We can
figure out that critical path of this architecture contains
one butterfly PE and one multiplier, that is bounded by
the Step 2 mentioned in Section 3. As a result, for an N-
point FFT, the required machine cycles are contributed by:

Stepl. N/2 cycles.

Step2. N/2 cycles.

Step3. N4 cycles.

Stepd. N/4 cycles.

StepS. (N/)*( log(N)-2) cycles.

latency of an N-point FFT is N/2+(N/2)*log(N) cycles.
Note that the period of a machine cycle is bounded by the
critical path containing one butterfly PE, one multiplier,
and several memory access overhead, and they are the
same for Type I, Type 11, and the proposed structures.

The Type II structure needs N+N*log(N) cycles to com-
pute two N-point FFT's. Therefore, in average, it has the
same time performance as the proposed architecture, but it
requires double memory size that of the proposed struc-
ture. Performance comparison is summarized in Table 1.

Based on the proposed structure, the required clock cycles
for some OFDM communication systems such as DAB,
DVB-T, and 802.11a, are summarized in Table 2.

5. CONCLUSION

The proposed new structure significantly reduces the
memory size, while maintains the same speed perform-
ance, compared with its predecessors [6]. The future
works will be enhancing the proposed architecture for
variable length FFT’s that suits for different OFDM sys-
tems, and realizing the processor for particular applica-
tions.
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ABSTRACT (keywords: channel mode,
ARQ, channel prediction): A two-state
Markov chain is used to model the
fading channel. In this model, good state
indicates correct transmission and bad
state indicates bit error. The transition
probability of the two-state model is
derived as a function of the channel
condition such as Doppler frequency,
average SNR and symbol timing. The
purpose of the state model to represent
the current channel condition is that the
future channel condition can be
predicted from the transition matrix.
Based on this model, the future channel
condition and bit error rate can be
predicted and the amount of ARQ can be
pre-determined. This amount of ARQ is
thus subtracted from the pre-allocated
target bit for real time media to
pre-compensate for future
re-transmission.

to channel fading. The current wireless
system employs ARQ protocol to deal
with erroneous packets. This kind of
error conceament will increase the
transmission burden and pose a problem
for real time media data. The direct
consequence is that the effective buffer
output rate will decrease due to the
retransmission. To prevent overflow, one
of the method is to adapt the source
coding rate according to the buffer
condition. The buffer fullness reflects
the channel condition prior to the current
encoding moment. With such a strategy,
the current coding rate will be afunction
of the amount of ARQ that was issued
before. However, if the channel
condition can be predicted in advance
such that during the source coding
period the transmission error rate can be
estimated, the source coding rate can be
accordingly adapted such that ARQ will
not increase the buffer fullness to
prevent future buffer overflow and
frame skip.  To achieve this goal, a
strategy that further reduces the bit rate
alocated for each frame to be coded
according to the channel prediction is
proposed. This is used toO
pre-compensate the amount of future
possible ARQ retransmission.

In the original model, the buffer update
ruleis asfollows:

W = ma)((\/\/pra/+ Borev — R/ F,O)
if W>M, M the threshold, the next frame
would be skipped. Otherwise, the frame

1

whnel ess
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target for the next encoding frameis

W/F W>ZM
B. =R/F —A,whereA = )
! W —-Z.M ,otherwise

by default, M=R/F, Z=0.1, we can see
that A is used for buffer fullness
adjustment. In the following, we discuss
how the channel prediction is performed
to further modify B, with a two-state

channel mode!.

The main point is to predict the possible
number of error packet and subtract it
from the current frame target bit rate B, .
We use a simplified Gilbert channel [2]
for channel prediction. This model
describes burst-noise using a Markov
chain with two states G and B. In state G,
transmission is error-free. In state B, the
channel has only probability h of
transmitting a digit correctly. Because
we use simplified Gilbert channel, we
set the parameter h as 0. To simulate
burst noise, the states B and G must tend
to persist; i.e., the transition probabilities
b=Prob(G ->B) and g=Prob(B ->G) will
be small and the probabilities 1-b, 1-g of
remaining in G and B will be large. Fig.
lisadiagram for the Markov chain.

the state probabilities at time k can be
derived from the state probabilities at
time t, recursively by

Pk = pkLet _ p(t, |state(t,) = G)* TH o =1, g7
The average number of time units the
channdl isin good state and bad state are

denoted asT(G) and T(B) and are
E,ireﬁpectively, 1 isalso caled as
b'g g

the mean burst error length or average
fade duration. The stationary distribution
of good state and bad stateis

P = {PO, Pl} = [g/(b+ 9), b/(g+ b)}

p, is the average bit error rate. To
predict the future channel throughput,
we use the average probability in Good
state in the next k-packet interval. We
define the average probability of Good
state in the next k-packet intervals as
avg{ P(t | state(t, ) = state)} and it is the
average of the following equation

1

k

Zk P, (t | state(t,) = state), n=0,1,2
t=1

avg{ P (t | state(t,) = state)} =

The term (1-avg{ P(t | tate(t,) = G)} ) is
the average bad state probability.
Multiplied by the channel throughput,
the prediction of the error bits at time t,

is obtained as
Bit, o = % *(1-avg{ P(k|state(t ., en .)=state)}),
statee { G,B}

The error bits are subtracted from the
previous B, . That is B;=B;-kBit, .

The goa is to maximize By, thus it is

desirable that the transmission rate R is
as high as possible and the error rate is
as low as possible. In this paper, we am
at the establishment of the relationship
between the GE model and the Raileigh
channel distribution for the purpose of
channel prediction..

To derive the transition probability b and
g, we assume the received envelope
o =|r| as Rayleigh distribution, i.e.,

a _
f(a):—ze a?126? 2
O

where o is

variance of Gaussian random process,
the received SNR is y =a’E,/N,, its
PDF is exponent distribution, i.e.,

f(7)=%e_7//7, y>=0 where

7 =E[a®]E, /N, isthe average SNR of
the received signad and E[ «®] is the

average value of o°. Since the GE
channel consists of two states, we let y,



be the thresholds of the received SNR,
where the channel will change state. We
can calculate the stationary probabilities
of the GE channél in its respective states
by finding the fraction of time the
Rayleigh fading channel is below and

above 7, respectively. Thus
N1 5 w7 52

po(g) = | L677dy—1-"t"7 _1.6P
07

similarly, we have
01 7 -2

POO(G):jieﬂydy:ep where
n’”

P2 = 7!y . Another related parameters

are the Level Crossing Rate(LCR) and
Average Fade Duration(AFD). From [3]
and (4],
O(E p(R, &drdr&

Ly = :E@(R,r&jy@; JZpoe‘/’z

R™ dit
2 2
_ Pr[r<=R] 1-ep ep -1
- L - s :\/Zf P
R \/ﬂpoep D
the transition probability can be derived
as, g:pf% '2”, b= pf,TsV2r
e’ -1
where fD:% is the Doppler
frequency, and Tg is the symbol
duration.

Fig. 2 shows an example of packet error
in a typical wireless channel for 160
frames. These error packets will cause
retransmission, Without ARQ, the buffer
fullness will not be affected. With ARQ),
the effective throughput is reduced. Fig.
3 shows the buffer fullness condition
when ARQ is used. When the buffer
fullness is above a certain threshold,
frame skip happens. With the above
mentioned channel prediction and

adaptive frame layer bit allocation, the
improvement is shown in Fig.4.

The main point is to use a two-state
Markov model to represent the current
channel condition. The transition matrix
is a close approximation of the channel
memory. From the transition matrix, we
estimate the future bit error rate and the
possible retransmission amount. This is
equivalent to the future channel
prediction. From the predicted amount
of ARQ, we subtracted it from the
pre-allocated target bit in rea time
media coding. This is to leave room for
the future possible bit error and ARQ
such that the retransmission ARQ will
not cause transmitter buffer overflow.
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