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1. Abstract 
Keyword: radio access, smart antenna, multiuser detection (MUD), beyond 3G wireless 

communications 

With the fast development of personal communications and increasing need of 

multi-media messaging, the frequency spectrum becomes more and more a precious resource. 

As a result, the major topic for future B3G wireless communications will be to effectively 

enhance the capability of radio access to provide excellent spectral efficiency and system 

capacity, so that high data rate transmission and multi-media services can be realized. To these 

ends, several schemes shall be developed, among which the smart antenna and multiuser 

detection (MUD) techniques would be the most significant research topics. The main reason 

why the two techniques have received much attention in B3G wireless communications is that 

they can suppress interference effectively (including multiple access interference and 

cochannel interference) without the need of extra spectra. This would help to increase the 

transmission capacity of the system. They can also provide the spatial diversity to overcome 

channel fading and enhance reliability of signal reception. In this project, we will study the 

feasibility of smart antenna and MUD techniques applied to B3G wireless communications. 

In this project, we had thoroughly studied the smart antenna and multiuser detection 

algorithms. Significant results had been achieved. We had proposed the 『Linear space-time 

RAKE receiver』, 『Multi-antenna Low Complexity Partially Adaptive Interference Canceller 

Based on Krylov subspace technique』 and 『Multi-antenna Partially Adaptive Interference 

Canceller Based on Conjugate Gradient Method』. We had also proposed a transceiver 

architecture for MIMO MC-CDMA for high data rate applications based on interactions with 

other cooperating projects. 
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2. Project Objectives 
In wideband CDMA systems, the multipath environment can be exploited through the 

RAKE receiver, allowing signals arriving at the receiver with different propagation delays to 

be independently received and coherently combined by exploiting the temporal signature of 

the channel. On the other hand, in order to successfully detect data from the desired user, the 

MAI need to be suppressed effectively. Adaptive multi-user detectors (MUD) and interference 

cancellers have been suggested which provide full or partial immunity to the near-far effect 

[1]. The performance of an optimal MUD [1] in a multi-user system can approach that in a 

single-user environment. Unfortunately, the optimal MUD is impractically complex. As an 

alternative, the sub-optimal linear multi-user detector is an improved version of the 

conventional RAKE receiver, with the improvement due to better MAI suppression via either 

post- or pre-despread processing. The post-despread MUD works with the outputs of a bank 

of filters, each matched to a user of interest. The pre-despread MUD can be regarded as an 

adaptive matched filter that performs despreading and MAI suppression simultaneously. 

Popular pre-despread MUD's include the minimum mean squared error (MMSE) [3] and 

minimum output energy (MOE) receivers [4]. In particular, the MOE receiver derives its filter 

weights by minimizing the output energy subject to a unit response constraint for the desired 

signal. It is similar in structure to the linearly constrained minimum variance (LCMV) 

beamformer in array processing and is shown to offer the performance of the MMSE receiver 

without the need of channel information. Unfortunately, the MOE receiver exhibits high 

sensitivity to channel mismatch and does not perform reliably in the presence of multipath 

propagation. Although the pre-despread CDMA receivers provide excellent MAI suppression, 

they require a high dimension adaptive processing. To reduce the complexity, partially 

adaptive (PA) realization is suggested as an alternative with which the number of adaptive 

weights is reduced [5]-[7]. The advantages of PA implementation include not only reduced 

complexity but also faster convergence. In this project, three space-time (ST) CDMA 

receivers with enhanced interference suppression are proposed for pilot symbols assisted 

wireless systems. Among them, two are based on PA techniques to reduce system 

computational load. 
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3. Project Methods and Achievements 
In this project, we had proposed three ST CDMA receivers, including 

(1) Linear space-time RAKE receiver 

(2) Multi-antenna low complexity partially adaptive interference canceller based on Krylov 

subspace technique 

(3) Multi-antenna partially adaptive interference canceller based on conjugate gradient (CG) 

Method 

The detailed design procedures are discussed in the following sections. 

 

3.1  Space Time Data Model 
Consider the uplink CDMA data model for a scenario in which the receiver of 

basestation is equipped with an antenna array of rN  elements. Figure 1 shows the 

configuration of a linear equally spaced antenna array in which the spacing between two 

neighboring antennas is set to half wavelength. Assuming that each transmitter is equipped 

with a single antenna, the baseband multipath channel between the kth user's transmitter and 

the baseband receiver can be modeled as a single input multiple output (SIMO) system. To 

develop the SIMO data model, firstly the complex baseband lowpass equivalent transmitted 

signal ( )kr t  of the kth user during the ith data symbol is defined as 

 ( ) ( ) ( )k k k k
i

r t d i c t iTσ= −∑  (1) 

where ( )kd i  denotes the ith transmitted information symbol assumed to be i.i.d. with 

zero-mean and unit variance, T is the symbol duration, 2
kσ  is the transmit power, and ( )kc t  

is the signature waveform given by 
 1

0( ) [ ] ( )M
k k cmc t c m p t mT−

== −∑  (2) 

where [ ]kc m  is the spreading sequence of the kth user, M is the spreading factor, p(t) is the 

chip waveform, and cT  is the chip duration. Putting the K user signals together, the received 

baseband data at the nrth receive antenna can be expressed in the following form: 

 ( )
, , ,1 1( ) ( ) ( ) ( )r

r
K Ln

k n k l k k l NBk lx t r t i i n tσ α τ= == − + +∑ ∑  (3) 

where ( )NBi i  denotes narrowband interference, and ,k lτ  and , ,rn k lα  are the delay and 

complex gain, respectively, of the lth path of the kth user, and n(t) is the additive white noise 
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process with power 2
nσ . It is assumed that the L paths arrive within a delay spread of L chips, 

with each path having a different delay of integer number of chips. It is also assumed that 

initial acquisition is performed properly such that a rough estimate of timing offset is 

available for each user. To fully exploit the temporal signature, ( ) ( )rnx t  is chip matched 

filtered and then chip rate sampled at s ct iT mT= +  over one symbol duration plus delay 

spread, i.e., 0,1, , 2m M L= + −K . The resulting discrete-time data over the ith symbol is 

given by 

 ( )
, , , ,1 1( ) ( ) ( ) ( )r

r
K Ln

m k n k l k m NB m mk lx i r i i i n tσ α= == + +∑ ∑  (4) 

where  

 , ,( ) ( )k m k s c k lr i r iT mT τ= + −  (5) 

 , ( ) ( )NB m NB s ci i i iT mT= +   (6) 

 ( ) ( )m s cn i n iT mT= +   (7) 

Assuming that the user 1 is the desired user, and putting the chip-sampled data over the 

ith symbol into an ( 1) 1M L+ − ×  vector, we have 

 

( ) ( ) ( )( )
0 1 2

( ) ( )
, , ,1 1

( ) ( ) ( ) ( )
11 2

( ) [ ( ), ( ), , ( )]

( ) ( ) ( )

( ) ( ) ( ) ( )

r r rr

r r
r

r r r r

n n nn
M L

nK L n
k n k l k l k NBk l

n n nK n
k NBkk

i x i x i x i

d i i i

d i d i i i

σ α
+ −

= =

=

=

= + +

= + + +

∑ ∑

∑

x

c i n

h h i n

K

  

 ( ) ( ) ( )
1 ( ) ( ) ( )r r rn n ni i i= + +s i n  (8) 

where T denotes the transpose, 

 , 1, [0], [1], , [ 1],
TT T

k l l L lc c c M− − = − c 0 0K  (9) 

and n0  is the 1n×  zero vector. The ( )rn
kh  is the effective composite signature vector (CSV) 

of user k at the nrth receive antenna given by: 

 ( )
, , ,1

r
r

n L
k n k l k lk lσ α== ∑h c  (10) 

Finally, ( ) ( )( )
2( ) ( ) ( )r rr n nKn

k NBkki d i i== +∑i h i  is the vector consisting of MAI and NBI, and 

( ) ( )rn in  is the noise vector. 

Stacking the data vectors ( )(1) ( ), , ( )rNi ix xL , we have 

 ( )(1) (2)( ) ( ) ( ) ( )r
TTT T Ni i i i =   

x x x xL   

 1 1( ) ( ) ( )d i i i= + +h i n  (11) 



 5

where 

 ( )(1) (2)
1 1 1 1

r
TTT T N =   

h h h hL  (12) 

 ( )(1) (2)( ) ( ) ( ) ( )r
TTT T Ni i i i =   

i i i iL  (13) 

 ( )(1) (2)( ) ( ) ( ) ( )r
TTT T Ni i i i =   

n n n nL  (14) 

A receiver for user 1 is designed to identify 1h  to retrieve 1( )d i  from ( )ii  and ( )in . 

In particular, a linear receiver combines ( )ix  using a weight vector w  to obtain 

 1 1( ) ( )Hz i i= w x  (15) 

where H denotes the complex conjugate transpose. A popular criteria for choosing 1w  leads 

to the MMSE receiver: 

 $1 1MMSE x
−=w R h  (16) 

where $1h  is an estimate of 1h  and xR  is the data correlation matrix given by 

 { ( ) ( )}H
x s inE i i= = +R x x R R  (17) 

where 

 1 1{ ( ) ( )}H
s E i i=R s s  (18) 

 {( ( ) ( ))( ( ) ( )) }H
in E i i i i= + +R i n i n  (19) 

Another type of optimal receiver is the maximum SINR (MSINR) receiver given by 

 $1 1MSINR in
−=w R h  (20) 

However, inR  is not available in practice, and is usually estimated by decision aided 

schemes. 

Finally, the symbol decision $1( )d i can be obtained by 

 $1 1{ }d dec z=  (21) 
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3.2 Linear Space Time RAKE Receiver 

A CDMA ST RAKE receiver suitable for pilot symbol assisted systems is developed 

with a three-stage procedure. First, a set of L  adaptive filters is constructed at each of the 

rN  antennas to perform diversity reception of the multipath signal and MAI suppression 

blindly. In particular, these rLN  adaptive filters are realized in a modified form of 

generalized sidelobe canceller (GSC) to avoid the signal cancellation phenomenon incurred 

with channel mismatch. Second, a set of L  adaptive beamformers is constructed, one for 

each finger, which provides effective suppression of time-varying NBI, which minimizes the 

mean square error between the beamformer output and a reference signal (pilot symbols or 

tentative detected data symbols). These beamformers are realized according to the MMSE 

criterion with the aid of pilot symbols. Finally, beamformer outputs from different fingers are 

RAKE combined to capture the multipath signal coherently. This leads to a CDMA ST RAKE 

receiver. The advantages of working with the GSC blind adaptive filters are twofold. First, 

blind adaptive filters can perform signal reception and MAI suppression without the need of 

pilot symbols assisted channel estimation, which cannot be done reliably in the presence of 

strong interference. Moreover, they can utilize the entire received data symbols, rather than 

just the pilot symbols, to compute the adaptive weights, leading to improved performance. 

Second, the GSC can alleviate the signal cancellation phenomenon often occurring in the 

LCMV algorithms, which means that the signal may be treated as interference and gets 

cancelled if the channel is not known exactly. A modified GSC is proposed in which the 

multipath signal is removed in the lower branch by a pre-designed blocking matrix before 

adaptive processing, such that MAI suppression can be done blindly without the need of 

channel information. With the preprocessing offered by adaptive filters, MAI can be greatly 

reduced, leading to a significant improvement in the subsequent beamforming and RAKE 

combining. The overall schematic diagram of the proposed receiver is depicted in Figure 2. 

 

3.2.1 Construction of Adaptive Filters 

In temporal processing, it is convenient to treat the signature vector 1,lc  as a steering 

vector. In this way, an adaptive filter is simply a time domain analogy of a beamformer, and 
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the beamforming concept can be readily applied. According to this, the adaptive filter output 

data is 

 ( ) ( ) ( )
1, 1,( ) ( )r r r

Hn n n
l ly i i= f x  (22) 

where ( )
1,

rn
lf  is the adaptive filter weight vector for the lth finger of user 1 at the nrth antenna, 

and is the ( 1) 1M L+ − ×  data vector received by the antenna. 

To ensure an effective suppression of MAI, adaptive cancellation is performed for each 

of the adaptive filters. This is done by choosing the filter weight vectors in accordance with 

the LCMV criterion [5], [6], [8], [9]: 

 
( )
1,

( ) ( )
1, 1,

( )
1,1,

min

subject to : 1

r r
nr
l

r

n nH
xl l

n H
ll =

w
f R f

f c
 (23) 

for 1, ,l L= K  and 1, , rj N= K , where 

 ( ) ( ) ( ){ ( ) ( )}r r r
Hn n n

x E i i=R x x  (24) 

is the data correlation matrix at the nrth antenna. A major problem of the LCMV algorithm is 

the phenomenon of signal cancellation due to the mismatch of signature vectors. This means 

that the filter tends to treat the signal as interference and cancel it in order to minimize the 

output power. The concept of GSC is to decompose the weight vector into two orthogonal 

components: ( ) ( )
1,1, 1,

r rn n
ll l= −f c Bu . Different from the conventional GSC in which the blocking 

matrix would be designed to remove the signal at a single finger, a modified form of GSC is 

proposed in which the blocking matrix is designed to remove all the multipath signal 

components. This is essential since if the signal is not entirely removed in the lower branch, a 

mutual cancellation of the signal will occur between the upper and lower branches of the GSC.  

Following the standard procedure of GSC, the adaptive weight vectors are determined by the 

following MMSE problem: 

 
( )
1,

( ) ( )( )
1, 1,1, 1,[ ] [ ]min r rr

nr
l

n nnH
l x ll l− −

u
c Bu R c Bu  (25) 

Solving for ( )
1,

rn
lu  and substituting in ( )

1,
rn

lf  yields 

 ( ) ( ) ( )1
1,1, [ ( ) ]r r rn n nH H

x x ll
−= −f I B B R B B R c  (26) 

Note that B  is shared by all the 1 rL N  filters and chosen to be a full rank 1( )M M L× −  
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matrix whose columns are orthogonal to the set of signature vectors 
11 1,1 1,2 1,[ , , , ]L=C c c cL , 

i.e., a solution to the equation 1
H =B C O , where 1,lc  is given by (9). 

 
3.2.2 Construction of Adaptive Beamformers and RAKE Receiver 

With a sufficiently large degrees-of-freedom, the MAI can be suppressed effectively by 

the adaptive filters. Unfortunately, they may not be able to suppress time varying NBI whose 

signatures change from one symbol to another. As described in [10] and [11], an NBI can be 

treated as an MAI with a time-varying signature vector, or a set of many MAI's with a fixed 

signature vector. Since a degree-of-freedom is required to suppress a stationary MAI, the 

adaptive filters cannot effectively suppress the NBI with their limited degrees-of-freedom.  

However, NBI's can be suppressed in the spatial domain by adaptive beamforming as long as 

their AOA's are separated from that of signal-of-interest, and are slowly varying relative to the 

processing speed of the receiver. In the following, a pilot symbols assisted adaptive 

beamformer based on the MMSE criterion is constructed for each finger. First, the adaptive 

filter outputs ( )
1, , 1, ,rn

rly l N= K , at the Nr antennas for the lth finger are weighted and summed 

to produce the beamformer output: 

 1, 1, 1,( ) H
l l lz i = w y  (27) 

where 

 ( )(1) (2)
1, 1, 1, 1,( ) [ ( ), ( ), , ( )]rN T

l l l li y i y i y i=y K  (28) 

with ( )
1,

rn
lw 's being the beamforming weight vectors for the lth finger. The weight vector 1,lw  

is determined in accordance with the MMSE criterion: 

 
1,

2
1, 1, 1{ ( ) ( ) }min

l

H
l lE i d i−

w
w y  (29) 

where 1( )d i  is the pilot symbol sequence. The solution is given by 

 1
1, 1, 1,l l l

−=w R r  (30) 

where 

 1, 1, 1,{ ( ) ( )}H
l l lE i i=R y y  (31) 

is the post-despread data correlation matrix, and 

 *
1, 1, 1{ ( ) ( )}l lE i d i=r y  (32) 

The final stage of the receiver is to combine the beamformer outputs 1, ( ), 1, ,lz i l L= K , at the 
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L fingers in a coherent manner in order to fully utilize the multipath energy. Since the channel 

effects have been compensated for by the beamforming weight vectors 1,lw 's, the output of 

the RAKE receiver is simply obtained as 

 1
1 1, 1,1( ) ( )L H

l llz i i==∑ w y  (33) 

which is then sent to the data decision device: 

 $1 1( ) dec{ ( )}d i z i=  (34) 

 

3.2.3 Algorithm Summary 

In practice, the data correlation matrices are usually estimated by the sample average 

versions: 

 □ %%

1

1 ( ) ( )
sN H

x
is

i i
N =

≈ ∑R x x  (35) 

 □ % %( ) ( ) ( )

1

1 ( ) ( )
sr r r

N Hn n n
x

is
i i

N =
≈ ∑R x x  (36) 

 1, 1, 1,
1

1 ( ) ( )
sN

H
l l l

is
i i

N =
= ∑R y y  (37) 

where Ns is the number of symbols used for the processing period. 

 The information required in the proposed receiver is the spreading code and timing of the 

signal-of-interest so that the GSC blocking matrix B can be determined beforehand. 

Algorithm summary of the proposed ST CDMA receiver is as follows: 

1. Compute in parallel ( )
1,

rn
lf , 1, ,l L= K , 1, , rj N= K , according to (26), with ( )rn

xR  

estimated by (36) and B determined by 1,
H

l =B c 0 , 1, ,l L= K . 

2. Compute in parallel 1,lw , 1, ,l L= K , according to (30), with 1,lR  estimated by (37). 

3. Obtain 1, ( )lz i  according to (27). 

4. Obtain 1( )z i  according to (33). 

 

3.2.4 Implementation Issues 

(a) Numerical Stability 

In the direct matrix inversion implementation, the computation of temporal adaptive weight 
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vector ( )
1,

rn
lf  in (26) involves the inversion of ( )rn

xR . Numerical instability may arise when 

there are few strong interferences present, such that the eigenvalue spread of the data 

correlation matrix ( )rn
xR  is large [12]. In this case, ( )rn

xR  will be ill conditioned and the 

matrix inversion in (26) will be numerically unstable, which means that a small error in 
( )rn
xR  (due to finite sample size) may leads to a large deviation in the weight vectors. On the 

other hand, the performance of the adaptive filters may be poor due to the residual signal not 

completely removed by the blocking matrix.  In the presence of residual signal in the lower 

branch, the GSC will perform a certain degree of mutual cancellation of the signal, leading to 

poor output SINR. To remedy these, pseudo noise terms uη I  can be added to ( )rn
xR , i.e., 

□ □( ) ( )r rn n
x x uη= +R R I , to alleviate the sensitivity problem. The pseudo noise has the effect of 

deemphasizing the strong interference and masking the residual signal, and can help to 

improve signal reception. It should be chosen large enough to handle the ill-condition 

problem, but not too large to distort the original signal scenario. A suitable choice which 

proves effective is such that uη  is equal to a small fraction (e.g., 0.1-0.3) of the largest 

eigenvalue of ( )rn
xR  [13]. 

 

(b) Recursive computation of weight vector 

For a more efficient and practical implementation, the GSC can be realized in a 

time-recursive fashion using stochastic gradient algorithms such as LMS. This leads to 

recursive formulation of the solutions to (25): 

 %( )( ) ( ) ( ) ( )( ) *
1,1, 1, 1, 1,( 1) ( ) [ ( ) ( ) ] ( )rr r r rr

H nn n n nnH H
u ll l l li i i i iµ+ = + −u u c x u Bu B x  (38) 

for 1,2,i = K , where uµ  is the step-size of adaptation. The recursive algorithm does not 

exhibit the numerical instability as the DMI algorithm since it does not involve a matrix 

inversion. It is shown that the convergence of blind recursive algorithms is slow and noisy 

compared to training signal based algorithms. In view of this drawback, it is suggested that 

the proposed GSC-based adaptive filters are operated in blind mode in the initialization stage. 

When the output SINR has been improved and reliable detection is achieved for the signal, 

the receiver can be switched to the pilot symbols aided or decision-directed mode for better 
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convergence and performance. 

The weight vector 1, ( )l iw  in (27) can be also recursively updated according to the LMS 

algorithm: 

 $ *
11, 1, 1, 1, 1,( 1) ( ) [ ( ) ( ) ( )] ( )H

l l w l l li i d i i i iµ+ = + −w w w y y  (39) 

where wµ  is the step size, and $1( )d i  is the pilot symbol sequence or the tentative data 

decisions (in decision directed mode if necessary). 
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3.3  Development of Partially Adaptive ST CDMA Receiver 

In this section, an efficient pre-despread adaptive ST CDMA receiver is developed which 

offers the performance of the ST MMSE receiver. The receiver consists of a set of adaptive 

correlators and a RAKE combiner for exploiting path diversity. A decision aided scheme is 

included for performance enhancement. The schematic diagram of the receiver is depicted in 

Figure 3. The design of the receiver involves the following procedures. First, a set of adaptive 

correlators is constructed to collect multipath signals with different delays. The tap weights of 

each correlator are determined in accordance with the LCMV criterion so that strong MAI can 

be effectively suppressed blindly. To avoid signal cancellation incurred with channel 

mismatch, these LCMV correlators are realized in the form of GSC. For reduced complexity 

processing, partial adaptivity is incorporated, which is done by selecting a reduced dimension 

subspace of the column space of the blocking matrix by using the Krylov subspace and CG 

techniques. Second, a simple coherent RAKE combiner with pilot aided channel estimation 

gives the desired user's symbol decisions. Since strong interference has been removed, 

channel estimation can be done accurately with a small number of pilot symbols. Finally, 

further performance enhancement is achieved by an iterative scheme in which the signal is 

reconstructed and subtracted from the GSC correlators input, leading to faster convergence of 

the receiver. The proposed low complexity PA receivers are suitable for the uplink of wireless 

CDMA systems, and are shown to outperform the conventional fully adaptive MMSE receiver 

by using a relatively small number of pilot symbols. 

 

3.3.1 Construction of Blind Adaptive GSC Correlators 

A set of adaptive correlators is used to perform despreading and MAI suppression. They 

are realized in the form of GSC, and require no pilot symbols for channel estimation. In other 

words, these correlators are ``blind'' and can utilize the entire received symbols, including 

data and pilot, to compute the adaptive weights. This is in contrast to non-blind pilot aided 

methods (e.g., MMSE) which cannot achieve reliable channel estimation in the presence of 

strong MAI by using the limited number of pilot symbols. 

In order to restore the processing gain and retain the path diversity, ( )ix  is despreaded 
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using a set of discrete-time correlators: 

 1, 1 1( ) ( ) ( ) ( ) ( )H H H H
l l l l lz i i d i i i= = + +w x w h w i w n  (40) 

or 1, ,l L= K , where lw  is the correlator weight vector at the lth finger. For an effective 

suppression of MAI, these weight vectors can be determined in accordance with the LCMV 

criterion: 

 1,min subject to 1
l

H H
l x l l l =

w
w R w c w  (41) 

However, the adverse phenomenon of signal cancellation usually occurs with the solution in 

(15) due to the mismatch of signature vectors (i.e., mismatch between 1,lc  and 1h ). With 

such a mismatch present, the signal can be treated as interference and receive a very small 

gain. To avoid such signal cancellation, the LCMV correlators can be implemented with 

multiple constraints. Here an alternative solution is suggested based on the GSC technique. 

The GSC is essentially an indirect but simpler implementation of the LCMV receiver. It is a 

widely used structure that allows a constrained adaptive algorithm to be implemented in an 

unconstrained fashion [5], [6]. 

The concept of GSC, as depicted in Figure 4 (a), is to decompose the weight vector into 

two orthogonal components as 1,l l l= −w c Bu . The matrix B is a pre-designed signal 

``blocking matrix'' which removes user 1's signal before filtering. The goal is then to choose 

the adaptive weight vector lu  to cancel the interference in ( )ix . According to the GSC 

scheme, lu  is determined via the MMSE criterion: 

 
2

1,min ( ) ( )
l

H H
l li i − 

 u
c x u Bx  (42) 

Since the signal has been removed in the lower branch by B , the only way to minimize the 

MSE is such that lu  performs a mutual cancellation of the MAI between the upper and 

lower branches. Solving for lu  and substituting in 1,l l l= −w c Bu , we get 

 1
1,( )H H

l x x l
− = − w I B B R B B R c  (43) 

This is called the direct-matrix-inversion (DMI) implementation of the fully adaptive (FA) 

GSC correlators. Note that B must block signals from the entire delay spread in order to avoid 

signal cancellation. It can be chosen to be a full rank 

[ ( 1)] [ ( 1) ( 1)]r r rN M L N M L N+ − × − + −  matrix whose columns are orthogonal to 
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1,1 1,{ }Lc cL , i.e., 1,
H

l =B c 0 , 1, ,l L= K . The distortion of signature vectors 1,lc 's is 

typically tolerable in signal blocking, i.e., the signal component can be reliably removed by 

the above designed B. 

In the DMI implementation, the computation of adaptive weight vectors in (43) involves 

the inversion of H
xB R B , which is [ ( 1) ( 1)]r rN M L N− + − × [ ( 1) ( 1)]r rN M L N− + − . With a 

large M, this requires a high computational load and is likely to incur numerical instability 

and poor convergence behaviors. To alleviate this problem, the PA GSC is proposed which 

uses only a portion of the available degrees of freedom offered by the adaptive weights. 

Specifically, the PA techniques can be employed to reduce the size of B or dimension of lu 's 

[5]-[7]. For example, the Cross-Spectral PA (CS-PA) technique is developed by working with 

a smaller blocking matrix constructed from a reduced-dimensional subspace of Range(B) to 

provide the lowest MMSE [7], and requires complicated eigen-computation. In the following, 

a simple and effective PA technique is proposed which is suitable for the downlink of wireless 

communicaitons. 
 
3.3.2 Partially Adaptive Implementation Based on Krylov Subspace Technique 

The PA GSC, as shown in Figure 4 (b), works with P (P< ( 1) ( 1)r rN M L N− + − ) 

adaptive weights through the use of a [ ( 1) ( 1)]r rN M L N P− + − ×  linear transformation lT  

for the lth finger. This leads to a reduced size blocking matrix □l l=B BT . The criteria for the 

selection of lT  include: (i) □lB  should be as small as possible (ii) MAI should be retained as 

much as possible in the lower branch. Criterion (i) is for complexity reduction and (ii) is for 

optimal mutual cancellation of MAI in the upper and lower branches [14]. Criterion (ii) is 

equivalent to saying that a reduced size blocking matrix should be chosen such that the upper 

and lower branch outputs of the GSC have a large crosscorrelation. Since the lower branch 

contains no signal, the only way to maximize the crosscorrelation is to retain as much MAI as 

possible in the lower branch.  By doing so, a maximum mutual cancellation of interference 

can be achieved between the upper and lower branches. In the following, an efficient method 

for finding □lB 's is developed based on the Krylov subspace technique. 

According to [15], a reliable reduced rank MMSE solution can be found by projecting 

the data vector ( )ix  onto a P-dimensional subspace represented by the Krylov subspace 
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span: 

 %( ) ( )Pi i=x S x  (44) 

where $ $ $( 1)
1 1 1{ , , , }P

P x x
−=S h R h R hK  is the ( 1)rN M L P+ − ×  dimension reduction 

transformation. The reduced rank solution is then given by □ $1
1( )H H

MMSE P x P P
−=w S R S S h . The 

same technique can be applied to the GSC problem by considering ( )H iB x  as the data 

vector and lT  as the transformation. Comparing 1
1,( )H H

l x x l
−=u B R B B R c  in (43) with 

(16), and using l l=B BT , it is straightforward to see that a reduced size blocking matrix can 

be chosen as 

 ( 1)
1, 1, 1,, ( ) , , ( )H H H H P H

l x l x x l x x l
− =  B B B R c B R B B R c B R B B R cK  

 2
1, 1, 1,, ( ) , , ( )H H H P

x l x l x l =  BB R c BB R c BB R cK  (45) 

The computation of adaptive weight vectors in (43) requires a matrix inversion, which may be 

a demanding task even the reduced size □lB  is used in place of B . In order to avoid such 

computation, a scheme is proposed based on a decorrelating (Gram-Schmidt) process that is 

applied to reconstruct ,1 ,[ , , ]l l l P=B b bL : 

1. Initialization: 0
H⊥ =P BB  and 

2. For 1, ,p P= K  

% ( ), 1 1,
pH

p l p x l
⊥
−=b P BB R c  

, ,
1

, ,

H
l p l p

p p H
l p l p

⊥ ⊥
−= −

b b
P P

b b
 

An interesting observation gleaned from the above procedure is that , , 0H
l i x l j =b R b  for 

- 1i j > , i.e., H
l x lB R B  has a symmetric tri-diagonal structure. The following procedure then 

“diagonizes” H
l x lB R B  by decorrelating ,l ib  and ,l jb  for - 1i j > : 

% , , 1
,

, ,

H
l p x l p

p l
l p x l p

u −=
b R b
b R b

 

%,, 1 , 1 ,p ll p l p l pu− −= −b b b  

for , ,1p P= K . The columns of lB  satisfy the xR -conjugacy property [16], i.e.: 

( ) ( )( ), , , , 0H H H
l r x l s l r l sE i i

∗ = = 
 

b R b b x b x  (46) 

for r s≠ . It follows that the outputs from different columns of □lB  are uncorrelated with 
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each other. This leads to a significant simplification in the computation of GSC weight vector 

in (49). Replacing B  in (43) by lB , we have 

, , 1,
1

K
H

l p l p l p x l
p

d
=

  
= −      

∑w I b b R c  (47) 

where ( ) 1
, ,

H
p l p x l pd

−
= b R b . The new GSC weight vector based on lB  involves no matrix 

inversion as desired. 
 

3.3.3 Partially Adaptive Implementation Based on Conjugate Gradient Method 

The receiver output with can be express as 

 
( ) ( )

( ) ( ) ( )

1, 1,

1, 1 1 1, 1,
2

         

H
l l

K
H H

l l k k l
k

z i i

d i d i i
=

=

= + +∑

c x

c h c h c n
  

 ( ) ( ) ( )1 1 1,
2

K
H

k k l
k

d i d i iκ κ
=

= + +∑ c n  (48) 

where 1 1, 1
H

lκ = c h  and 1,
H

k l kκ = c h  are scalar. Then the cross-correlation of input and output 

in the upper branch of GSC is obtained  

 ( ) ( )( )1, 1,
HH

x l lE i i =  
 

R c x c x   

 ( ) ( )( ){ } ( ) ( )( ){ } ( ) ( )( ){ }1, 1, 1,1 1
2

KH H H
l l lk k

k
E d i z i E d i z i E i z i

=
= + +∑h h n  (49) 

From (49), we make the following observation: The 1,x lR c  contain the complete composite 

MAI’s vector. Then, the maximum effectively composite MAI’s vector, i , should be 

estimated by projection to the null space of 1C : 

 1,
H

x l=i BB R c   

 ( ) ( )( ){ }1,
2

K HH
lk k

k
E d i z i

=

 
≈  

 
∑BB h  (50) 

where we assume orthogonal columns of B such that H =B B I . Next, according to the GSC 

scheme in (42), the purpose of lower branch is found lu  such that performs a mutual 

cancellation of the of MAI between the upper and lower branches 

 H
lx l =BB R Bu i  (51) 
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Given the maximum effectively composite MAIs vector, a reduced size blocking matrix ,l pB , 

for 1, ,l L= K , retaining the maximum MAI can be constructed by P 

(P< ( 1) ( 1)r rN M L N− + − ) steps CG algorithm. The CG algorithm is an iterative methods in 

order to solve a system ll =Rw i  where R  is assumed to be Hermitian and positive definite. 

If an optimal solution lw  exists, it is obtained after P steps, thus, ( )P
l l=w w . The following 

is the implementation of PA GSC of CG algorithm [16] in P steps in which H
x=R BB R  and 

1,
H

l x l=i BB R c . 

1. Initialization: ,0
H

l x l=r BB R Bu  and (0) 0l =w  

2. Iteration: 

for 1p =  to P do 

 if 1p =  

   ,1 ,0l l=b r  

 else 

   , 1 , 1
,

, 2 , 2

H
l p l p

l p H
l p l p

β − −

− −

=
r r
r r

 

   , , 1 , , 1l p l p l p l pβ− −= +b r b  

 end if 

 

, 1 , 1
,

, ,

( ) ( 1)
, ,

, , 1 , ,

H
l p l p

l p H
l p l p

p p
l l l p l p

l p l p l p l p

α

α

α

− −

−

−

=

= +

= −

r r
b Rb

w w b

r r Rb

 

end for 

3. Approximate solution at P steps: 
( )P

l l=w w  

In the algorithm, the ,l pb  is the search direction at iteration step p and ensure its 

R -conjugacy to any other vector ,l qb , q p≠ , i.e. 

 , , 0  H
l p l q q p= ∀ ≠b Rb  (52) 

for 1, ,l L= K  and 1, ,p P= K . After P steps iteration, we can construct the PA blocking 

matrix ,l PB : 
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 ,1 ,[ ]l l l P=B b bL  (53) 

whose columns form an orthonormal basis and R -conjugacy. Simple algebra shows that lB  

is an ( 1)rN M L P+ − ×  matrix which removes the signal and retains as much MAI as 

possible in the sense of maximum interference projection. Moreover, the fact that the low 

branch signals are “ R -conjugacy” facilitates a simple realization of the GSC in which the P 

adaptive weights are determined individually via the MMSE criterion: 

 ( ) ( ){ }
,

2

1, , ,min  
l p

H H
l l p l pv

E i v i∗−c x b x  (54) 

for 1, ,l L= K  and 1, ,p P= K . The solution is 

 , 1,
,

, ,

H
l p x l

l p H
l p x l p

v =
b R c
b R b

 (55) 

On the other hand, the solution ( )P
l l=w w  of the system ll =Rw i  lies in the subspace 

of the basis of the PA blocking matrix ,l PB . Then, the relation lw  with ,l P lB v  is given 

 ,l l P l∝w B v  (56) 

where , ,[ , , ]T
l l p l Pv v=v K . Furthermore, we can find the scalar adaptive weights via the 

MMSE criterion in (54) similarly 

 , 1,
,

, ,

H
l p x l

l p H
l p x l p

v =
b R c
b R b

 (57) 

The overall weight vectors of the proposed GSC receiver can be expressed as 

 1, ,l l l P l= −w c B v  

 1, l ll v= −c w  (58) 

 

3.3.4 RAKE Combining and Decision Aided Symbol Detection 

With the adaptive correlator bank constructed, the next step is to perform a maximum 

ratio combining of the correlator outputs to collect the multipath energy. Since the MAI has 

been removed, channel estimation (i.e.,□
( )
1,

j
lα ’s) for the desired user can be done accurately, 

leading to improved performance as compared to the conventional RAKE receiver. However, 

the GSC is blind in nature and usually exhibits slow convergence due to the residual signal 

effect [17]. To remedy this, an iterative decision aided scheme is introduced in which the 
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signal is estimated and then subtracted from the input data before the computation of GSC 

adaptive weights. 

First, assume that at the jth iteration, the received data ( )ix  is despread at the L fingers 

into: 

 
( ) ( )
1, ( ) ( )

Hj j
l lz i i= w x$  (59) 

for 1, ,l L= K , where ( )j
lw  is obtained by (58) using the ``signal-subtracted'' data vector 

( ) ( )j iy  as the GSC input: 

 
( 1)( )
1( ) ( ) ( )

jj i i i
−

= −y x s$  (60) 

with 
( 1)
1 ( )

j
i

−
s$  being the desired signal estimated at the (j-1)th iteration (

(0)
1 ( )i =s 0$ ). That is, 

the correlation matrix xR  in (58) is replaced by ( ) ( ) ( ){ ( ) ( ) }j j j H
ij E i i=R y y . After filering, 

the channel gain estimates at the L fingers can be obtained using a sequence of PN  pilot 

symbols: 

 □( ) ( ) *
1,1, 1

1

1 ( ) ( )
pNj j

ll
ir p

z i d i
N MN

α
=

= ∑ $  (61) 

for 1, ,l L= K , where M is the normalizing factor accounting for the processing gain. Note 

that □
( )
1,

j
lα  includes the effect of transmit power 2

1σ . Using these channel estimates, a coherent 

RAKE combining of 
( )
1, ( )

j
lz i$ ’s is achieved by 

 □( )*( ) ( )
1 1,1,

1
( ) ( )

L jj j
ll

l
z i z iα

=
=∑$ $  (62) 

which is then sent to the data decision device: 

 $
( ) ( )

11 ( ) dec{ ( )}
j j

d i z i= $  (63) 

Second, signal reconstruction is done by exploiting the channel estimates □
( )
1,

j
lα 's, the desired 

user's signature 1,lc  and symbol decisions $
( )
1 ( )

j
d i  and is expressed as 

 □ $( )( ) ( )
1 1, 11,

1
( ) ( )

L jj j
l l

l
i d iα

=

 
=  
 
∑s c$  (64) 

Note that □
( )
1,

j
lα 's are used for both signal reconstruction and symbol detection. Finally, the 

reconstructed signal is subtracted from the data sent to the (j+1)th iteration, which yields 

 
( )( 1)
1( ) ( ) ( )

jj i i i+ = −y x s$  (65) 
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By using ( 1) ( )j i+y  as the GSC input, the adverse slow convergence can be effectively 

improved, and the PA CDMA multi-user receiver can achieve its optimal performance with a 

moderate size of data samples. Due to signal subtraction, the receiver will act like the optimal 

MSINR receiver operating on inR , which offers the best comprise between MAI plus noise 

suppression and signal reception. The above steps can be iterated J>2 times, if necessary. 

3.4 Extended Research Achievement 

It is widely accepted that the combination of smart antenna and MUD techniques leads to 

the MIMO era. In the future, it is thus natural for us to aim at the MIMO technologies for 

in-depth study based on our research results, including diversity and BLAST algorithms. In 

this project, we propose an MIMO MC-CDMA (multicarrier-CDMA) transmission 

architecture to enhance the system performance, e.g., link quality and data rate, by increasing 

the spatial and temporal degrees of freedom. In addition, the proposed system can 

dynamically allocate spreading codes according to users’ data rate requirement, and BLAST 

processors detect each user’s signal at receive end. The proposed MC-CDMA transmission 

architecture is shown as figure 5. 
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4. Simulation Results 
Simulation 1-Linear Space-Time RAKE Receiver: Here we evaluate the performance of 

the proposed ST receiver using a linear array of 4rN =  identical elements uniformly spaced 

by a 1/2 wavelength. The inter-antenna spacing is chosen specifically for the 

field-of-view[ 60 , 60 ]− o o . For all users, 3L =  paths are generated with the delays ,k lτ 's 

chosen from. It is assumed that the three paths of the signal-of-interest arrived from 20− o , 

0o  and 20o , respectively, and those of the MAI are randomly distributed in the entire 

field-of-view. All CDMA signals are generated with BPSK data modulation and spread with 

the Gold code of length M=31. In addition to the MAI, there are two equal power BPSK 

NBI's arriving from 40o  and 40− o , respectively, which are chosen to be well separated from 

the signal-of-interest. The NBI bit rate is 0.8 times that of the CDMA signals such that the 

NBI will appear to be time-varying interference to the receiver [10]. For each result, 

500sN =  symbols (including pilot symbols) are used to estimate the correlation matrices, 

and a total of 1000 Monte-Carlo runs are executed. In direct matrix inversion weight vector 

computation, the pseudo noise power uµ  is chosen to be one fifth of the largest eigenvalue 

of ( )rn
xR . As a performance index, the output SINR is defined as 

1
o 10

1

output power of signal in ( )SINR 10log
output power of (MAI+NBI+noise) in ( )

z i
z i

=  

and the input SNR (SNRi) is defined as the ratio of the signal power to noise power. The NFR 

is the ratio of the MAI power to signal power before despreading, and the NBI-to-signal-ratio 

(NSR) is the ratio of the NBI power to signal power before despreading. The BER is 

measured for each case with a total of 500 1000 500000× =  symbols after the adaptive 

weights are obtained. For comparison, we also included the results obtained with the 

ST-MMSE receiver using different numbers of training symbols. The ST-MMSE receiver is 

derived based on (16). In the first three simulations, both receivers are evaluated in the batch 

mode. In the 500 received symbols, 50pN =  pilot symbols are used for the proposed 

receiver, but different numbers of pilot symbols 50, 250, 450pN =  are used for the 

ST-MMSE receiver. 

In the first simulation, the patterns of diversity beams of the proposed ST receiver for the 

1st, 2nd and 3rd paths are plotted for the case K=5 users, NFR=0 dB, SNRi=0 dB and 



 22

NSR=20 dB. As shown in Figure 6, the mainlobes and deep nulls confirm that the adaptive 

beamformers can effectivity collect the desired signals and suppress the NBI. 

In the second simulation, the system performance is evaluated in Figure 7 for ST-MMSE 

and proposed ST receivers, with NFR=0 dB, SNRi=0 dB and NSR=20 dB. Figure 7 shows the 

output SINR results. As expected, the ST-MMSE receiver gives the best performance with a 

long training sequence, in which both channel estimation and MAI/NBI suppression can be 

done effectively. A trade-off for this, however, is the decrease in system efficiency. On the 

other hand, the proposed ST receiver gives better performance than the ST-MMSE receiver 

with 50, 250pN = , indicating that the adaptive filters and beamformers have successfully 

eliminated the MAI and strong NBI. The ST-MMSE receiver weight vector has a large size of 

34 4 136× = , and this is the reason why it requires a long training sequence for convergence. 

In the third simulation, the near-far resistance of ST-MMSE and proposed ST receivers 

are evaluated with different NFR values. Figures 8 show the output SINR obtained with K=5, 

SNRi=0 dB and NSR=20 dB. It is observed that the ST-MMSE receiver performs poorly with 

50pN =  and 250 due to the lack of training sequence for strong MAI/NBI suppression. On 

the contrary, the proposed ST receiver achieves its excellent near-far resistance by 

successfully canceling the MAI using the temporal degree-of-freedom, and canceling the 

strong NBI using the spatial degree-of-freedom. In the fourth set of simulations, we show the 

output SINR and BER results obtained with different input SNR for ST-MMSE and proposed 

ST receivers, with K=5, NFR=20 dB, NSR=20 dB. From Figures 9, we know that the 

proposed ST receiver again gives an excellent performance. 

Finally, to demonstrate the effectiveness of the recursive algorithms of the proposed ST 

receiver for weight adaptation, we replaced direct matrix inversions by the formulae given in 

(38) and (39). The adaptation step sizes are chosen as 610u wµ µ −= = . Figure 10 shows the 

resulting learning curve obtained with NFR = 0 dB, SNRi=0 dB, NSR=20 dB and K=5. In the 

3000 received symbols, Np=300 pilot symbols are used for the proposed receiver, i.e., the 

pilot-to-data ratio Np/Ns=1/10 is the same as in the first three simulations. The proposed 

receiver converges in about 200 symbols (including data and pilot symbols), confirming that 

it can be implemented in the time-recursive fashion to combat the MAI and NBI in a 
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stationary environment. To show the tracking capability of the algorithm, we repeated the 

same simulation, but deliberately changed the AOA's of two NBI's from 40− o and 40o  to 

20o and 10− o , respectively, at the 500th iteration. In this scenario, the spatial steering 

vectors of the two NBI's are changed abruptly, and the adaptive beamformers could not 

respond instantly to suppress the NBI's, leading to a steep drop in the output SINR as shown 

in Figure 11. However, the learning curve confirms that the recursive receiver (especially the 

beamformer part) can successfully respond and adjust its weights to environmental changes 

such as moving NBI. 

Simulation 2-Partially Adaptive ST CDMA Receiver: Simulation results are demonstrated 

to confirm the performance of the proposed PA receiver in a time-multiplexed pilot symbols 

assisted system. The receiver output SINR is used as the evaluation index. Also, the input 

SNR is defined as SNR= 2 2
1 / nσ σ , and the near-far-ratio is defined as NFR= 2 2

1/kσ σ , 

2, ,k K= K , where we assume equal power MAI for convenience. The path gains , ,rn k lα 's 

are assumed independent, identically distributed unit variance complex Gaussian random 

variables, the path delays ,k lτ 's are uniform over [0, 3Tc], and the number of paths is L=4. All 

CDMA signals are generated with BPSK data modulation and Gold codes of length M=31 are 

used as the spreading codes. For each trial, Ns symbols (including data and pilot) are used to 

obtain the sample estimate of xR  and yR , and Np pilot symbols are used to obtain □ ,1,rn lα . 

Each simulation result is obtained by 200 independent trials, with each trial using a different 

set of , ,rn k lα 's and data/noise sequence. Unless otherwise mentioned, the following 

parameters are assumed: K=20, SNRi = 0 dB, NFR = 20 dB, Ns=500, Np=100, PA dimension 

( 1) / 2P K= −    and the number of iterations is J=3. For comparison, we also include the 

results obtained with the optimal, MMSE and MOE receivers. The optimal receiver is defined 

to be the MSINR receiver with inR  obtained by artificially removing 1 ( )is  from ( )ix  and 

true CSV 1h  used. The ST MMSE receiver is given by (16), with $1h  obtained using Np 

pilot symbols. The proposed receiver uses Np=Ns/5 pilot symbols, and the MMSE receiver 

uses Np = Ns (full) pilot symbols. 

In the first simulation, the output SINR performance versus dimension of blocking 

matrix of PA receiver is demonstrated. The results given in Figure 12 show that the proposed 
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PA receiver successively approach the proposed FA receiver at PA dimension P=7 and reaches 

the performance of ST MMSE receiver using full pilot symbols at P=4. The simulation results 

confirm that the proposed PA receiver is able to offer the performance of the FA receiver with 

a ( 1) / 2P K= −    dimensions. 

In the fourth simulation, the output SINR performance is evaluated as a function of input 

SNR. The results shown in Figure 13 indicate that the proposed PA receiver successively 

approaches the optimal receiver within a wide range of input SNR. In the fifth simulation, the 

near-far resistance is evaluated with different NFR values. Figure 14 shows the output SINR 

curves. It is observed that the proposed PA receiver achieves its excellent near-far resistance 

by successfully canceling the MAI using the temporal degree of freedom offered by the 

pre-despread data. The system capacity is then evaluated with different values of K. As shown 

in Figure 15, the proposed PA receiver is able to offer the performance of the optimal receiver 

in a heavily loaded system with effective MAI suppression using the smallest dimension for 

adaptive filtering. 

Finally, the convergence behavior of the proposed PA receiver is compared with the 

MMSE receiver. The results given in Figure 16 show that the proposed receiver with 1/5 pilot 

symbols converges in about Ns=500 data symbols. On the other hand, the MMSE receiver 

using full pilot symbols offers nearly the optimal performance. Again, the reasons for the 

significant discrepancy between the proposed and MMSE receivers with a low pilot symbol 

ratio is that the proposed receiver cancels the MAI before channel and frequency offset 

estimation, whereas the MMSE receiver estimates the channel and frequency offset in the 

presence of strong MAI. 
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5. Conclusion 
Linear space time RAKE receiver is designed with a three-stage procedure. First, 

temporal processors are constructed as adaptive filters to suppress MAI. Second, adaptive 

beamformers are constructed to suppress strong NBI. Finally a simple coherent combiner 

combines the beamformer outputs to enhance multipath signal reception. From simulation 

results, it is shown that the proposed receiver is near-far resistant, and performs reliably in an 

overloaded system, even in the presence of strong NBI, and outperforms the space-time 

MMSE receiver using the same pilot symbol assisted weight computation. 

PA ST CDMA receivers are developed with the following procedure. First, blind 

adaptive correlators are constructed at different fingers based on the GSC scheme to collect 

multipath signals and suppress strong interference. For reduced complexity implementation, 

partial adaptivity is incorporated into the GSC based on the Krylov subspace technique and 

CG method, leading to an efficient algorithm without the need of matrix inversion. Second, 

pilot symbols assisted channel estimation and RAKE combining give the estimate of signal 

symbols. Finally, for further performance enhancement, an iterative decision aided scheme is 

introduced which reconstructs and subtracts the signal from the GSC input data. This 

effectively eliminates the performance drop due to finite data samples effect. Simulation study 

shows that the proposed PA CDMA receiver can achieve nearly the same performance of the 

optimal MMSE receivers under severe system conditions. The main advantages of the 

proposed receiver over others lie in a lower implementation complexity and overhead for pilot 

symbols. 
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Figure 1: Configuration of linear equally spaced antenna array. 
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Figure 2: Illustration of proposed ST receiver. 
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Figure 3: Schematic diagram of proposed ST CDMA receiver with partially adaptive 

interference cancellation. 
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Figure 4: Illustration of (a) fully adaptive GSC (b) partially adaptive GSC. 
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(b) 

Figure 5: (a) MIMO MC-CDMA transmitter architecture (b) MIMO MC-CDMA receiver 

architecture. 
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Figure 6: Patterns of diversity beams of the proposed ST receiver obtained with K=5, SNRi=0 

dB, NFR=0 dB and NSR=20 dB. 

 

Figure 7: Output SINR versus user number K for ST-MMSE and proposed ST receivers with 

SNRi=0 dB, NFR=0 dB and NSR=20 dB. 
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Figure 8: Output SINR versus NFR for ST-MMSR and proposed ST receivers with K=5, 

SNRi=0 dB and NSR=20 dB. 

 

Figure 9: Output SINR versus input SNR for ST-MMSE and proposed ST receivers with K=5, 

NFR =20 dB and NSR=20 dB. 
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Figure 10: Evaluation of recursive algorithms for proposed ST receiver with K=5, SNRi=0 dB 

NFR =0 dB and NSR=20 dB. (NBI’s AOA fixed) 

 

Figure 11: Evaluation of recursive algorithms for proposed ST receiver with K=5, SNRi=0 dB 

NFR =0 dB and NSR=20 dB. (NBI’s AOA changed at 500th iteration) 
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Figure 12: Receiver output SINR versus PA dimension P with K=20, SNRi =0 dB, NFR=20 

dB and J=3. 

 

Figure 13: Receiver output SINR versus input SNR with K=20, SNRi=0 dB, NFR=20 dB, 

P=10 and J=3. 
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Figure 14: Receiver output SINR versus NFR with K=20, SNRi=0 dB, P=10 and J=3. 
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Figure 15: Receiver output SINR versus number of users with SNRi=0 dB, NFR=20 dB, P=10 

and J=3. 
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Figure 16: Receiver output SINR versus data sample size Ns with K=20, SNRi=0 dB, NFR=20 

dB, P=10 and J=3. 


