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Abstract

The goal of this research project is to study, ssmulate and design effective streaming audio algo-
rithms/systems transmitted in the wideband wireless environment. This is often achieved by three
means. sclable source coding schemes, adaptive channel coding techniques and QoS protocol
support from the network. We will focus mostly on the former two methods.

In the first year, we study and design the MPEG AAC (advanced audio coding) audio codec and
BSAC (Bit-Sliced Arithmetic Coding) scalable coding techniques. In the future, we work on the
DSP implementation of AAC and 3GPP AMR (adaptive multi-rate) coding. In the third year, we
will integrate the audio and video components together with the system layer to form the source
subsystem to be merged into the Group Project test bed.

M4t ¢ AMR > AAC > streaming audio
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% (Huffman) s - %% “+* ) %]+ (Scale Factor, SF)" 4] % & i+ B a9 ¢ (Step Size) » 7t
» A% ¥ F (3% Z (noise-to-masking ratio, NMR) -

¥t MPEG-4 AAC # £ 7 12 2“F % § %45 2 (Huffman Code Book, HCB)” 17 & 47§ -
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Band NMR (dB) NMR-Gain/bit
A 35 05
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“ Give bits to the band with the maximum NMR-Gain/bit” 2
“ Retrieve bits from the band with the maximum bitsNMR-Loss’.



FUE A P orgE 2 e A fe BB 0 AP A% MPEG-4 AAC ¥ /S 3k 35 — £ 37

A A fe % Max BitsNMR-Loss (BNL) = = A fiz & ;% o
Max BitsNMR-Loss =4 e i + 2 7 & 5 1T v 3
1. % ¥ &2 (Pre-Processing) @ 2 & £.% kAgedoit - 4t AR T kI 0 Z B Rl 4o
F4 = (bitsy) * % NMR(NMR, )% ... °
2. BitsNMR-Loss 4 471 443t & band’;g%?é% B SF eniciE > 2N P w0 {F B - e T (bits,,)
% 37 NMR(NMR,,,) * 5.4 BitsNMR-LOSS c14 4 15 » $155 & band » 3% 2 1245 41k 4
BitsNMR-Loss #c g frip $ i cde it SF#cid o
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ptband h SF#cE A F D B F HicE -

P E AR SRS o de % AR 2 S AR F79F %8k 40 bitsy ~ NMR, %

£ 5 B °

|

Pre-Processing

.

— Bits/INMR-Loss Analysis

v

Adjust SF of the SFB
with max Bits/NMR-Loss

No

Total coding bits
< prescribed bits

Bl 2. Max Bits'NMR-Loss i~ 4 fiz > j*
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T % A BitNMR-Loss 3+ 5 o 2T B3P - dodk 2 Az @ iteration 33 % 5 Band A £
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2. %7 B3\ ¥ %8 (Bit-Sliced Arithmetic Coding » BSAC)#= 7

BMPEG-4 % - sRent F M= 2P o etk 57 BB RF e A FE T %G (5
4o 0 24Kbps Snh F e #H R o ¥ b E 4t - 32 B 16 kbps %l FeniiE K ) 0 1 B BF
P Frrigenz B o T > fe & Fine Granularity Scalability(FGS)ste 4 » MPEG-4 &% =
WK e - R g LY JET MBI AN o3 £ Bit-Sliced Arithmetic Cod-
ing(BSAC)[11] - = B ¥ 3 A e~ &) 5 1Kkbitg/s/che i&# it ¥4 — 47 5 F % S il 2k 3
Gl b e W2 e B N (T B A KRR z‘?\?hﬁf 7 F o

AP g A PN E RS Bt 2 B E lﬁﬁ%] RO R o B F AP R
SR R ey e NS - s g Y 1 e

d >+ BSAC fri# 5t AAC i 2 ﬁ:“ RApR 0 B3 ik fs eiis * BSAC 3 2B
A AT i SF L chm & B Mss o TR A ﬁ'&l BSAC {ri# 5t AAC 74 ’Ffr’-"‘iﬁ‘éi
6 THF RS FET AT Tﬁ»viﬁt’\"ﬁ"fg e £ R T i R Fl e Fl G K oAb - A
B AR RAS 7 3N ST BT T E S N RS Y e SRR T

BSAC S @427 § & b £ & e 3 — LR R Tlfed M GA DA 7 L33 7
B ¥ - R AR AT T e R B S TR 6 B ] o B A IFE”T}LJ*\_‘E'I’TJ
S B kT d Kokf e o

MEPG-4BSAC # a8 F A A REAS A — 2o &F 7 U ES B FHA P E - et
k ral #ichag o 2§ d 3 MEPG-4 BSAC Verification Model # ?fi TEe R Y - s T
H 1?“34@%#‘“ A4 F > 2 EES A7 P eaE BI04 (1) & R/D loop
hfﬁ:ﬁ“%”' (2) % R/Dloop 2 b E#H B HT] o oo vh o Sy R TRIESA R
ELAT A A s R0 kB MEPG-4 BSAC R F e 5 #0) -

¥y - f};;i%_g&,g@;ﬁ;; 7 Fer e ,’i;ugh/,,\gaa ’agg}@i gf;”:*r%]o?g%}éi etr 3 ek
B40T & o JAA# K (Baselayer, BL) s coefficient #icp 7 w{ # 0 @ 3= it k3 i & (enhancement
layer, EL) 4 2] 3P d (12 12-8):x 5 (16~16)> @ A 472 7 A K =~ i * F (T B 6) o
APETFRE AR R AMAET F’;ﬁ] IR JRB AT P%ﬁ](35 VAT R Z R o
FI AP AT mAadh it B REIAAE DI N ARFT UL GA L3 9o ()RS AH
Bentr e o (234 F BRGER AL F o FE Al feaE R A d MAEV Ak T B 4E
AR D AR AF A PNERT A N R ﬁg;w{/;gag TSI " RN
AT Ak o TR L6 AREETAE S NS L foRdeih BSAC @ FI4p i eh
rok o Bk A fed Boke(ls 1 1);%?”%(1.5 15) -

Original BL| EL1 | EL2 | EL 3
# coeff. 160| 12 12 8
74 fe kbpgch |16 | 1 1 1
Modified BL EL1 EL2
# coeff. 160 16 16
i~ & e kbps/ch | 16 15 15
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ABSTRACT

For the purpose of efficient audio coding at low rates, a
new bit allocation strategy is proposed in this paper. The
basic idea behind this approach is “Give bits to the band
with the maximum NMR-Gain/bit” or “Retrieve bits
from the band with the maximum bits/NMR-Loss”.
The notion of “bit-use efficiency” is suggested and it can
be employed to construct a bit assignment algorithm oper-
ated at band-level as compared to the traditional frame-
level bit assignment methods. Based on this strategy a
new bit assignment scheme, called Max-BNLR, is de-
signed for the MPEG-4 AAC. Simulation results show
that the performance of the Max-BNLR scheme is signifi-
cantly better than that of the MPEG-4 AAC Verification
Model (VM) and is close to that of TB-ANMR [3], which
is the (nearly) optimal solution. Moreover, the Max-
BNLR scheme has the advantages of low computational
complexity comparing to TB-ANMR.

1. INTRODUCTION

Many highly efficient and high quality audio coding
schemes have been developed and proposed to meet the
growing demand of multimedia applications. The MPEG-
4 Advanced Audio Coding (AAC) is one of the most re-
cent audio coder specified by the ISO/IEC MPEG stan-
dards committee [1]. It is a very efficient audio compres-
sion algorithm aiming at a wide variety of applications,
such as Internet, wireless, and digital broadcast arenas [2].
For the applications where the bandwidth is very limited,
the low rate audio coding with good quality becomes es-
sential.

The procedure of bit assignment is one of the most
important elements in audio coding. Particularly, when
bits are scare, how to make the best use of the limited bits
is critical in producing the best quality audio. Up to now,
the popular strategies on bit assignment are as follows
([2131(5D-

1. “Give bits to the band which has the largest value of

NMR (perceptual distortion).”

2. “Give bits to the bands of which the distortion is larger
than the masking threshold”.

0-7803-7663-3/03/$17.00 ©2003 IEEE
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In these strategies, the bit-use (giving away bits) is con-
sidered at frame-level and only the value of distortion is
taken into consideration at band-level. Hence, it is hard to
control the bit-use efficiency (the NMR improvement due
to adding one bit) at band level and thus results in a less
efficient compression scheme.

In this paper, we suggest the notion of bit-use effi-
ciency and propose a new strategy to improve the bit-use
efficiency, which can be evaluated at band-level. More-
over, a new bit assignment scheme based on this new
strategy is proposed for MPEG-4 AAC.

The organization of the paper is as follows. Section 2
describes the aforementioned new strategy. A new AAC
bit assignment scheme is delineated in section 3. Finally,
the complexity analysis and the simulation results are pre-
sented in section 4.

2. EFFICIENT BIT-USE STRATEGY

How to make use of the bits more efficiently is always the
key issue in audio coding. The traditional strategies, “Giv-
ing bits to the band with the largest NMR” or “Giving bits
to the bands of which the distortion is larger than masking
threshold”, do not necessarily provide the best bit-use
efficiency. For example, there are two candidate bands, A
and B, and their NMR characteristics are listed in the table
below. Which band should the first available bit be as-
signed to? In this table, NMR-Gain/bit means the gain in
NMR by allocating one bit to this particular band. A more
precise definition of NMR-Gain/bit will be given in sec-
tion 3.

Band NMR (dB) |[NMR-Gain/bit
A 3.5 0.5
B 3 1.5

Following the traditional strategy, we would assign this
one bit to band A; however, considering the bit-use effi-
ciency, this one bit should be assigned to band B so that
the overall NMR reduction is maximized. The essence of
this new strategy can be summarized by the following
statements.

“Give bits to the band with the maximum NMR-
Gain/bit” or “Retrieve bits from the band with the

ICASSP 2003
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maximum bits/NMR-Loss”, where bits/NMR-loss is the
number bits we save if we give away one unit of NMR.

3. MAX BITS/NMR-LOSS BIT ASSIGNMENT
SCHEME

In this section, a new bit assignment scheme designed for
MPEG-4 AAC based our new strategy is described. First,
we define NMR-Gain/bit and bits/NMR-Loss by the fol-
lowing equations.
NMR — Gain/ bit =

(NMR,,; — NMR,,,) [(bits ,,,, — bits ;) (1)
and pijts/ NMR — Loss =

(bits ,,, — bits ;) (NMR,,,, — NMR, ;) . (2)

Figure 1 is the block diagram of the Max bits/NMR-Loss
based bit assignment scheme. Each step in Figure 1 will
be elaborated in the following sub-sections.

)

Pre-Processing ‘

v

Bits/NMR-Loss Analysis ‘

'

Adjust SF of the SFB
with max Bits/NMR-Loss

Total coding bits
< prescribed bits

Figure 1. Max bits/NMR-Loss bit assignment scheme

3.1. Pre-Processing

The pre-processing step is to initialize two of the major
parameters in the bits/NMR-Loss analysis: the reference
NMR and the reference bits. There are no particular val-
ues associated with these parameters and thus the design
of the pre-processing is case-dependent. In our implemen-
tation, we set the reference NMR=1 (0dB) for all the scale
factor bands (SFB) at the beginning of processing a frame.
After that, the reference scale factor (SF) for each SFB
and the reference bits are calculated based on the input
audio data.

3.2. Bits/NMR-Loss Analysis and SF Adjustment

In this scheme, only one SF value (of one SFB) is ad-

justed in one adjustment iteration. The detailed process is

described below.

1. Initialization. Get the reference bits (B,.s), and the refer-
ence SFs (sf,) and NMRs (NMR,,) for all SFBs
(N_SFB SFB in total) from the pre-processing step.

Start the max bits/NMR-Loss analysis from the first
SFB and thus set the SFB index i=1.

2. Find the local max bits/NMR-Loss ratio of the ith SFB,

BNLR, , by computing

BNLR, = max ; {(B,.; — By )(NMR;; — NMR, ;)|
Vsf and sf,,ef’i <sf < sfmax’i
The B, is the new value of the total coding bits in the

current frame if the SF value (of the ith SFB) is
changed from s, ; to sf,, ;. The sf,,, ; is the SF value

that quantizes all the spectral coefficients in the ith SFB
to zero. The local optimal SF (of the ith SFB), § opti®

the SF with the maximum BNLR. The local optimal
coding bits of the ith SFB,B,_, .= Bsf'up,, , 1s also re-

is

opt,i
corded.
If i<N_SFB, update i to i+1 and go to step 2.

w

4. Find the global maximum bits/NMR-Loss ratio,

BNLR .54, by computing

BNLR 5, = max; {BNLR;} Vi,0<i<N_SFB

The global optimal SFB, sfDg,sa, is the SFB that has the
BNLR 5. Then, the global optimal SF, sfgpa, is the
local optimal SF of the $fbgope-th SFB. Similarly, the
global optimal coding bits, Bgsa, 1s the coding bits of
the $fDgiopar-th SFB.
5. Set the SF of the sfbgipu-th SFB to $fg.pa. Update pa-
Sfbgiobu-th ~ SFB;  that s,
S rvef sfbgopa =3 global and NMR,of sty = VMR,

S gtobat>Dglobal

rameters for the

6. Compare By, to the prescribed rate, B . If Byjopa > B,
update Bref to Byjopa and go to step 2.

Note that, in performing the local maximum bits/NMR-
Loss ratio analysis in step 2, only the SF of one SFB that
is being examined is modified. The SF of the other SFBs
are kept unchanged.

3.3. Trellis-Based Optimization on HCB

Total coding bits calculation in step 2 in the Bits/NMR-
Loss Analysis (in sub-section 3.2) is one of the most

computational-intensive processes. When the SF for each
SFB is determined, the quantized spectral coefficients are
also fixed. Before calculating the total coding bits, the
HCB for each SFB has to be chosen first. The MPEG-4

AAC Verification Model (VM) has a simple algorithm for

this purpose; however, a more efficient algorithm is

needed for HCB decision. Thus, we adopt the Viterbi-
based approach in this paper.

The problem for finding the optimal HCB can be reformu-
lated as minimizing the following cost function:
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Chcs —Zb +R(h;_y, hy) (3

where b, is the coding b1ts of the quantized spectral coef-
ficients for the ith SFB, 4, is the HCB for the ith SFB, and
R is the run-length coding function (bits needed) for cod-
ing HCB. We find that the contribution of 4, to Cpyqp
depends only on the previous choice, #;_, . Therefore, the
minimization of Cpp can be achieved by finding the

optimal path through the trellis using the Viterbi algo-
rithm.

A trellis is thus constructed for minimizing Cpep .
Each stage in the trellis corresponds to an SFB and each
state at the ith stage represents a HCB candidate for this
scale factor band. In other words, for the ith stage, if a
path passes through the mth state, the mth HCB is em-
ployed for encoding the ith SFB. The Viterbi search pro-
cedure is outlined below.

The kth state at the ith stage is denoted by S ; and the

minimum accumulative-partial cost ending at Sy ; is de-
noted by Cy ;. The transition cost from S, to S, ; is

R(hnz 17 m, z)
1. Initialize C,, 5 =0, Vm . Initialize i=1.

2. Search. ¥Ym , the best path ending at S, ; is found by
computing
Cy; =min, {C,,; +b,,; +R(h,;,h,;)}

3.1fi <N, seti=i+1 (SFB) and go to step 2.

3.4. Fast algorithm for Bits/NMR-Loss Analysis

The most time-consuming computation in this bit assign-
ment scheme is the trellis-based HCB optimization for
coding bits calculation in step 2 (Search). For each SF
modification in step 2, the new value of total coding bits
needs to be recalculated. Therefore, for one SF adjustment

iteration, we need to perform (sf},,,; — /) times trel-

lis-based HCB optimization processes for the local
bits/NMR-Loss analysis. Hence, the total number of calcu-

lations for finding the global maximum bits/NMR-Loss is
N_SFB

Z (Sfmax,i -9 ref',i) . (4)
i=l

There are at least two ways to reduce computations. One
is to reduce the complexity of the trellis-based HCB opti-
mization; the other is to reduce the number of trellis-based
HCB optimization.

By analyzing the local optimal parameters, ot and

BNLR; , we find some interesting properties.

1. The average value of the difference between the local
optimal SFs of the mth and the (m+1)th iterations,
sfdiff .. » is often close to zero.

sfdi = abs(sf" 1 — g
fffave (N SFB 3) ”EZS (faptz optz)

where § = {sfby, global -1 sfbglobal’s elobal T 1} and g glnhul is
the global optimal SFB of the mth SF adjustment iteration.
2. The average value of the difference between the local
max bits/NMR-Loss ratio of the mth and the (m+1)th itera-
tion, BNLRJiff is typically quite small.

1
BNLRdiff,,, N _SFB_3)
Using these two properties, we can drastically reduce the
number of bits/NMR-Loss analyses (trellis-based HCB
optimizations). We only need to perform the bits/NMR-
Loss analysis on three SFBs after the first SF adjustment
iteration.

ave >

x > abs(BNLR}'*' - BNLR')

ig$

4. SIMULATION RESULTS

The computational complexity and objective quality based
on our simulations are summarized in this section. The
bits assignment schemes used in comparison are as fol-
lows.

(1) The MPEG-4 VM of AAC (VM-TLS) without modifi-
cation.

(2) The modified MPEG-4 VM of AAC (VM-TLS-M), in
which the HCB decision algorithm is replaced by the TB-
HCB optimization procedure described in section 3.3.

(3) The trellis-based ANMR optimization (TB-ANMR)
and the MNMR optimization (TB-MNRM), which are
implemented as described in [3] and [4].

(4) The normal and fast max bits/NMR-Loss schemes
(max-BNLR).

Ten audio files with sampling rate 44.1K are used as test
sequences. Two of them are extracted from MPEG SQAM
[6], and the others are from EBU [7].

4.1. Computational complexity

The storage and computational complexity of one iteration
in various schemes are summarized in Table 1.

Table 1. Complexity Analysis

Search complexity Storage
VM-TLS 1 --

VM-TLS-M 122 xN SFB IZXNiSFB
TB-ANMR (60><2)2 x 122 xN SFB 60><2><12><N_SFB
TB-MNMR ~
Max-BNLR | i rgxAve SFx122xN SFB| 12xN_SFB

Fast % (a) (W_SFBxAve SF 12xN_SFB
Max-BNLR

x122 xN_SFB)
(b) 3xAve SF x12% xN SFB

% (a) is only for the first iteration; all the rest are using (b)
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In this table, Ave SF is the average number of SF tested
for the max BNLR analysis for each SFB and its typical
value is around 17 or so. Table 2 is the statistics collected
from the simulations on audio sequences. It is clear that in
terms of computational requirement:

Fast Max-BNLR<< Max-BNLR<< TB-ANMR(MNMR)

Table 2. Statistics on Computational Complexity

Average | Average TB | Average TB |Complexity
iteration | HCB optimi- | HCB optimi- ratio
/frame zations/ zations/
frame iteration
TB- 12 14400*%12 14400 1
ANMR
(MNMR)
Max- 50 10103 10103/12 = 1/17
BNLR 842
Fast 50 1153 1153/12=96 1/150
Max-
BNLR

4.2. Objective results

Two common objective quality measurements, average
noise to mask ratio (ANMR) and maximum noise to mask
ratio (MNMR) [5], are adopted in the performance com-
parison. Note that, in evaluating distortion, the NMR is set
to 0 dB if the original NMR value is less than 0 dB. The
rate-distortion curves of six bit assignment schemes are
shown in Figures 2 and 3. (Note: TB-ANMR and TB-
MNMR are similar algorithms aiming at two different
target NMRs.) We can find that the ANMR performance
of the Max-BNLR scheme is almost as good as that of
TB-ANMR. There is almost no loss of ANMR perform-
ance in using the fast algorithm for Max-BNLR either.
The MNMR values of TB-ANMR, Max-BNLR and Fast
Max-BNLR are also similar. The characteristic of the pro-
posed Max-BNLR scheme is closer to that of TB-ANMR
as compared to TB-MNMR. Again, TB-ANMR and TB-
MNMR are the optimal solutions tuned for their target
cost functions, ANMR and MNMR, respectively [3][4].

4. CONCLUSIONS

In this paper, we propose a new concept, bit-use effi-
ciency, for improving audio coding performance. Fur-
thermore, a new bits assignment scheme based on this
new concept (strategy) is proposed for MPEG-4 AAC,
named Max-BNLR. Simulation results show that the
Max-BNLR scheme has a performance close to TB-
ANMR and is much better than the MPEG VM. In addi-
tion, its computational complexity is much lower than that
of TB-ANMR.
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ABSTRACT

A low complexity and high performance scheme for choosing MPEG-4 Advanced Audio Coding (AAC) parameters
is proposed. One key element in producing good quality compressed audio at low rates in particular is selecting
proper coding parameter values. A joint trellis-based optimization approach has thus been previously proposed. It
leads to a near-optimal selection of parameters at the cost of extremely high computational complexity. It is,
therefore, very desirable to achieve a similar coding performance (audio quality) at a much lower complexity.
Simulation results indicate that our proposed cascaded trellis-based optimization scheme has a coding performance
closeto that of the joint trellis-based scheme, and it requires only 1/70 in computation.

1. INTRODUCTION

To meet the demand of various multimedia
applications, many high-efficient audio coding
schemes have been developed. The MPEG-4
Advanced Audio Coding (AAC) is one of the most
recent-generation audio coders specified by the
ISO/IEC MPEG standards committee [1]. It is a very
efficient audio compression algorithm aiming at a
wide variety of different applications, such as
Internet, wireless, and digital broadcast arenas[2].

One key element in an AAC coder is selecting two
sets of coding parameters properly, the scale factor

(SF) and Huffman codebook (HCB) in the rate-
distortion (R-D) loop. Because encoding these
parameters is inter-band dependent, i.e., the coded
bits produced for the second band depend on the
choice of the first band, the choice of their proper
values so as to minimize the objective quality
becomes fairly difficult. As discussed in [3][4], the
poor choice of parameters for rate control is one
shortcoming of the current MPEG-4 AAC
Verification Model (VM) and therefore its
compression efficiency is not as expected at low bit
rates.


hmhang
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Some methods such as vector quanitzers rather than
scalar quantizers have been suggested to reduce the
side information [5][6]. They would alter the syntax
of the standards. In this paper, we focus on finding
the parameters in the existing AAC standard that
produce the (nearly) optima compressed audio
quality for agiven bit rate.

In [3] and [4], a joint optimization scheme, which
takes the inter-band dependence into account, is
proposed for choosing the encoding parameters for
al the frequency bands. This joint optimization is
formulated as a trellis search and is, therefore, called
trellis-based optimization. Although the complexity
of this joint trellis-based optimization scheme can be
reduced by adopting the Viterbi algorithm, its search
complexity is still extremely high and is thus not
suitable for practical applications.

In this paper, we propose a cascaded trellis-based
(CTB) optimization scheme for selecting the proper
encoding parameters. Our scheme retains the good
audio quality offered by the joint trellis-based (JTB)
optimization while its search complexity is
drastically decreased.

The organization of this paper is as follows. In
section 2, a brief overview of MPE-4 AAC is
provided. The proposed CTB scheme with severa
variagtions for choosing the optimal coding
parameters is described in sections 3, 4 and 5. The
agorithm complexity analysis and the simulation
results are summarized in section 6.

2. OVERVIEW OF AAC ENCODER

The basic structure of the MPEG-4 AAC encoder is
shown in Figure 1. The time domain signals are first
converted into the frequency domain (spectral
coefficients) by the modified discrete cosine
transform (MDCT). For tying in with the human
auditory system, these spectral coefficients are
grouped into a number of bands, called scale factor
bands (SFB). The pre-process modules, which are the
optional  functions, can help removing the
time/frequency domain redundancies of the original
signals. The psychoacoustic model calculates the
spectral coefficient masking threshold, which is the
base for deciding coding parameters in the R-D loop.
The R-D loop, our focusin this paper, is to determine
two critical parameters, SF and HCB for each SFB so
as to optimize the selected criterion under the given
bit rate constraint. The SF is related to the step size of
the quantizer, which determines the quantization
noise-to-masking ratio (NMR) in each band. The
quantized coefficients are then entropy-coded by one
of the twelve pre-designed HCBs. In addition, the

CASCADED TRELLIS-BASED OPTIMIZATION FOR AAC

indices of SFs and HCBs are coded using differential
and run-length codes respectively and are transmitted
as side information.

_ |Noiseless|

. .b . COding
. Rate-Distortion Control -
- Process

Rate/Distortion Loop |

Pre-Process| |,
Modules

Transform/
Filter Bank

Psychoacoustic
model

Fig. 1. Basic structure of the MPEG-4 AAC encoder

3. CASCADED TRELLIS-BASED
OPTIMIZATION

The JTB optimization approach can substantially
enhance the coding performance at low bit rates
[3][4]. However, this approach also results in a very
high computational complexity. The coding
parameters in the JTB scheme, SF and HCB, are
optimized simultaneously by using the trellis search.
The states at the ith stage in the trellis for the JTB
scheme represent all combinations of SF and HCB
for the ith SFB. Different from the JTB scheme, our
scheme, so-called cascaded trellis-based scheme
(CTB), finds the proper coding parameters, SF and
HCB, in two consecutive steps. The search
complexity can thus be drastically reduced, while the
advantage of trellis-based optimality is mostly
retained.

The way that the trellis search performs depends on
the optimization criterion it adopts. There are two
frequently used criteria, the average noise-to-mask
ratio (ANMR) and the maximum noise-to-mask ratio
(MNMR) [7]. Both criteriawill be used in this paper.

3.1. Trellis-Based ANMR Optimization on SF

The constrained optimization problem for the ANMR
criterion is formulated as below.

min) wd, st

3 (o +D(sf, - sf, ;) + R ,,h))< B

, Wherew is the inverse of the masking threshold and
d, is the quantization distortion. Under this criterion,
we minimize the sum of the perceptually weighted
distortion. The coding parameters, SF and HCB, for
theith SFB isdenoted by sf; andh, . Symbol D isthe
differential coding function performed on SF and
symbol R is the run-length coding function
performed on HCB. The returned function values in
both cases are bits to encode the arguments.
Parameter by is the bits for coding the quantized
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spectral coefficients (QSCs) and the parameter B is
the prescribed bit rate for aframe.

As described in [3], the ANMR optimization problem
can be reformulated as minimizing the unconstrained
cost functions, with the Lagrangian

multiplier A.

C:ANMR '

C:ANMR

=Y wd, +4- (b +D(s, )+ R(h . h) D

Different from that in the origina JTB scheme, the
optimization problem in our CTB scheme is
reformulated as minimizing two unconstrained cost
functions, Cy g @d C,,g , asfollows.

CS:7ANMR = Z\Nidi +ﬂ'(b| + D(Sfi _Sfi—l)) 2

Cucs = Zbu +R(h_;,h) ©)

The minimization of Cgq .\ IS described in this

sub-section, and the minimization of C,.; will be
described in section 3.3.

Similar to the approach in the JTB scheme, the goal
for finding proper SFsthat minimize Cg sz Can be

achieved by finding the optima path through the

trellis. Each stage in the trellis corresponds to an SFB.

(There are N_SFB stages in total.) However, different
from JTB, each state at the ith stage in our scheme
only represents a SF candidate for the ith SFB. In
other words, at the ith stage, if a path passes through
the mth state, it means that the mth SF candidate is
employed to encode the ith SFB. For a given value of
A, the Viterbi search procedure described in [3] is
modified as stated below.

The kth state at the ith stage is denoted by S ; and

the minimum accumulative-partial cost ending at
S,; is denoted by C,; . The state-transition cosL,

Tl,i—lak,i ’from S,i—l to Sq is j"D(ka,i _Sfl,i—l) .
1. Initiize C, , =0, vk and i =1.
2. Search for, Vk , the best path ending a S ; by

computing
Ck,i = minl{cl,i—1+V\lidk,i +/1'bk,i +Tl,i—lak,i } (4)
3. Ifi <N_SFB, seti = i+1 and go to step 2.

3.2. Trellis-Based MNMR Optimization on SF

The constrained optimization problem for the
MNMR criterion is formulated below.
min (m_ax wd, ) st.

3 (b +D(sf, - f, ;) + R(h 1,h))< B

CASCADED TRELLIS-BASED OPTIMIZATION FOR AAC

, where max w,d, is the maximum NMR in a frame.

Again, using the unconstrained format, the cost
function in the JTB scheme [4] becomes

Cunwr = Zq +D(sf; - &fi 1) + R(h ;. ) %)

Different from the cost function in the JTB scheme
[4], the MNMR optimization problem in our CTB
scheme is reformulated as the minimization of two
cost functions, Cs g @d Cpes (EQN.(3)), under

the congtraint: wd,<A, Vi, for some constant
value of 4,
Co _wmwr = Zh +D(sf - sfiy) (6)

Similar to the trellis-based ANMR optimization on
selecting SF, a trellis is constructed for minimizing
Cs wawr @nd each state at the ith stage only
represents a SF candidate for the ith SFB. The Viterbi
search procedure described in [4] is modified as
stated below. The state-transition cost, T, _,_,; , from

S, 0§ is D(sfy; —fi;4) -

1 Initialize C, , =0, Vk and i =1.
2. Find the valid states for the ith stage, S ;, Vk. A
state is valid if the NMR (wd, ;) corresponding to

that state parameter is< A.
3. Search for, Vk, the best path ending at the valid
state S,; by computing

C = minl{cua +0 + T, } (7)
4.1f i <N_SFB, seti =i+1andgoto step 2.

As pointed in [3][4], in the trellis for selecting the
optimal SF (for both ANMR and MNMR), each state
is further split into two consecutive states. In the first
state, the spectral coefficients are quantized using the
assigned valid SF, and in the second state, all
quantized values of spectral coefficients are set to
zero.

3.3. Trellis-Based Optimization on HCB

The HCB optimization is performed under the
condition that the SF for each SFB has already been
determined. With a determined SF, QSCs (quantized
spectral coefficients) for each SFB are fixed and thus
theh term in the cost function C, (Eqn.(3)) only
depends on HCB. The optimization procedure here is
to find the HCBs that minimize the cost function
Cyucs and this can be achieved again by finding the

optimal path through the trellis.
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A trellis is thus constructed for minimizing C,g -
Each stage in this trellis corresponds to an SFB
(There are N_SFB stages in total.) and each state at
the ith stage represents a HCB candidate for the ith
SFB. In other words, at the ith stage, if a path passes
through the mth state, the mth HCB candidate is
employed for encoding the ith SFB. The state-
transition cost, T, ., ,» from S, to S is

R(h,;;,h,;) . The Viterbi search procedure for
finding optimal HCBsis as follows.
1 Initidize C,,, =0, vm. Initialize i=1.
2. Search for, vm, the best path ending at S,; by
computing
Cri=min{C.i +b +T i mi} (8
3. 1fi <N_SFB, seti =i+1 and go to step 2.

3.4. Cascaded Trellis-Based Optimization

The block diagram of the CTB optimization scheme
is shown in Figure 2 and the processing steps are
described below.

1. Initialize A.

2. For a given 4, a set of optimal SF, s, , is
determined by the trellis-based SF optimization
procedure using the Virtual-HCB Mode.

3. For the given sf,,; obtained from step 2, a set of

optimal HCB, hch,, , is determined by the trellis-

opt 7
based HCB optimization procedure.
4. For the given hch,, obtained from step 3 and 4, a

opt

set of recalculated optimal SF, sf, , is obtained
from the Fixed-HCB Mode trellis-based SF
optimization procedure.

5. Adjust rate. For the given optimal sfo’pt (or sfoq)

and hcb_, , the total coding bit rate is calculated

Opt '
and compared to the prescribed bit rate (B). Adjust
Aand go to step 2 if the constraint is not met.

In the preceding procedure, the trellis-based ANMR

(MNMR) optimization on SF is applied to steps 2 and

4.

As described in the preceding procedure, the trellis-
based optimization procedure on SF is operated in
two different modes, Virtual-HCB Mode and Fixed-
HCB Mode. In these two modes, the value of b ; in
Eqgn.(4) and Egn.(7) is determined in different ways,
and these will be described in section 4.

The preceding procedure is called the full
optimization mode (or Two-Loop mode), because the

CASCADED TRELLIS-BASED OPTIMIZATION FOR AAC

optimization procedure on SF is done twice. The
second optimization procedure on SF (step 4) can
help in recovering some improper SF vaues
determined in step 2. Furthermore, the CTB
optimization can aso been operated in a simpler
optimization mode (so-called One-Loop mode), in
which step 4 is not included.

initialize A

N

‘ Virtual-HCB mode TB SF optimization ‘

S opt l

‘ TB HCB optimization ‘
hehy, l
‘ Fixed-HCB mode TB SF optimization ‘

() § heh,

Count total bits, comparison &
Adjust 4

Fig. 2. Cascaded trellis-based optimization scheme

4. FIXED AND VIRTUAL HCB MODE FOR SF
OPTIMIZATION

For an identified C,; in Egn.(4) and Egn.(7) in

sections 3.1 and 3.2, wd,; or D(sf; —¢f,,) is

unique for a given state or state transition. However,
the value of b ; depends not only on the state

parameter sf, ; ; it also depends on the choice of HCB.

In the JTB optimization scheme, for each candidate
value of SF, al possible b values, corresponding to
12 pre-designed HCBs, are evaluated. But in our SF
optimization scheme, we have to determine one
proper value of by for the state S ;. According to

our implementation, the trellishased ANMR or
MNMR SF optimization scheme can operate in two
modes, the Fixed-HCB mode and the Virtual-HCB
mode, for determining the value of b, .

In the Fixed-HCB mode, a set of fixed HCBs,
[h' b, .....h{ ¢p], isdetermined beforehand. For all

the states at the ith stage, the QSCs, q, ; , are encoded
using W' thus, vk, b, =h'(a,) -

In the Virtual-HCB mode, a Virtua HCB, b, , is
employed for state S ; . Thus, by, needs to be pre-
constructed to help us in determining b ; and it can

be constructed in several ways. For example, hy,
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may be one of the 12 pre-designed HCBs or a
compound codebook. Consequentially, the more

accurate of the b ; and hy, we can estimate, the

higher accuracy of SF optimization we can achieve.
In order to improve the accuracy of the estimated

values of b ; and h;, we did some analysis on the
JTB optimization scheme.

For a given value of A, by applying the JTB scheme,
we can find a set of optimal

parameters, sf 5, , hcbyy® and by,® that minimize the

cost function C,r (EQN.(1)) or Cyuur (EAN.(5)).
For comparison purpose, we also construct an ideal
set of bits for coding QSCs, b’ . For the ith SFB,

min
JTB

JTB
b opt i

min,i

is the minimum vaue of bits for coding g

using 12 pre-designed HCBs and is formulated as:
b = min,{ (@) }

, where g is QSCs quantized by sfy" .

bJTB

oot and

The histogram of the differences between
b’'®  denoted by bJ™®

min ? opt—min ?

is shown in Figure 3. We

can find that over 91% of by, is less than 3 for

both ANMR and MNMR criterions. From the other
viewpoint, we tend to choose the HCB that resultsin
nearly the minimum QSCs bits.

70

69.42
mmm MNMR

67.99 ANMR

o
.
.

(%)

65 -

15 13.67 .
12.03
o 1 9.97 g35
5.19
4.84
| I_% i !%
0 - !1%
0 1 2 3

JTB
b opt-min

Histogram

JTB
bopt —min

Fig. 3. Comparison against

bJTB

ot » We derive a

Observing this characteristics of
rule in determining hy; and by ; . For state S ; , the
candidate hy; values are the set of HCB that satisfies

the proposed rulein Eqn.(9); namely,
h(gy,) < min,{ h(q,) }+& 9

CASCADED TRELLIS-BASED OPTIMIZATION FOR AAC

Then, by ; isformulated as:
1 vy
B =7 z h,(a) + - R (Wi ;)
P | rert,
R, isthe run-length coding function performed on the

Virtual HCB and it is similar to R in our
implementation.

R/(h\{i—l'hl\(l,i) = {

(10)

0, if (W, nh)#o )
9, else

, Where « is a weight for including R, (h'i_,hy;) in
b; . Finally, we have to determine suitable values for
0 and o. The simulation results of the normalized
difference, (Ca\ur - Catwr) O ( Cirkwr - Curare )

versus different values of 6 and « are shown in
Figure 4 and 5.

1.9 4

—e— 5=0
18+ —— s=1
—&— 5=2
1.7 4 —O— 6=3
1.6
£
i
(-I) 14
o«
22| 13+
s
$
1.2 4
11
1.0 4
0.9 T T T T T T T T T T T
00 01 02 03 04 05 06 07 08 09 10
a
- JTB CTB
Fig. 4. (Cynmr - Cnwr) V-8 (6,0)
1.5+
1.4+
«
o3
3
o
|
w|1.34
o=
g2
O <«
o
124

11

010 0‘.1 U‘.Z 0.‘3 0‘.4 0‘.5 0.‘6 0‘.7 0‘.8 0.‘9 1.‘0
- JT8 cTB
Fig. 5. (Canwmr - Canmr) V-s (6,0)

In this notation, Climr (Or Cie) is the minimal
Canmr (0 Cyyur ) derived from the JTB scheme and
CgLEAR (Or CI\CAL?/IR) is the ml ni mal CANMR (Or CMNMR)
derived from the CTB scheme. We find that for a

AES 115TH CONVENTION, NEW YORK, NEW Y ORK, 2003 OCTOBER 10-13

5



YANG AND HANG

wide range of ¢ values, we can achieve better
performance when R, (h;_,h;)is included in b (o
> 0). As shown in Figure 4, the CTB scheme can
achieve the nearly best performance when 6=1 and

0=0.5. Therefore, we choose 1 for § and 0.5 for «rin
our implementation.

5. FAST SEARCHING ALGORITHM

The computational complexity of the trellis-based
optimization scheme depends on the searching range
(number of states) of each stage in the trellis. Hence,
reducing the candidate states a each stage is an
effective way in reducing the complexity. Base on
this idea, we propose fast searching algorithms for
the trellis-based optimization schemes on SF and
HCB.
5.1. Fast

Searching Algorithm for HCB

Optimization

In MPEG-4 AAC, SFs are differentially coded and
HCBs are coded by run-length coding. Run-length
coding can be viewed as a specia case of differential
coding; therefore, the procedure of trellis-based
optimization on HCB is similar to that on SF.
However, the output of run-length coding has only
two possible values, either 0 or 9. In looking for C,;

in Egn.(8), the cost of run-length coding is as follows.

0, if n=m
R(h,, 4 h.) =
( n,i—-1 X ) {9, else
In HCB optimization, each state at the ith stage
represents a HCB candidate. As shown in Figure 6(a),
for finding the optimal path ending a S, , al the

HCB candidates at (i-1)th stage have to been taken
into consideration. In MPEG-4 AAC, there are 12
pre-designed HCBs, so the searching complexity for
finding all the optimal paths ending at the ith stage is
12x12.

(12)

The number next to the arrow in Figure 6 is the state-
transition cost. Except for the path S, ;,— S, , the

state-transition costs of the other paths ending at
S, are al the same (equal to 9). Therefore, in

calculating C,; in Egn.(8), among these 11 paths, the
path with the smallest C;_, will result in the smallest
C,, - Based on this property, a fast searching
agorithm is proposed and is divided into two steps.

1. Among the 12 candidate states at (i-1)th stage, the
state with the minimum cost, C ;... is chosen

and treated as the virtual thirteenth state, S;,;_; -

CASCADED TRELLIS-BASED OPTIMIZATION FOR AAC

C = minn{ Cn,i—l}
2. As shown in Figure 6(b), while finding the optimal
path ending at S,; , we only have to consider two

paths, path ( S, — S, ) and path
(Spini—1— Sy )- Therest of searching procedure is
the same to that in section 3.3.

min,i

The searching complexity (in terms of branch metric
calculation) of this fast agorithm is approximately
12 + 2x12. The first “12" term is the computational
complexity for determining S, . Note that the
performance (accuracy) of the fast searching

agorithm is the same to that of the full searching
agorithm.

Fig. 6. Trellis representation of HCB optimization

5.2. Fast Searching Algorithm for SF

Optimization

In SF optimization, each state in the trellis represents
a candidate value of SF. Searching over a larger set
of SF candidates can result in better performance, but
at the cost of higher searching complexity.

In general, the state numbers (sn) for all the stagesin
the trellis are the same and the searching complexity
for each stage transition in this uniform sn trellis is
sn x sn. In this section, we propose two non-uniform
(adaptive) sn agorithms, in which the sn for each
stage in the trellis can vary to reduce the searching
complexity. The first one is called “global minimum
reference SF restricted non-uniform trellis’, or
“Gm_Nu” in short, and the second one is called
“local minimum reference SF restricted non-uniform
trellis’, or “Lm_Nu". In both cases, areference SF is
first identified and then the number of candidates is
reduced against this reference.

In the first step, we define the reference SF, <",

for ith SFB as the largest SF among all the valid
states at the ith stage. Then we can find a global
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minimum reference SF, (5. , which is the

minimum SF among all the reference SFs. In the

Gm_Nu agorithm, we restrict the SF candidates at

the ith stage in the range of [ f," , sf{%. . Thus,

the sn at the ith stage, sng, , equals to

(Sfiref _Srcﬁ\fmn +1+e).

Next, we define the nth-order local

minimum SF at the ith stage, sf,;.,; , where
S (5ins = _min {si/ } (13)

! i-n<j<i+n
In the Lm _Nu agorithm, we restrict the SF
candidates at the ith stage in the range of

[sf", sf fin; —&l. Therefore, the sn for the ith stage,

reference

SNy i » quals to (s —sf 5, +1+€). In both cases,

€is aparameter to control the searching range for all
stages. In the simulations in section 6, the values of n
in Egn.(13) and ¢ are both set to 1.

6. SIMULATION RESULTS

In this section, we will discuss the computational

complexity and the coded audio quaity in our

experiments. Three types of bits allocation algorithms
have been tested and compared as described below.

(1)) The MPEG-4VM of AAC (VM-TLYS).

(2) The joint trellisbased ANMR and MNMR
optimization schemes, abbreviated as JIB-
ANMR and JTB-MNRM respectively, described
in[3] and [4].

(3) The cascaded trellis-hased ANMR and MNMR
optimization schemes, abbreviated as CTB-
ANMR CTB-MNMR respectively, described in
section 3.

Ten two-channel audio sequences with sampling rate

44.1kHz are tested. Two of them are extracted from

MPEG SQAM [8], and the others are from EBU [9].

6.1. Complexity Analysis

The computational complexity analyses for the
aforementioned several coding schemes are
summarized in Table 1. The value in “Computation”
column is the searching complexity in calculating one
stage transition in the trellis in terms of branch metric
computation. For the convenience of comparison, the
full-search JTB is set as the reference (ratio=1) and
all the other schemes are rated based this base. Also
shown in Table 1 is the storage requirement. Again, it
is measured in terms of one branch metric
computational needs.

We can find from Table 1 that the n-Loop CTB
scheme is approximately (142/n) times faster than the
JTB scheme. Moreover, the storage requirement for

CASCADED TRELLIS-BASED OPTIMIZATION FOR AAC

the trellis search in the CTB scheme is much smaller
than that in the JTB scheme.

For the JTB scheme, the fast HCB optimization
agorithm can reduce the complexity to 1/4. Note that

sngand snfs in Table 1 are the average sn in the

Gm_Nu and Lm_Nu algorithms and are calculated by
Eqgn.(14) and Eqgn.(15).

NB_SFB

12
ave 1
Gm = (m |Z=1: (SnGm,i—l Mgy )] (14)

NB_SFB

1/2
1
Y [P — IS0 I 15
Lm (NB_S:B é( Lm,i-1 Lm,l)J ( )

ave

The simulation results show that typical sng, is
approximately 12 and sn®° is about 5. Hence, the

Lm
Gm_Nu agorithm can reduce the complexity to 1/25
and the Lm_Nu algorithm can reduce the complexity
to 1/144.

Table 1. Complexity Analysis

Computation | Ratio | Storage
JIB (60% 2)% x 122 1 |60x2x12
N-Loop CTB | nx (60x 2)2 +122 | N/142 | 60x2
JIB + Fast (60% 2)% x 36 V4 |60x2x12
HCB
JIB + Fast (sn2°x 2)2x 36 /100 |60x2x12
HCB + Gm_Nu "
JTB+Fast [ (sn@x2)?x 36 | U576 [60x2x12
HCB +Lm_Nu
n-Loop CTB + |y (snd x 2)2+36|N /3600|  60x2
Gm_Nu + Fast "
HCB
n-Loop CTB + |y (sne x 2)2 +36|(M+0.4) | 60x2

Lm Nu + Fast /20736

HCB

6.2. Objective Quality Analysis

The rate-distortion curves of these bit alocation
schemes are shown in Fig. 7 and 8. Two major
evauative methodologies, ANMR and MNMR, are
used for distortion. We can find that the performance
of the CTB scheme is similar to that of the JTB
scheme. The ANMR performance loss is less than
0.2dB for One-Loop CTB-ANMR and less than
0.1dB for Two-Loop CTB-ANMR (the lowest three
curves in Fig. 7). The MNMR performance loss is
less than 0.1 dB for both One- and Two-Loop CTB-
MNMR (the lowest three curves in Fig. 8). Both of
them are much better than the MPEG-4 VM (the top
ling).
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The differences of performance between the fast
searching algorithms and the original CTB-MNMR
scheme are shown in Fig. 9 and 10. In light of the
complexity analyses on Gm_Nu and Lm_Nu, and the
uniform NB_SF fast algorithms, with NB_SF=12 and
5, are chosen for comparison. There is nearly no
performance loss for the Gm_Nu agorithm (ANMR
or MNMR Difference = 0). The advantage of the
non-uniform algorithms over the uniform algorithms
at about the same complexity is clearly shown in
Figs. 9 and 10.

10

—&— VM-TLS
........ -O--+- One-Loop CTB-MNMR
——-¥-—— Two-Loop CTB-MNMR
—+=y—-- JTB-MNMR
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i
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o
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44 | ——0—— Two-Loop CTB-ANMR \\ \\9
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| ~8

&
4
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Total Bit Rate (kbps)

Fig. 7. ANMR Rate-Distortion Analysis
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o ~

4
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6.3. Subjective Quality Analysis

Listening test by human ears is the traditional method
to subjectively evaluate the audio quality and is also
the most recognized subjective quality test. However,
such subjective test is expensive, time consuming,
and difficult to reproduce. Informal listening tests on
the aforementioned schemes show that it is hard to
differentiate between JTB and various CTB schemes.
In addition, a “simulated” subjective test, Objective
Difference Grade (ODG), has been conducted. ODG

CASCADED TRELLIS-BASED OPTIMIZATION FOR AAC

is a measure of quality designed to be comparable to
the Subjective Difference Grade (SDG). It is
caculated based on the difference between the
quality rating of the reference and test (coded) signals.
The ODG has a range of [-4, O], in which —4 stands
for very annoying difference and O stands for
imperceptible difference between the reference and
the test signals [10][11]. The ODG results for various
search schemes discussed in this paper are shown in
Fig. 11 and the reference signal is the original audio
sequence. According to the collected test data (Fig.
11), the difference between JTB and CTB schemesis
quite small. The ODG results, which are relative to
the CTB-MNMR scheme, for various fast searching
agorithms are shown in Fig. 12. Again the
performance of the non-uniform NB_SF algorithmsis
better than that of uniform NB_S- agorithms at
about the same computational complexity.
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7. CONCLUSIONS

In this paper, we propose a CTB optimization scheme
for the MPEG-4 AAC coder, in which the
optimization procedures for finding coding
parameters, SF and HCB, are separated in two
consecutive steps. Based on the complexity analysis,
the proposed CTB scheme is approximately 71 to 142
times faster than the JTB scheme. Moreover, the
simulation results show that both the objective and
subjective quality of the CTB scheme is close to that
of the JTB scheme. In addition, we also propose a
lossless fast searching algorithm for trellis-based
HCB optimization, which is about 4 times faster.
Furthermore, two non-uniform searching algorithms,
Gm_Nu and Lm_Nu, are proposed for trellis-based
SF optimization. The simulation results show that the
non-uniform searching algorithms can achieve better
performance than uniform searching agorithms
under the same complexity.

CASCADED TRELLIS-BASED OPTIMIZATION FOR AAC
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ABSTRACT

In this paper, we use a digital signal processor (DSP) to imple-
ment a real-time H.263+ codec. We use fast algorithms to reduce
the codec computational complexity. Furthermore, the C programs
are modified to take advantages of the DSP architecture and its C
compiler features to reduce the on-chip memory and to increase
the processing speed. In addition, a simple but effective rate-
control algorithm is implemented to maintain the target bit rate.
We can encode about 20 QCIF frames/second using one TI DSP.
And the average decoding speed is about 26 QCIF frames/second.

1. INTRODUCTION

With the growing popularity of multimedia demand, video trans-
mission over wireless network becomes very desirable in the near
future. Because of the limited bandwidth of wireless channel, video
signals have to be highly compressed. ITU-T H.263+ [1] is a speci-
fication for video compression targeting at very low bit-rate appli-
cations. Our codec is developed based on the H.263+ simulation
software provided by Telenor Research and University of British
Columbia [2].

Coding Control

& Header

VLC

e [ Butstream

Video ,(_) > M*{ Transform H Quantizer

Tnverse
Transform

Motton
Compensation

Figure 1. Block diagram of the basic H.263+ encoder [3].

Figure 1 shows the basic H.263+ encoder. The key elements are
motion-compensated prediction, discrete cosine transformation
(DCT), quantization, and variable-length coding (VLC). Motion-
compensated prediction is used to remove temporal redundancy.
The purpose of DCT and quantization is to reduce spatial redun-
dancy. The VLC technique reduces syntax redundancy. All to-

gether, H.263 needs a very low bit rate, 64K bits/s or less, to
transmit videophone type pictures. Because of high computational
requirement of motion-compensated prediction and DCT, we use
fast motion search algorithms and fast discrete cosine transforms to
achieve real-time implementation.

The TI TMS320C62xx fixed-point DSP has a rather good per-
formance. Its instruction cycle time is 5 ns (200 MHz clock). It
adopts the advanced VelociTI very long instruction word (VLIW)
architecture that enables sustained throughput of up to eight in-
structions in parallel and thus allows the processor running much
faster. Therefore, the maximum computation power is 1600 million
instructions per second (MIPS).

This paper is organized as follows. Section 2 describes the fast
algorithms we use, diamond search, DIF DCT. Rate control algo-
rithm is described in Section 3. In Section 4, the DSP implementa-
tion techniques and results are presented. Finally, a summary is
given in the last section.

2. FAST ALGORITHM
2.1 Diamond Search

The full search algorithm for motion estimation examines all
search points inside the search area. Therefore, the amount of its
computation is proportion to the size of the search area. Although
it finds the best possible match, it requires a very large computa-
tional power. Hence, many fast algorithms are proposed to reduce
computation at the price of slightly performance loss. The basic
principle of these fast algorithms is dividing the search process into
a few sequential steps and choosing the next search direction ac-
cording to the current search result [6].

The diamond search algorithm [7] starts with zero-vector candidate.
Then, it moves to the most promising search point and does an-
other search after the current step is completed. This procedure is
repeated until it cannot move further and the local optimum is
reached. The diamond search assumes that the matching function is
monotonic along any direction away from the optimal point. But in
reality the monotonic matching function assumption is sometimes
invalid and thus the diamond search algorithm is suboptimal [6].

The procedure of the diamond search is described below.

Step 1: Compute the sum-of-absolute-difference (SAD) be-
tween the current macroblock and the same location macrob-
lock in the previous reconstructed frame, called SADO. This
value is the prediction error when the current macroblock is



predicted using the zero-vector. Then, we set the current best
vector (0,0) to be the search center.

Step 2: Four search points are chosen to center around the cur-
rent best vector in a shape of diamond as shown in Figure 2.
Their locations are (-1,0), (0,1), (1,0), (0,-1), respectively. Then,
we compute the SAD of every search point and compare them
to SADO. If SADO is the minimum, the center represents the
best motion vector, stop; otherwise, continue.

Step 3: Move the search center to the best vector that has the
minimum SAD computed in Step 2 and replace SADO with this
SAD value. Then, go to Step 2.

4 O3
© - Search Point o
@ - Center Point
1,3 @2,3 O3
1 '} Lo ‘} 22 Lo »
X

T}l ©2

Figure 2. An example of diamond search procedure [11]

Figure 2 shows an example of the diamond search. Each stage
contains four search points and a central point. They are all labeled
by the same number. Three stages are presented in Figure 2. The
central point moves to the right in the second stage. Then, it moves
to the top in the third stage.

2.2 Decimation-In-Frequency (DIF) DCT

The original DCT algorithm in the software uses the sparse matrix
factorizations. It requires 26 real additions and 16 real multiplica-
tions for an 8-point DCT. The amount of computation is not large,
but this process is non-recursive and needs a complicated index
mapping [8]. These two disadvantages leads to a serious delay in
DSP implementation. Therefore, we need another fast DCT algo-
rithm. The DIF DCT algorithm requires about the same number of
additions and multiplications comparable to the original algorithm.
But its process is recursive and needs only a moderate index map-
ping. So it fits better to the chosen DSP.

The key concept of the DIF DCT algorithm is to divide an N-point
DCT to two N/2-point DCTs by rearranging of the input samples
in the frequency domain. This concept results in a desirable recur-
sive modularity of a fast decomposition. In our case, an 8-point
DCT is decomposed into two 4-point DCTs. This method divides a
DCT process into two parts with equal computing load when im-
plemented on the DSP. Therefore, the DSP compiler can optimize
the for-loop with ease. Moreover, this algorithm also can save
three-fourths of the DCT code size. A 2-D 8-point DCT is obtained
by computing two 1-D 8-point DCT along horizontal and vertical
axes. The forward and inverse DCT used are specified in [8].

Because our DSP arithmetic unit uses fixed-point operations, float-
ing-point computations are very inefficient when we implement
DCT on this DSP. Therefore, we convert this floating-point algo-

rithm to a fixed-point one. We multiply Cy by 2'*. Then, we round
these values to their nearest integers. We use the new C, to com-
pute DCT and then divide the final DCT coefficients by 2'*. The
multiplication and division of 2'* are realized simply by left-shift
and right-shift by 14 bits on the DSP. It increases nearly no addi-
tional load. However, this fixed-point algorithm has the accuracy
problem.

H.263+ Annex A specifies the desirable inverse transform accu-
racy [1]. We use it to examine the fixed-point DIF DCT, the float-
ing-point DIF DCT, and the fixed-point original DCT. (We modify
the original DCT into the fixed-point DCT in a similar manner as
described in the above.) The results are shown in Tables 1 to 3.
Annex A specifies that the overall mean error should not exceed
0.0015 in magnitude and the overall mean square error should not
exceed 0.02. The floating-point DIF DCT satisfies this specifica-
tion, but the fixed-point DIF DCT and the fixed-point DCT cannot
meet the specification due to rounding errors in the fixed-point
computing process. The errors are accumulated and propagated to
the next frames in the interframe coding. Therefore, frames become
blurred if we encode a number of P-frames (inter-coded frames).

Overall Mean Ab- | Overall Mean
Data Range
solute Error Square Error
L=256,H=255 0.861547 1.589669
L=5,H=5 0.854330 1.545261
L=300,H=300 0.734516 1.354213

Table 1. The accuracy of the fixed-point DIF DCT

Overall Mean Ab- | Overall Mean
Data Range
solute Error Square Error
L=256,H=255 0.000014 0.000014
L=5,H=5 0 0
L=300,H=300 0.000011 0.000011
Table 2. The accuracy of the floating-point DIF DCT
Overall Mean Ab- | Overall Mean
Data Range
solute Error Square Error
L=256,H=255 1.262053 3.570425
L=5,H=5 1.222489 3.271673
L=300,H=300 1.076280 3.047527

Table 3. The accuracy of the fixed-point DCT

Figure 4 shows this situation. Figure 4 depicts the 100-th P-frame
of “Salesman” encoded using different DCTs. The floating-point
DCT is used in (a), while the fixed-point DIF DCT is used in (b).
Clearly, the salesman’s right hand and the box blur more signifi-
cantly in (b). The errors are generated in the I-frame stage and then
are diffused by motion vectors into the P-frames. Hence, the mov-
ing part has the strong blurred effect. In order to avoid this effect,
we force our encoder to perform one INTRA-frame coding for
every ten P-frames. Consequently, the DCT errors are not accumu-
lated large enough to distort the video quality. There is another
solution stated in the Annex W [5]. The fixed-point DCT specified
in Annex W has a better accuracy, but it, on the other hand, in-
creases computations significantly. In practice, to eliminate trans-
mission error propagation in particularly wireless environment,
frequent frame refresh or intra-frame coding is necessary. Intra-
coding strategy is thus adopted.
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Figure 3. The 100-th P-frame of “Salesman” encoded by using (a)
floating-point DCT and (b) fixed-point DIF DCT.

3. RATE CONTROL

To maintain a constant output bitrate, a rate control algorithm must
be used in our encoder. There are two major considerations: the
delay produced by bits accumulated in the encoder buffer and the
bit allocation issue, which affect the coded picture quality. In addi-
tion, including a rate control into our encoder implementation re-
quires a significant amount of additional computation and memory
(for program and data). Hence, we choose a less complicated rate
control algorithm described in TMNS [12].

At the beginning, we have a target frame rate f,,« and a target
bitrate R . Consequently, we can calculate the target number of bits
per picture B. When finishing encoding one frame, we obtain A B,
which is the difference of bits spent on the coded picture and the
target bits B at frame level. If the available bits per frame (B) are
distributed uniformly over all macroblocks, we know the target
number of bits per macroblock. Thus, we can calculte A,B, which
is the difference of coded bits spent on a macroblock and its target
bits at macroblock level. Essentially, we use these two values,
A B and A ,B to adjust the quantization parameters to allocate bits
based on the following formula [12]:
B AB 12A,B),

or. ~op, (18 200)

where QP;; is the quantization stepsize for the previous frame and
OP,.,, is the quantization stepsize for the current macroblock to be
coded. Moreover, we need to take care of the delay due to buffer-
ing and maintain the buffer fullness as near constant as we can.
Therefore, if the buffer fullness exceeds a threshold, the encoder
will skip the next frame until it goes down to the acceptable region.

Figure 4 shows the simulation results using the aforementioned
(TMNS5) rate control algorithm. In this experiment, the target bit
rate is 53kbps, and the buffer threshold is 8kbps for skipping
frames. Because one intraframe is enforced for every ten frames,
the bit rate is somewhat higher at multiples of the tenth frame. Also,
the PSNR values are lower for these frames since intraframe cod-
ing requires more bits. Although the frame coding mode (in-
ter/intra) is changed regularly, the output bit rate and the buffer
level remain nearly constant. In general, the rate control mecha-
nism works quite well.
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Figure 4. QCIF foreman sequence encoded with TMNS rate con-
trol (a) bits used per frame, (b) encoder buffer fullness, and (c)
PSNR per frame.

4. DSP IMPLEMENTATION

We implement our system on the Blue Wave Systems PCI/C6600
applications board. It provides a software support library for data
transfer between the host PC and the DSP. This library is called
“Generic Host Interface Library” (GenrHL) [10]. It includes two
types of data transfer: “message system” and “mailbox interrupt”.
The former one provides efficient bulk of data transfer between
host PC and DSP. The latter one provides interrupt between host
PC and DSP and is useful for synchronization. Besides, This board
has two TI TMS320C6201 fixed-point processors on it. Each DSP
has 64kbytes internal program memory, 64kbytes internal data
memory, and 16Mbytes external SDRAM. We will describe our
implementation in detail in the next subsection.

4.1 Optimization for DSP Architecture

e Intrinsic operator: The C6000 compiler provides intrin-
sics, special functions that map directly to inlined C62x in-
structions to optimize C codes. All instructions that are not
easily expressed in C codes are supported as intrinsics
[13][15]. For example, we can use the intrinsic operator
“ abs” to calculate the saturated absolute value.

o Wider memory access for smaller data widths: In order
to maximize data throughput, it is often desirable to use a



single load or store instruction to access multiple data values

consecutively located in memory. For example, C6x have

instructions with associated intrinsics, such as “ add2()”,

“ mpyhl()”, “ mpylh()”, etc, that operate on 16-bit data
stored in the high and low parts of a 32-bit register. When
operating on a stream of 16-bit data, we can use word ac-
cesses to read two 16-bit values at a time, and then use an-
other C6x intrinsics to operate on the data [13].

o Memory management: TI TMS20C6201 DSP has only
totally 128kbytes internal memory. Therefore, memory man-
agement becomes very important. In program memory man-
agement, we delete unused codes and re-write some func-
tions to reduce the program code size. Furthermore, we use
the compiler options to optimize the execution speed. In data
memory management, we put all dynamic allocated memory
sections into the external SDRAM and put frequently used
data in the internal data memory.

4.2 Implementation Results

We replace the motion vector search algorithm and the DCT algo-
rithm with the fast algorithms described before. In addition, we
optimize the program using the optimization techniques described
in the previous section. The final results are shown in Table 4. Our
code size is about 46kbytes without rate control and 58kbytes with
it.

Original Optimized
I- frame coding 67.48MIPS 2.89MIPS
P-frame coding 229.52MIPS 6.44MIPS

Table 4: Encoding speed comparison between the original source
codes and the optimized codes.

On the other hand, the decoder is easy to implement on DSP as
compared to the encoder. Hence, we do not describe in details on
its implementation. We simply give the final results here. The av-
erage decoding speed is about 26 QCIF frames per second, and the
code size is about 27kbytes.

Video Server PC DSP
Capture j j (Encoder)

Video Client PC DSP
Playback <: <: (Decoder)

Figure 5. System block diagram of the pipeline-like structure.

4.3 Multitasking System

Multitasking programming for operating system means the compu-
tation power of CPU is not dedicated to a single application but
can be distributed to multiple tasks simultaneously [14]. In our
system design, each block in Figure 5 is an individual thread.
Therefore, the system has a pipeline-like structure. Furthermore,
each interface between different blocks requires a synchronization
object to control the data flow. This server-client based system can

achieve about 14 QCIF frames per second encoding and decoding
speed.

5. SUMMARY

In this paper, we implement the basic H.263+ encoder using the TI
TMS320C6201. To reduce the computation load, we bring in the
diamond search algorithm and the fixed-point DIF DCT algorithm.
However, the fixed-point DIF DCT contains the rounding errors,
which affect the video quality. One simple and practical approach
to reduce this effect is forcing one intra frame per ten or so inter-
coded frames. In addition, we modify our C codes to take the ad-
vantages of the TI DSP architecture and the compiler's features. At
the end, we can encode about 20 QCIF frames/second using one TI
DSP. And the average decoding speed is about 26 QCIF
frames/second.
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