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system with high speed downlink packet access
(HSDPA). The gdl avoidance mechaniams are
amed to reduce transmisson ddays and keep
in-sequence ddivery of MAC layer data to the
upper layer. By andyss and smulation, we
compare three sdl avoidance mechanisms,
induding the timer-based, the window-based,
and the indicator-based methods. For
comparison, we introduce a new performance
metric caled the gap processng time. Our
results show thet for E, /N, equa to 7 dB in the
AWGN channd, the average gap processng
time for the indicator-based method is 8.49
transmission time intervas (TTIs) and those for
the window-based method and the timer-based
method are 36.38 TTIs and 1755 TTlIs,
respectively. In a Rayleigh fading channd, we
find that the ggp processng time of the
window-based and the indicator-based methods
are higher than in the AWGN channd, while the
timer-based method has the same gap
processing time in both the AWGN channel and
the Rayleigh fading channdl.

K e y w o:sad agoidance, timer-based,
window-based, indicator-based.
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Abstract—In this paper, we investigate stall avoidance mech- sion request (H-ARQ) is suggested to be implemented for
anisms for the W-CDMA system with high speed downlink HSDPA inthe WCDMA system.

packet access (HSDPA). The stall avoidance mechanisms are . _—
aimed to reduce transmission delays and keep in-sequence de- However, the multi-channel SAW H-ARQ retransmission

livery of MAC layer data to the upper layer. By analysis and Mechanism may encounter an undesirable stall situation in
simulation, we compare three stall avoidance mechanisms, in- a wireless channel. The stall issue is defined as the situa-
cluding the timer-based, the window-based, and the indicator- tion when the receiver is waiting for the retransmission of a
mance meltie called the ga procsesiig fme. Our resuts cnow o206 Packet deta, wile the transiitter befaves thl the

gapp 9 ) packet has been transmitted successfully and never retrans-

that for £= equal to 7 dB in the AWGN channel, the average ' . .
N 9 mit that packet. The stall issue causes long downlink trans-

gap processing time for the indicator-based method is 1855 =~ " " . . .
transmission time intervals (TTIs) and those for the window- Mission delays, which usually occurs in a wireless channel

based method and the timer-based method are 42.56 TTls and when a control signal is corrupted during the process of re-
170.8 TTls, respectively. In a Rayleigh fading channel, we questing packet retransmissions. For example, when the re-
find that the gap processing time of the window-based and the gjyer detectsacorrupted packet, it will send the negative ac-

indicator-based methods are higher than in the AWGN chan-
nel, while the timer-based method has the same gap processing

time in both the AWGN channel and the Rayleigh fading chan-
nel.

I. INTRODUCTION

IGH speed downlink packet access (HSDPA) is be-

coming an important feature for the next generation
wireless data networks. The third generation partnership
project (3GPP) is also specifying the HSDPA standard for
the wideband code division multiple access (WCDMA) sys-
tem [1]. The goal of the WCDMA system with HSDPA is
to achieve data rate up to 10 Mbits/sec in the mobile cel-
lular environment. The key enabling technologies for the
WCDMA system with HSDPA consist of fast link adapta-
tion, fast scheduling, adaptive modulation and coding, and
fast retransmission strategy in the MAC layer. As for effi-
cient retransmission strategy in the MAC layer, the multi-
channel stop-and-wait (SAW) hybrid automatic retransmis-

This work was supported jointly by the National Science Council R.0.C
under the contract 90-2213-E-009-068, and 89-E-FA06-2-4.

knowledgement (NACK) control signal to the transmitter to
request retransmission. However, if the NACK control sig-
nal ischanged to an acknowledgement (ACK) control signal,
the transmitter may mistakenly believe that the packet was
already successfully received. Then the transmitter removes
the copy of this packet from its buffer and never send this
packet again in the future. 1t has been reported that the prob-
ability of the NACK signal becoming the ACK signal may
as high as 10~2 in awireless channel [2]. Thus, it is criti-
cal to resolve the stall issue in order to reduce the downlink
transmission delays and keep in-sequence delivery in wire-
less data networks.

In the literature, there are two research directions to re-
solve the stall issue in wireless data networks. The first re-
search direction is to improve the reliability of the ACK and
NACK control packets, e.g., by increasing the transmission
power of control signals [2]. The second research direc-
tion to solve the stall issue is to design the stall avoidance
mechanism in the MAC layer to detect the stall situation in
the receiver [3], [4], [5], [6]. When a stall situation is de-
tected, the receiver will send all the received packets within
the packet sequences to the upper layers. Then the upper



layer of the receiver will be responsible for requesting re-
transmission of the lost packets. In [3], the timer-based stall
avoidance mechanism was introduced, which used atimer to
control the operation of forwarding data packets to the upper
layer. If the gap among the sequences of the received packets
lasts over apredetermined expiration period, the timer-based
mechanism will start forwarding the received packets to the
upper layer. In [4], the window-based method proposed to
use a sliding window to detect the stall situation before the
timer expiration. In [5], [6], the indicator-based method in-
troduced a concept of new dataindicator (NDI) and the idea
of mornitoring the activity of each H-ARQ process to acti-
vate the forwarding process of forwarding the received data
to the upper layer before timer expiration and window over-
load.

The goal of this paper is to compare the performance of
these three stall avoidance mechanisms by analysis and sim-
ulation in terms of the gap processing time, the new in-
troduced performance metric. The gap processing time is
defined as the period when a gap occurs in the sequences
of the received packets until data packets in the reordering
gueue are delivered to the upper layer. Our resutls show that
in an AWGN channel, the indicator-based mechanism per-
forms the best. The window-based method performs worse
than the indicator-based approach, but still much better than
the timer-based method. In a Rayleigh fading channel, we
find that the gap processing time of the window-based and
the indicator-based methods are longer than that in AWGN
channel, while the timer-based method has the same gap pro-
cessing time in both the AWGN and Rayleigh fading chan-
nels.

The rest of this paper is organized as follows. In Section
I1, we introduce the multi-channel SAW H-ARQ mechanism
and the stall problem in the MAC layer. Section 11 compare
three stall avoidance mechanisms by analysis. Section 1V
shows the performance results through a cross-layer simu-
lation under both the AWGN and the Rayleigh fading chan-
nels. Section V gives our concluding remarks.

Il. THE STALL ISSUE IN THE MULTI-CHANNEL SAW
H-ARQ
A. Multi-Channel SAW H-ARQ

The multi-channel SAW ARQ is used in the WCDMA
system with HSDPA. The basic idea of the multi-channel
SAW is to implement the concep of keeping the pipe full.
Take a dual-channel SAW ARQ as an example, [7]. Fig-
ure 1 shows a dual-channel SAW ARQ consisting of two
transmitters, i.e. the even transmitter and the odd transmit-
ter. Asshown in Figure 2, the even transmitter and the odd
transmitter send the data alternatively. Specifically, after the
even transmitter sends out data packet O, it will wait the ac-
knowledgement from the receiver. During this waiting pe-

Even Control Channel

S T |
Even Even
Transmitter, Receiver
Channel
Selector
[ odd Data Channel Odd
Transmitter, Receiver
t [

Odd Control Channel

Fig. 1. The procedure of a dual-channel SAW H-ARQ scheme.

Downlink
Even Data0 | Odd Data 1 |Even Data 2 | Odd Data 3
Data = 4 R 4 B
Uplink
Even ACK 0|Odd ACK 1 [Even ACK 2|0Odd ACK 3
ACK

Fig. 2. Thetiming sequence of a dual-channel SAW H-ARQ scheme.

riod, the odd transmitter starts sending packet 1. Thus, the
multi-channel SAW ARQ can achieve high throughput be-
cause it fully utilizes the channel capacity.

B. Example of Sall Problem

Although the multi-channel SAW H-ARQ can achieve
high throughput. One of key issues to apply the multi-
channel SAW H-ARQ in the wireless channdl is the stall
issue. The stall problem is defined as the case when the
receiver is waiting a missing packet that will no longer be

The NACK of PKT Oisreceived as ACK.
So PKT Oisdiscarded in the first
transmitter, and the first transmitter
transmit PKT 4 instead [pxr4

Thefirst receiver iswaiting
for receiving packet 0.

. 1st Tx
Blocks Arrive

From Network

PKT 1

2nd Tx

Source Device |3rd Tx

Data 3rd Rx
Channel

PKT 3

Reordering
4th Tx

Buffer

Step 1 Step 2

Step 3 Step 4

Fig. 3. A example of the stall problem in a qual-channel SAW H-ARQ
scheme, where packet 0 is missing and packets 1,2, and 3 wait in the re-
ordering buffer.



retransmitted by the transmitter.

Obvioudly, the stall problem in the MAC layer will cause
long trnasmission delays to deliver data to the upper layer.
The stall issue becomes very critical when the probability of
NACK to ACK eror is high. Figure 3 shows such an ex-
ample in a qual-channel SAW H-ARQ. In the figure, packet
0 is missing. Thus, the first receiver sends NACK to the
first transmitter through afeedback control channel. Assume
an NACK to ACK error occurs during the transmission of
NACK. Then the first transmitter thinks that packet O has
already successfully reached the receiver, thereby removing
the copy of packet O in the transmitter buffer and starting
to send the next packet. In this stall situation, the first re-
ceiver will wait infinitely since packet O will no longer be
sent again.

Ill. THE STALL AVOIDANCE MECHANISM

Because control signals may be possibly corrupted during
transmissions in a wireless channel, stall avoidance mecha-
nismsare required to avoid the receiver waiting infinitely for
datathat will never be retransmitted. In this section, we dis-
cuss three stall avoidance mechanisms, including the timer-
based, the window-based, and the indicator based schemes.
Here we introduce a new performance metric-the gap pro-
cessing time. The gap processing time is defined as the pe-
riod starting when a gap appears in the sequences of the re-
ceived packets until al the received data in the reordering
gueue are flushed to the upper layer even with some gaps.

A. Timer-Based Scheme

In [3], atimer-based stall avoidance mechanism was in-
troduced. Based on the timer based approach, once a gap
appears in the reordering buffer of the receiver, the timer is
started to count how long the receiver has aready waited
for the retransmission of the missing packet. When the time
expires, the reordering buffer stop waiting for the missing
packet and deliver al the received data to the upper layers.
Figure 4 shows an example of the operations in the timer
based avoidance mechanism.

In Proposition 1, we analyze the average gap processing
time for the timer-based stall avoidance method.

Proposition 1 The average gap prossing time of the timer-
based stall avoidance mechanism is %Tmp, where T¢,,, is
the timer expiration time.

Proof: Once a gap appears, the timer starts immediately. If
there is only one gap in the reordering buffer, the gap pro-
cessing time will be T, in aunit of the time transmission
intervals (TTIs). However, if there are two or more gapsin
the reordering queue, the new timer will not be opened until

A timer is started for the first gap.

The timer of the second gap will not be started,
gap because the first and the second gaps appears

consequentialy.
When thefirst timer expired, the reordering buffer will

gapgp 2 3 4 gp 6 gap 8
discard the first two gaps and deliver packets 2, 3, and 4 to

the upper layer.

gap 6 gap 8 After the packet delivering, anew timer is

started for the gap of packet 5.

Fig. 4. Anexample of the timer-based stall avoidance method.

thefirst timer isexpired. Inthis case, the gap processing time
for thesetwo gapswill be 2T, TTIs. Assume that agap oc-
cursin each slot isequally likely. Thus, within [T.,,, 2T,
the probability of occurring a gap is ﬁ Then, we can
compute the average gap processing time for the timer-based
stall avoidance mechanismis as follows:

Ttimer =

= “Toup . (1)

|

To determine the value of the optimal timer is not an easy

task. The timer needs to be long enough for possible re-

transmission. On the other hand, the timer can not be too

long since the timer-based stall avoidance mechanism be-
comes inefficient.

B. Window-Based Scheme

In [4], a window-based stall avoidance mechanism was
proposed to enhance the performance of the timer based
shceme. The window-based stall avoidance mechanism can
remove the gap in the re-ordering queue before the timer
expire. When the reordering buffer isin the overloaded con-
dition.

For example, Figure 5 shows a window-based stall avoid-
ance mechanism with a window size of seven. In this ex-
ample, the reordering buffer receives packet 2, 3, 4, and 6
but packet 0, 1, and 5. Assume that at this moment, packet
7 arrives. Because the re-ordering buffer is overloaded, the
window-based stall avoidance mechanism will start remov-
ing the gaps for packet 0 and 1, and send packets 2, 3, 4 to
the upper layer.

Proposition 2, we derive the average gap processing time
for the window-based stall avoidance mechanism.



Proposition 2 The average gap prossing time of the window-
based stall avoidance mechanism is %W, where W is the
window size.

Proof: Assume that al the gaps in the reordering buffer are
processed by the window-based scheme before timer expi-
ration. To further facilitate the derivation of the average gap
processing time, we first derive the maximum and the min-
imum gap processing time. Once a gap appears in the re-
ordering buffer, the window-based stall avoidance algorithm
has to wait for the reordering buffer to become overloaded
before removing the gap from the buffer. Assume the win-
dow sizeis W and denote the probability of successful trans-
mission in each time slot as P,. Every gap has to wait until
W packets are successfully transmitted. It is noted that any
gap occurred will be regarded as a successful transmission
from the view point of the transmitter because the NACK
control signal becomesan ACK signal. Let P, represent the
probability of successful packet transmission at the n*” trial.
Then, we can write P, as
Pn:(l_Ps)nilps . (2)
Note that the maximum number of trials cannot be larger
than the timer expiration value. Hence, the average time for
successful packet transmission can be expressed as

N

N
> nPy=> n(l—P)" P, .
n=1

n=1

©)

As mentioned above, the receiver need to wait for W suc-
cessful transmissions before removing agap. Therefore, the
waiting time can be written as

N N
WZnPn = WZn(l —P)" P, . 4)
n=1 n=1

According to (4), we find that the maximum waiting timeis
equal to 2W with P, = 0.5 and the minimum value is W
with P, = 1.

Similar to the timer-based scheme, assume the probability
of having agap in the interval [W, 2W] is 1. Then the av-
erage gap processing time for the window-based stall avoid-
ance mechanism is the following:

2

7
Twindow W

i
=

S

©)

(NN IGUIT

gpgp 2 3 4 g 6

And the window in the receiver isfull of packets and gaps.

<=

l Packet 7 arrives

wolow] 2] |+ IR

Thefirst two gaps are flushed out and packets 2,3,4 are sent to
the upper layer, where the window size equal to seven.

Fig. 5. Anexample of the window-based stall avoidance method.

. A gap is monitored due to the the
Reordering buffer receipt of packet-1. Because

Processidentity IEWIMRE packet-1 isreceived in process-b,
process g, ¢, and d are monitored.

When the following cases happen,

gp 1 2 3 4 5 i :
the gap will be discarded: (1)
process a, C, and d al receive new

packets (2) NDI of processais
changed.

Fig. 6. Anexample of the indicator-based stall avoidance method.

C. Indicator-Based Scheme

In, theindicator based scheme of [5], [6], the idea of mon-
itoring the activity of each processin the multi-channel SAW
H-ARQ was introduced. This idea can expedite the process
of forwarding the data in the reordering buffer to the upper
layer when a gap occurs in the received packet sequences.
For example, Figure 6 shows a scenario of a qual-cahnnel
SAW H-ARQ, where process a has a gap and process b
is recelving packet 1. At this moment, the indicator-based
mechanism start mornitoring the activity of processes a, c,
and d. If the receiver finds that the NDIs of processa isin-
deed sending packet 2 as shown in the figure, the indicator-
based stall mechanism will start forwarding the data in the
re-ording queue to the upper layer even before the timer ex-
pires and the window is overloaded.

In this example, when the new data packet 2 isreceived at
processa, itisimplied that packet O will no longer be sent by
process a in the future. Thus, the concept of monitoring the
activity of each H-ARQ process and using new data indica-
tor can enhance the performance of the timer-based and the
window-based stall avoidance mechanisms. However, the
analysis of the indicator-based scheme is very involved. We
will perform simulation to evaluate the performance of the



TABLEI
SIMULATION PARAMETERS.

N-channel SAW H-ARQ N=4
Frame Size 320 bits
Error Checking CRC
TTI 2 msec
Timer Expiration 120 TTIs
Sliding window size 32 Packets
Modulation Scheme BPSK
Doppler frequency 10 or 100 Hz
- ‘ 4 Ch‘annel SAW‘—Hﬁ?iy&u%ms;nus‘;ggﬁ;fm‘Ermr Checking

& — 5

Average gap processing time:
401 Timer-based method:169(TTls)
Window-based method:52(TTls)

120 Indicator-based method:43(TTls)

100

80

Time Needed to Discard a Gap (TTI)

—&- Timer Base
201 Window Base
—— Indicator Base

L L L L L L L L
0 1 2 3 4 5 6 7 8 9

Fig. 7. Performance comparison in terms of gap processing time under
AWGN environment.

indicator-based stall avoidance mechanism in Section |V.

IV. SIMULATION RESULTS

We perform simulation to compare the performance of the
three stall avoidance mechanism. We observe simulation pa-
rameter listed in Table.l.

Figure 7 shows the performance of the gap processing
time for the three stall avoidance mechanismsin an AWGN
channel. One can consider that for the time required to re-
move a gap for three algorithms is : Tyimer > Twindow >
Tindicator- FOr example, when Eb is 7 dB, the indicator-
based mechanism only needs 18. 55 TTlsto remove the gap,
while the window-based and timer-based methods require
42.56 and 170.8 TTIs, respectively. Thisimpliesthat thein-
dicator algorithm can stop waiting for aretransmission faster
than the other two algorithms.

By applying T, = 120 and W = 32 to Propositions 1
and 2, we obtain that theoretical values of average gap pro-
cessing time, which are 180 TTIsand 48 TTIsfor the timer-
based and the window-based schemes, respectively. Our

4 Channel SAW-HARQ with BPSK using CRC16 Error Checking
Under Rayleigh Fading Environment with F =10Hz
T T

o
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Average gap processing time:

I

Iy

S
T
I

Timer-based method:169(TTls)

Window-based method:48(TTls)
Indicator-based method:37(TTIs)

80 —

Time Needed to Discard a Gap (TTI)

—5- Timer Base
20 Window Base
—— Indicator Base

Eb/ND

Fig. 8. Performance comparison in terms of gap processing time under
Rayleigh fading channel environment with f; = 10H z.

TABLE I
COMPARISON OF GAP PROCESSING TIME BETWEEN THAT OF
fa =10Hz AND f; = 100H z.

Gap Processing Time (TTI)

Window- Indicator- Window- Indicator-
Based Based Based Based
fa= fa= fa= fa=
Ey/No(dB)  10Hz 10H 2 100Hz  100Hz
5 52.46 49.14 54.35 49.47
7 47.00 34.08 52.24 39.73
9 40.79 25.20 47.52 28.79
11 38.73 21.61 46.48 23.06
13 37.48 18.23 40.51 19.24
15 34.76 13.94 38.08 15.51

simulations show that the average gap processing time for
the timer based method is 169 TTIS and that for the window-
based schemeis52 TTls.

Figure 8 shows the performance of three avoidance mech-
anismsin a Rayleigh fading channel. Compared to the case
in an AWGN channel, the gap processing time for both the
window-based and indi cator-based methods are longer in the
Rayleigh fading channel. The effect of Rayleigh fading may
increase the retransmission time for amissing packet. Thus,
fading may increase gap processing time.

Table | evaluates the impact of Doppler frequency on the
gap processing time. From the table, we find that the higher
the Doppler frequency, the longer the gap processing time.



V. CONCLUSION

In this paper, we have investigated the performance of
three stall avoidance mechanisms for the WCDMA system
with HSDPA in both the AWGN channel and the Rayleigh
fading channel. Our results show that the indicator based
scheme performs the best. The performance of the win-
dowed based method is worse than the indicator based
scheme, but still better than the window based method. The
proposed analytical model for estimating the gap process-
ing time of the stall avoidance mechanisms can be useful
to provide the guideline in the design of fast retransmission
mechanisms for wireless data networks.
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The wideband code divison multiple access
(WCDMA) system with high speed downlink
packet access (HSDPA) is an important next

generation wireless system. By adopting adaptive
modulation, efficient scheduling, and hybrid
automatic repeat request technologies, it can
support data rates up to 10 Mbps in the mobile
cdlular environment. Among these techniques,
the scheduling dgorithm plays a key role in
realizing the HSDPA concept. A good scheduling
agorithm should consider dl the important factors
including channel impact, delay issue, and fairness.
In this paper, we adopt a fairness index to
examine the fairness performance of current link
adaptation based scheduling agorithms, including
the maximum C/I, round robin, proportiond fair,
?ng t?xponential rule schedulers. When supporting
multi-type services, we find that the fairness
performance of current scheduling agorithms,

f ai r yncluding the round robin scheduler, can be further

improved even though the round robin scheduler
is viewed as the scheduler of the greatest fairness.
Thus, we are motivated to develop a new
scheduling agorithm, namey the queue-based
exponentia rule scheduler. Through smulations,
we show that in the context of multi-type services
the | feidness performance of  queue-based
exponentia rule scheduler can outperform al the
schedulers in the time-multiplexing fashion, while
mantaning good throughput and deay
performance.

K ey w o: MACs Scheduling, CDMA,
HSDPA.
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Abstract—The wideband code division multiple access achieving fairness in a shared channel for multiple users.
(WCDMA) system with high speed downlink packet access Basically, a scheduling algorithm is to select a most suitable

(HSDPA) is an important next generation wireless system. By sar 1o access the channel in order to optimize throughput
adopting adaptive modulation, efficient scheduling, and hybrid - ’
fairness, and delay performances.

automatic repeat request technologies, it can support data rates ! ) .
up to 10 Mbps in the mobile cellular environment. Among Recently, SChedu“ng has attracted much attention for wire-

these techniques, the scheduling algorithm plays a key role less data networks because it can exploit the multi-user diver-
in realizing the HSDPA concept. A good scheduling algorithm  sijty [3] [4]. In the traditional voice-oriented cellular network,
should consider all the important factors including channel the fluctuation of the fast fading is viewed as a drawback.
impact, delay issue, and fairness. In this paper, we adopt a H h | iati b | beneficial to th
fairness index to examine the fairness performance of current pwever, channel vanations can be 6}80 enelicial to the
link adaptation based scheduling algorithms, including the Wirelessdatanetwork. Because data services can tolerate some
maximum C/I, round robin, proportional fair, and exponential  delay, a scheduling mechanism can be designed to select the
rule schedulers. When supporting multi-type services, we find yser with the highest channel peak and serve one user at a time
that the faimess performance of current scheduling algorithms, a time-multiplexing fashion. With a higher channel peak, a

including the round robin scheduler, can be further improved - - . .
even though the round robin scheduler is viewed as the MOre efficient modulation/coding scheme can be applied to

scheduler of the greatest faimess. Thus, we are motivated to €nhance data rates. In general, a larger dynamic range of
develop a new scheduling algorithm, namely the queue-basedchannel variations can yield higher channel peaks, thereby
exponential rule scheduler. Through simulations, we show that delivering larger multi-user diversity gain.

in the context of muIti-type services the fairess performance of | addition to throughput optimization, service delay and
queue-based exponential rule scheduler can outperform all the fairness are another two important aspects needed to be taken
schedulers in the time-multiplexing fashion, while maintaining . . i g .

good throughput and delay performance. into account in designing a good scheduling algorithm. The
reason why wireless scheduling can improve system through-
put lies in the fact that data services can tolerate certain level
of delay. Nevertheless, a constraint on the maximum service
delay is still necessary. In wireless systems, mobile users are
located at different locations with different channel conditions.

If a scheduler always selects the user with the best channel
In order to satisfy the fast growing demand of the wirelessndition, some users at the cell boundary, for instance, may
packet data services, the concept of high speed downlingver have a chance to access the system. Hence, how to
packet access (HSDPA) is proposed as an evolution for tesign a scheduling algorithm to achieve high throughput
wideband code division multiple access (WCDMA) systersubject to delay and fairness constraint becomes a crucial and

[1]. The goal of the WCDMA system with HSDPA is tochallenging issue for the wireless data network.

support peak data rates from 120 kbps to 10 Mbps by adoptingn the literature, wireless scheduling algorithms can be
many advanced techniques, such as fast link adaptation, fastegorized into two major types according to the considered
physical layer retransmission, and efficient scheduling teckhannel models. First, the wireless scheduling algorithms in
niques [2]. A fast link adaptation mechanism can enhan{®] [6] [7] considered a two-state on-off Markov channel
throughput performance by adapting modulation and codimgodel. Because of simplicity, the two-state Markov channel
schemes in the rapidly changing radio channel. The hybmdodel is suitable to examine the fairness performance of
automatic repeat request (HARQ) technique can improve tseheduling algorithms. However, using the simple two-state
radio link performance by combining retransmitted packefdarkov channel has limitations in capturing actual radio
with previous erroneous packets. Scheduling is the key ¢hannel characteristics. Second, some wireless scheduling

algorithms like [1] [8] [9] [11] considered a more practical

1 . . . . .
Lcontact author. _ , _ radio channel model with the emphasis on exploiting the multi-
This work was supported by the National Science Council and the MOE

program for Promoting Academic Excellence of University under the graHtSer diversity. In_ (11, th_e maximum (.:amer to interference ratio
number. 91-2219-E-009-016, EX-91-E-FA06-4-4 and 89-E-FA06-2-4. (C/l) scheduler is designed to assign the channel to the user
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with the best C/I. Obviously, the maximum C/I scheduler fullyype services, it is important to re-evaluate the fairness of these
utilizes the multi-user diversity, but is an unfair schedulinfink adaptation based wireless scheduling algorithms based on
policy. In contrast to the maximum C/I scheduler, a faia formal fairness index. Our simulation results show that in
time scheduler (or called round robin scheduling algorithtine time-multiplexing fashion, the fairness performance of the
[8]) allocates the channel to users in sequence with equaiponential rule scheduler is very close to that of the fair time
service time. Clearly, the fair time scheduler does not coreheduler and both schemes are superior to the proportional
sider the channel effect. In [2] [8] [9] [10], the proportionafair scheduler. On the other hand, in the code-multiplexing
fair scheduler was proposed for the 1S-856 system and ttashion, we find that the exponential rule scheduler is only
WCDMA system. The proportional fair scheduler improveslightly better than the proportional fair rule, and both schemes
the fairness performance of the maximum C/I scheduler ate worse than the fair time scheduler.

the cost of lowering system throughput. However, in [11] it The rest of this paper is organized as follows. Section Il
was pointed out that the proportional fair scheduling algorithisriefly introduces the background of the HSDPA concept in the
does not account for service delays. Thus, the authors in [MYICDMA system. Section Il describes existing link adaptation
proposed the exponential rule scheduler to improve the delagsed scheduling algorithms. We discuss our new proposed
performance of the proportional fair scheduler. It was proveglieue-based exponential rule scheduling algorithm in Section
that the exponential rule scheduler is throughput optimal in tié. Simulation results are presented in Section V. Finally, we
sense of making a service queue stable [12]. In [13], it wasve our concluding remarks in Section VI.

concluded that the exponential rule scheduler is superior to the

proportional fair scheduler since it provides excellent latency II. HIGH SPEEDDOWNLINK PACKET ACCESS

performance even with a slightly lower system throughput. In this section, we introduce three key technologies in

Nevertheless, the factor of queue length is still not eXpIiCi“anlementing the HSDPA concept, including adaptive modu-

considered in the exponential rule scheduling policy. lation and coding, fast scheduling, and multi-code assignment.
To our knowledge, a wireless scheduling policy with con-

sideration of all the factors of channel variations, service ) ) )
delay, and queue length is still lacking in the literaturd™ Adaptive Modulation and Coding
Consequently, we are motivated to develop such a wirelessAdaptive modulation and coding is a link adaptation tech-
scheduling algorithm. The contributions of this work are twoique to adapt transmission parameters to the time varying
folds. The first contribution of this work is to propose a queughannel conditions. The basic principle in applying adaptive
based exponential rule scheduler to explicitly take account modulation and coding is to assign higher order modulation
all the factors consisting of queue length, service delay, aptd higher code rate to the users in favorable channel condi-
channel variations. We find that the queue-based exponentiahs, whereas allocate lower order modulation and lower code
rule scheduler can further improve the fairness performankge to the users in unfavorable channel conditions. To obtain
as compared to the original exponential rule scheduler, whifee channel conditions, the receiver is required to measure
maintaining the same throughput and delay performances.the channel conditions and feedback to the the transmitter
Second, in the context of multi-type services, we suggesgriodically, e.g., 2 msec of every transmission time interval
a fairness index in evaluating the fairness performance @T!) in HSDPA. The major benefit of adaptive modulation
the link adaptation based wireless scheduling algorithms, i.and coding is to deliver higher data rate to the user with better
the maximum C/I, proportional fair, and exponential rulehannel conditions, thereby increasing the average throughput
schedulers. This fairness index is modified from the one usetithe cell. Table I lists the modulation and coding schemes
in the two-state Markov channel based wireless scheduliiged in HSDPA.
algorithms [5] [6] [7] [14]. Interestingly, we find the fairness
of current link adaptation based wireless scheduling algorithBs Fajr Scheduling
[1] [8] [9] [11] is not clearly specified. Thus, we are motivated
to adopt a formal fairness index to evaluate the fairneB%

performance of these link adaptation based wireless SChedul(')'?gshort—term channel variations of each user terminal. With

T e e, ey neding h slecied user s aaysseved n e igh chan-

type services. For exa’mple the fair time (or round robi el peak_ oraconstr_uctlve fade. When combined with adaptive
S ' . odulation and coding, the scheduled user can therefore have

sche'duler Is viewed as the perfgrmance upper bound in te.rgn%etter chance to transmit at a higher rate with higher order

of fairness for most link adaptation based wireless schedullﬁ%dulaﬁon and higher code rate

algorithms. However, this upper bound is only valid under the '

assumption that all users subscribe the same type of service ] ]

in any particular duration. In the case of multi-type service§: Multi-Code Assignment

the fair time scheduler can only guarantee the equal acces3o achieve a higher data rate in HSDPA, adaptive mod-

time for multiple users, but can not ensure to satisfy thdation and coding technique needs to function together with

different requirements for different users. Thus, even the faitulti-code assignment. Because the number of modulation and

time scheduler may not be the fairest scheduling algorithooding schemes is limited (e.g., only 5 formats in HSDPA), the

in supporting the multi-type services. Thus, to support multlynamic range of selecting adaptive modulation and coding

In the downlink shared channel, scheduling techniques can
used to exploit multi-user diversity by taking advantage



scheme may not be enough, e.g., 15 dB of dynamic ranGd level. Specifically, the maximum C/I scheduler will select
in an example of Fig. 51 in [1]. To increase the dynamithe user;j in the k-th TTI if

range of adapting transmission parameters to channel varia-

tions, selecting both the modulation/coding scheme and the j = arg{max;(k)}. 1)
number of codes is an effective method. Figure 1 shows '

the hull curve of combining 5 modulation/coding scheme®bviously, the maximum C/I scheduler is the upper bound
with the multi-code operation of 10 codes. As shown in th@ terms of system throughput because it can achieve the
figure, the dynamic range of selecting transmission parametgrgximum multi-user diversity. However, those who are located
for different E./I,. (i.e., signal to interference ratio (SIR))far from the base station may feel unfair owing to the poor
becomes -5 to 20 dB, which is 10 dB larger than the singtedio link condition. This unfairness phenomenon makes the
code case of [1]. Generally speaking, it is better to increag@ximum C/I scheduler in practical.

the number of multi-code first before transiting to the next

higher order of modulation/coding scheme based on a spectral

efficiency viewpoint. Note that Fig. 1 in this paper is produceB. Fair Time Scheduler

by referring to Fig. 51 of [1], both of which do not consider a¢ any scheduling instant, the fair time scheduler serves all
HARQ. If ARQ is considered, we can straightforwardly Usg,n_empty source queues in a round-robin fashion. That is,

the hull curve of adaptive modulation and coding with ARGhg fair time scheduler will schedule usgin the k-th TTI if
in the single code operation (e.g., Fig. 50 of [1]) to produce

a hull curve of the adaptive modulation/coding scheme with j=mod((k—1),N)+1, 2)
HARQ for the multi-code operation.
where mod(-) denotes the modulus operator and tNeis
I1l. CURRENTLINK ADAPTATION BASED SCHEDULING t_he number_of qctiye users in.the system. Qn_e can easily
ALGORITHMS finds that this fair time sph_edulmg algorithm is mdepenglent
) ) o of the channel characteristics and thus does not exploit the
As mentioned, the key factor in determining the performyiti-user diversity at all. However, this scheduler has the
mance of the WCDMA system with HSDPA is the linkpest delay performance and is much fairer than the maximum
adaptation based scheduling algorithm [1] [8] [9] [11]. We/| scheduler. Note that the fairness here is defined from the
will evaluate these scheduling algorithms in terms of tthﬁewpoint of equal access probability. In this paper, we will
performance metrics: system throughput, delay, and faimeggopt another fairness index used in the two-state Markov
In order to achieve the multi-user diversity, a good scheduliR§hannel based wireless scheduling algorithms [14] to examine

algorithm should take account of channel variations. The mo§g fairmess performance of the scheduling algorithms.
the multi-user diversity, the higher the system throughput.

However, for some delay-sensitive services, such as streaming
video, a good scheduler also needs to pay attention to e Proportional Fair Scheduler

latency performance. Furthermore, from an individual user ) ) .
standpoint, it is desirable to receive the service as fair as others! '€ Proportional fair algorithm was proposed to the HDR

Thus, to design a good scheduling algorithm, we need system [9]. The basic idea of this algorithm is to select a
make a better tradeoff design between these three performapigaeduled user based on the ratio of the short-term SIR over
metrics. the long-term averaged SIR value with respect to each active

Before we detail the scheduling algorithms, let us first defit&®" The pr.op.ornonal fair scheduler takes advantage of the
the following notations: temporal variations of the channel to increase system through-
k- the index of thé%th transmission time interval (TTI) put, while maintaining certain fairness among all active users.

Specifically, the proportional fair scheduler will schedule user
o 7i(k): the short-term SIR of useraveraged in théx — jl?n the ktB;\ T Fi)f P

1) TTI.

o 7;(k): the long-term average SIR of usemobserved in ~: (k)
[(k—T),k], whereT is the length of sliding window in W
terms of the number of TTIs.

« di(k): the delay time for the packet waiting in the heagdased on the above criterion, the(k) is the average SIR
of line (HOL) TTI before gettlng the service for uséer measured over a S||d|ng window as fo”ows’

o ¢;(k): the queue length of usérat the beginning of the
kT (1= F)yi(k) + 7vi(k)

kD) = if user is scheduled,

1y~
A. Maximum C/I Scheduler (1= 7)%(k)
if user s is not scheduled.

}- ®3)

j = arg{max
3

The maximum C/I scheduler always selects the user with
the best carrier-to-interference ratio (C/l). At the beginning of Note that the proportional fair scheduler does not consider
each TTI, the scheduler compares the C/I levels of all actitiee delay issue in each user’s service queue and thus has poor
users and grants the channel access to the user with the higbekty performance.



D. Exponential Rule Scheduler wherel is a normalization factor of the packet size. In wireless
The exponential rule is a modified version of proportiond]€Works, many wireless scheduling algorithms, such as IWFQ
fair. This scheduler further takes delay issue into consideratibtl: CIF-Q [6], and WFS [7], were proposed to minimize the
[11] [13]. This policy tries to balance the weighted de|a%/a}lue of F'I during alo_ng period, i.e., a_tchlevmg the long-term
of all active users when the differences of weighted quel@mess. Here, we define the packet size as the number of data
delay among users become significant. For tte TTI, the bits that can be transmitted at the minimum data rate during

exponential rule scheduler will choose ugeif one transmission time interval (TTI).
i — arg d maxas (k) exp a;d;i(k) — ad(k) . (4 B- Queue-Based Exponential Rule Scheduler
! ik 1+ \/ad(k) The exponential rule scheduler considers the effect of the
delay time in the head of line (HOL) TTIl. However, it does
where N not explicitly incorporate the factor of queue length into the
ad(k) = 1 Zaidi(k)7 (5) scheduling policy. By observing (7), we note that to achieve
N Pt fairness not only the HOL delay is required to be considered,

gut also the queue length. Consequently, we are motivated to
propose a queue-based exponential rule scheduler as follows.
ép the kt* TTI, the proposed scheduler will choose ugeif

anda; >0, i =1,..., N are selected weights to characteriz
the desired quality of service.
To obtain the intuition behind the exponential rule schedul
let us focus on the exponent term of (4). If an active userhasa . i () (wh-(k)ad(k))
j = arg{max;a; p | ="

larger weighted delay than others by more th#nd(t), then vi(k) C\ IV ad(k)
the exponent term will become dominant and even exceed the exp (qi(k);q(k))}’ ®)
impact of channel effect. In such a case, this user will get 1+a(k)

higher priority of the access opportunity. On the other handhere N
for small differences in the weighted delay, the exponent term 1

will approach to 1 and the exponential rule scheduler is exactly ad(k) = N ; aid;(k), ©)
the same as the original proportional fair rule scheduler. Note =

that the factor 1 in the denominator of (4) is to prevent tr@d

N
exponent term from increasing dramatically whefud(t) is q(k) = %Zqi(k). (10)

too small. In brief, the exponential rule scheduler incorporates i=1

both the effect of channel variations and service delay andrne pasic idea of second exponent term in (8) is to balance
aims to further improve the performance over the proportiongle service queue length among multiple users. Moreover, in

fair scheduler. order to prevent the second exponent term from exceeding that

of first exponent term, the denominator of the second exponent

IV. PROPOSEDQUEUE-BASED EXPONENTIAL RULE term does not take the square root as that of the first exponent
SCHEDULER term.

In this section, we will first define the fairness and then
propose an improved version of exponential rule schedulerc, Time-Multiplexing Fashion v.s. Code-Multiplexing Fashion

In HSDPA, there are five available modulation and coding
A. Fairness Definition schemes and sixteen orthogonal variable spreading factor
Based on the traditional fluid fair queueing in wirelindOVSF) codes [8]. There are two methods to implement the

networks, backlogged flows are served in proportion to théfulti-code operation. One is to assign all available multi-codes
weighted rate. Mathematically, for any time interjaj,t,], 10 one user at a time in a pure time-multiplexing fashion.
the channel capacity allocated to flandenoted a$V; (¢4, t2), The other is to assign different active users to each code in a

should satisfy the following condition [14] [15]: code-multiplexing fashion. For the code-multiplexing multi-
code assignment, we can treat each code as a server and
Wi(ti,t2) — Wj(ta, t2)

=0, Vi,j € B(t1,t2), (6) scheduling algorithms will select suitable users for multiple

Ti Ty servers simultaneously. Note that the total power budget in
wherer; andr; are the weights of flows and j, respectively, each base station is equally shared by all codes for both
and B(t1,t2) is the set of backlogged flows durirg,, t2). methods. The performance comparison of these two methods

However, this condition in terms of bits can not be mairwill be discussed in Section V.
tained in a practical packet switched network. The goal of
the packetized fair queueing algorithm is to minimize the V. SIMULATION RESULTS

difference of [Wi(ty, t2)/ri — Wi(t1,t2)/r;|. Therefore, we  g5,,9h simulation, we compare the performances of differ-

define a faimess index as follows, ent scheduling algorithms. Three types of simulation configu-
1| Wit t2) Wi, t2) 7 rations are considered. First, we focus on the performance with
l r; T ’ the single code operation in the time-multiplexing fashion. In

FI =



this case, the maximum data rate for each scheduled molglgonential rule scheduler and queue-based exponential rule
user is 720 kbps. In the second simulation configuratioscheduler slightly decrease because the effect of the exponent
we focus on the performance of the multi-code operation tarm becomes dominant for the case with a large number of
the time-multiplexing fashion. With maximum 10 codes, thasers in the system. Although the proportional fair scheduler
maximum achieved data rate in this configuration becomes h&s better throughput, the exponential rule scheduler has better
Mbps. For the third simulation configuration, we investigatdelay performance, which will be discussed next.

the performance of the multi-code operation in the code-Figure 4 shows the delay performance of the considered

multiplexing fashion. schedulers in terms of the maximum delay for the packet
waiting in the HOL TTI. In general, higher traffic load causes
A. Simulation Model longer delay because of more contenders. One can find that

bboth the maximum C/I and proportional fair schedulers have

We consider a cell layout with a center cell surrounded \X'-zry poor delay performance. As expected, the fair time

other six neighboring cells. We only focus on the performan%%heduler performs the best. Note that both the proposed

of the center cell and treat other cells as the sources causn?J% . -
S . . ue-based exponential rule scheduler and the original expo-
the downlink interference. The mobile users are uniform

located in the center cell. We assume that 60% of the to aefnt'al rule schgduler perform well and have the same 'delay
. . ) . : erformance, while the proposed queue-based exponential rule
base station transmitted power is allocated in supporting t

HSDPA services. In HSDPA, there are 16 orthogonal Codgcs?heduler has better fairness performance as shown in Fig. 2

with processing gain of 12 dB. Nevertheless, many othBFeV'OUSW'

dedicated, shared and common channels may also need to use

some codes. Thus, for the multi-code operation in HSDP&, Multi-Code Operation in the Time-Multiplexing Fashion
the suggested maximum number of codes can be assigned
a user is 10 [8]. Table Il lists other parameters used in o
simulations [1].

rtlc—)igures 5, 6 and 7 show the performances of fairness, sys-

{'Jem throughput and delay for different schedulers with multi-

We apply thehull curve of the link level simulation results COd? operation in the time-multiplexing fashion, respectively.
ﬁasmally, the trends of these performance curves are the same

obtained from [1] into our system level simulation. For each . . X
) P as in the single code case except that for the multi-code oper-
randomly located mobile user, the system will first calculatg; . )
. . . . . tion, the maximum achievable system throughput becomes
the corresponding received signal to interference ratio (Sl

It is assumed that the measured SIR in each mobile can 'g I\_/Ibps._ Again, the faimess index of the new proposed
a gorlthm improves ranged from 15% to 30% as compared

correctly sent back to the base station in time. We conside{ original exponential rule scheduler, while maintaining the
mobile at a speed of 3 km/hr in a flat Rayleigh fading channe? 9 P ' 9

or equivalently the maximum Doppler frequenfy= 5.5 Hz. same throughput and delay performance.

B. Single-Code Operation in the Time-Multiplexing FashionD- Multi-Code Operation in the Code-Multiplexing Fashion

Figure 2 compares the fairness performance according tdrigure 8 shows the fairness performance of all schedulers in
the fairness definition of (7) for all the considered scheduletthie case of code-multiplexing model. Interestingly, we find that
Based on (7), the smaller the fairness index, the fairer thee exponential rule scheduler is only slightly better than the
system. Obviously, the scheduler of the least fairness is theportional fair rule, and both schemes are worse than the
maximum C/I scheduler. The fair time scheduler, proportionédir time scheduler. Nevertheless, when we further evaluate
fair scheduler and exponential rule scheduler almost have the variance of the fairness index for different schedulers.
same fairness performance. It is noteworthy that the proposssl shown in Fig. 9, the variations of the fairness index of
gueue-based exponential rule scheduler is fairer than all the queue-based exponential rule scheduler is much smaller
other schedulers. Specifically, the proposed new schedulithgn that of the fair time scheduler. This phenomenon implies
algorithm improves the fairness index values by 31% to 50%hat the proposed queue-based exponential can still have a
as compared to the original exponential rule scheduler.  high possibility to be fairer than the fair time scheduler even

Figure 3 compares the throughput performance of tle the code-multiplexing case. In addition, the new proposed
proposed scheduling algorithm with four existing schedulirglgorithm improved the fairness index value by 5% to 15% as
algorithms. For the maximum C/I scheduler, one can find thewmpared to the original exponential rule scheduler.
when the number of users in the system increases, the systerigure 10 shows the system throughput performance of
throughput improves because more multi-user diversity gaiti schedulers with the multi-code operation in the code-
are achieved. The fair time scheduler results in the lowasultiplexing fashion. We consider more than 10 users in this
throughput, whereas the throughput of the proportional fammulation. One can find that the code-multiplexing fashion
scheduler is between the maximum C/I scheduler and tbannot fully take advantage of the multi-user diversity even
fair time scheduler. Our proposed queue-based exponental the maximum C/I method. This observation shows that
rule scheduler performs the same as the original exponengiakigning only one user at a time can achieve the maximum
rule scheduler, but has lower throughput than the proportiorsglstem throughput, which was also mentioned in [4]. Specifi-
fair scheduler. Note that when the number of users peally, comparing Fig. 6 with Fig. 10 in the case of the system
cell increases, the achieved average throughput of both tbed equal to 15 users, the proposed scheduling algorithm



TABLE |

can prowde 2.3 l\/lbpS of system throthpUt in the time- MODULATION AND CODING SCHEMES IN THEHSDPA CONCEPT

multiplexing scheme, while in the code-multiplexing scheme

the _throthpUt decreases to 1.8 Mbps. Modulation and coding schemes (MCS) Modulation  Effective code rate
Figure 11 compares the corresponding delay performance-of

all schedulers in the code-multiplexing case. Because of more MCS 1 QPSK 1/a
servers during each scheduling instant, the delay performance MCS 2 QPSK 1/2
in the code-multiplexing is much better than that in the time- MCS 3 QPSK 3/4
multiplexing fashion. For example, in the case of 30 users, the MCS 4 16-QAM 12

MCS 5 16-QAM 3/4

maximum delay of the queue-based exponential rule scheduler
in the code-multiplexing fashion is reduced to 80 TTIs as
compared to 100 TTIs in the time-multiplexing fashion. Thus,
when comparing the performance between the second afdl R.Knopp and P. A. Humblet, “Information capacity and power control in

third simulation configurations, we can conclude that the delay zw%i'n"q‘ﬂuﬁzg't‘f;ﬁ;gfqrg;”'ggg_os”?’s'f%ﬁn'”{%g’;“ona' Conference

performance of the code-multiplexing scheme is better than thg s. Lu, V. Bharghavan, and R. Srikant, “Fair queuing in wireless packet
time-multiplexing at the expense of lower system throughput networks,” inProceedings of ACM SIGCOMM "9Pp. 63-74, Cannes

; _ ; ; France, Sep. 1997.
compared to the time-multiplexing scheme. [6] T. S. Ng, I. Stoica, and H. Zhang, “Packet fair queueing algorithms

for wireless networks with location-dependent errors,”Proceedings
VI. CONCLUSION of IEEE INFCOM pp. 1103-1111, San Francisco, CA, Mar. 1998.

hi d fai ind . he f .P] S. Lu, T. Nandagopal, and V. Bharghavan, “Fair scheduling in wireless
In this paper, we adopt a fairness index to examine the faif-" 5 et networks,” irProceedings of the ACM/IEEE International Con-

ness performance of current link adaptation based scheduling ference on Mobile Computing and Networkimgp. 10-20, Oct. 1998.
algorithms, including the maximum C/I, fair time, proportional 8] Y. Ofuji, A. Morimoto, S. Abeta, and M. Sawahashi, “Comparison of
fai d tial | hedul M h packet scheduling algorithms focusing on user throughput in high speed
ar, and exponential rule schedulers. Moreover, We Nave gownlink packet access, The 13th IEEE International Symposium on
proposed a new queue-based exponential rule scheduler for Personal, Indoor and Mobile Radio Communicatipwel. 3, pp. 1462-
the HSDPA system. As summarized in Table IIl, the proposeq 1466, Sep. 2002. .

heduli | ith terf Il th isti heduli 9] A. Jalali, R. Padovani, and R. Pankaj, “Data throughput of CDMA-
scheduling algorithm outperiorms all the existing sCheauling * HpR: a high efficiency-high data rate personal communication wireless
algorithms in terms of fairness for the time-multiplexing  system,”Proceedings of the IEEE VTC 2000-Sprifigkyo, Japan, pp.
fashion. In the time-multiplexing case, the proposed queyg- 1854-1858, May. 2000.
b d ial rul F;] d Ig . ph pf . q . 'ﬁo P. Bender, P. Black, M. Grob, R. Padovani, N. Sindhushyana, and S.
nase exponential rule scheduler improves t € TaIrMess INAeX vjterbi, “CDMA/HDR: a bandwidth efficient high speed wireless data
in a range of 15% to 50% compared to the original exponen- service for nomadic users,” IEEE Communications Magazine, vol. 38,
tial rule algorithm, while in the code-multiplexing case the _ no- 7, pp. 70-77, Jul. 2000. . . .
. d h £50 0 h 1] S. Shakkottai and A. L. Stolyar, “Scheduling algorithms for a mixture of
|mpr_overr_1ent re gces t.0 the range of 5% to 15%. For the code- real-time and non-real-time data in HDR,” Bell Laboratories Technical
multiplexing configuration, Table IV compares the schedulers Report, Oct. 2000. _ _ '
considered with respect to fairness, delay, and throughpﬂ’?.] S. Shakkottai and A. L. Stolyar, “Scheduling for Multiple Flows Sharing
N h Ith h the fai " f th d a Time-Varying Channel: The Exponential Rule,” Bell Laboratories

ote that alt oug t e_ alrness per orma_nce_o the Proposed technical Report, Oct. 2000.
gueue-based exponential rule scheduler is slightly worse tHas] A. Eksim and M. O. Sunay, “On scheduling for delay tolerant traffic

the fair time scheduler in terms of the average fairness index in HDR." IEEE Intemational Symposium on Advances in Wireless
Communications, pp. 189-190, Sep. 2002.

value, the \_/ariations of the fairne_ss 'index value of the proposgg] I. Stojmenovic Handbook of Wireless Networks and Mobile Computing
scheduler is smaller than the fair time scheduler, thereby still 1st ed. John Wiley & Sons, 2002.
having possibility to be fairer than the fair time schedulef>] V. Bharghavan, L. Songwu, and T. Nandagopal, "Fair queuing in wireless
It is noteworthv that in both the ti ltinlexi d d networks: issues and approachdEEE Personal Communicationsol.
| \ y in bo e time-multiplexing and code- g 'no 1, pp. 44-53, Feb. 1999.
multiplexing cases, the proposed queue-based exponential rule
scheduler and the original exponential scheduler improve the
fairness and delay performances over the proportional fair
scheduler at the cost of slightly degrading throughput. Of the
comparison between code-multiplexing scheduling and time-
multiplexing scheduling, we find that the time-multiplexing
method is a better choice by taking all the factors of system
throughput, service delay, and fairness into consideration.
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TABLE Il
SIMULATION PARAMETERS

Parameters Explanation/Assumption
Cell layout 7 hexagonal cells
Cell radius 1.6 km

User location Uniform distribution
Antenna pattern Omni-direction
Propagation model L =128.1 + 37.6 Log1l0(R)

HS-DSCH power budget/the total Node-B power 60 %

Shadowing Std. deviation 8 dB

Correlation distance of shadowing fading 50 m

Carrier frequency 2 GHz

Base station total transmit power 44 dBm

Fast fading model Jakes spectrum
10

Transmission time interval (TTI) 2 msec

Simulation duration 5000 TTIs

TABLE Il
COMPARISON OFLINK ADAPTATION BASED SCHEDULING ALGORITHMS
IN TERMS OFFAIRNESS, THROUGHPUT, AND DELAY IN THE
TIME-MULTIPLEXING FASHION

Scheduling policy Fairness Delay Throughput
Maximum C/I Poor Poor Excellent
Fair time Good Excellent Poor
Proportional fair Acceptable Poor Good
Exponential Rule Good Good Acceptable
Queue-based exponential Rule Excellent Good Acceptable

p.s. comparison level: excellent good > acceptable> poor.

TABLE IV
COMPARISON OFLINK ADAPTATION BASED SCHEDULING ALGORITHMS
IN TERMS OFFAIRNESS, THROUGHPUT, AND DELAY IN THE
CODE-MULTIPLEXING FASHION

Scheduling policy Fairness Delay Throughput
Maximum C/I Poor Poor Excellent
Fair time Excellent Excellent Poor
Proportional fair Acceptable Poor Acceptable
Exponential Rule Acceptable Good Acceptable
Queue-based exponential Rule Good Good Acceptable

p.s. comparison level: excellent good > acceptable> poor.

Fig. 9. The variance of fairness index value for all schedulers with multi-code

operation in a code-multiplexing fashion.
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Abstract—The desired properties of a medium access control
(MAC) protocol in mobile ad hoc network (MANET) include (1)
meet quality of service (QoS) requirements for real-time nodes,
(2) be decentralized, (3) achieve fairness from viewpoint of
throughput or energy consumption, and (4) be immune to the
hidden node problem. Though there have been numerous
proposed MAC protocols for the IEEE 802.11 WLAN, few of
them possesses all of the above four properties. In this paper, we
propose a new MAC scheme satisfying all of above four
properties. Our protocol can support real-time traffic and satisfy
QoS requirements, and can achieve fairness among non-real-time
nodes. Also, without using any centralized control, it can be easily
deployed in MANET. An analytic model of the protocol's
throughput has also been developed. We compare the protocol's
throughput obtained from its analytic model and simulation to
validate each other.

Keywords-IEEE 802.11, WLAN, MAC, QoS, Ad Hoc network

L INTRODUCTION

IEEE 802.11-based wireless LANs have been increasingly
in demand and will soon be prevalent. The desired properties
of an IEEE 802.11-based MAC protocol include: (1) meet QoS
requirements for real-time nodes, (2) be decentralized, (3)
achieve fairness from viewpoint of throughput or energy
consumption, and (4) be immune to the hidden node problem.
Though there have been several proposed MAC protocols for
WLAN, to our knowledge, few protocols satisfie all of the
above four properties.

In the literature, several QoS-guaranteed WLAN MAC
protocols were proposed [1, 2, 3, 4, 5, 6, 7]. However, most
protocols [1, 2, 3] designate one node as a central controller to
coordinate the process of real-time data flows of the nodes
within the radio broadcast range. The computational
complexity of the bandwidth reservation process is very high
and the battery power in the central controller may be
consumed very soon. Besides, most protocols ignore fairness
among the non-real-time nodes while meeting QoS
requirements. There are also several protocols proposed with
emphasis on high channel throughput and guaranteed fairness
(see e.g. [8, 9, 10]). Though they are decentralized and some of
them also consider the hidden node problem, they don’t
provide QoS guarantees, and neither was designed as an IEEE
802.11-compliant one. Also, the hidden node problem has been
one of the main factors causing collision, thereby degradeing
channel throughput. The standard IEEE 802.11 MAC protocol
uses control packets, namely RTS and CTS, to avoid the

This work was jointly supported by the National Science Council, Taiwan
under the contract 89-E-FA06-2-4, 90-2213-E-009-068, 91-2219-E-009-016
and EX-91-E-FA06-4-4.
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Dept. of CIS
Fordham Univ.
Bronx, NY 10458, USA

K. Naik

Dept. of E&CE
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Ontario, N2L 3G1, Canada

hidden node problem. However, the MACprotocol to enhance
the QoS requirement of 802.11 WLAN is still under
development.

In this paper, we propose a new MAC scheme, namely
neighborhood information classification and estimation (NICE)
protocol, with all of the four desired properties. Based on a
combination of the reservation and contention-based schemes,
the proposed MAC scheme not only guarantees QoS
requirements, but also provides the flexibility on bandwidth
allocation between different traffic types. By overhearing the
information exchanges, all the nodes within the same radio
broadcast range are able to know the status of real-time traffic
reservation and the number of neighboring nodes, thereby
saving a lot of work in prediction and fully utilizing the
channel capacity. The proposed NICE protocol also monitors
the length of non-real-time traffic queue to give higher priority
when the packet queue length of non-real-time traffic is larger
than a predetermined threshold. During the operation of the
proposed MAC scheme, our protocol does not rely on any
central control mechanism. Thus, it can be employed in an ad
hoc environment. The NICE protocol does not require each
node to broadcast the beacon, while provideing the fairness
from the viewpoint of energy consumption.

In Section II, we detail our proposed NICE protocol. An
analytic model of the protocol's throughput is developed in
Section III. In Section IV, we simulate the protocol using the
ns2 simulator to study its performance in terms of channel
throughput and access delay. Conclusions are given in Section

II.  PROPOSED PROTOCOL

In this section, we detail our proposed NICE protocol. This
protocol employs the IEEE 802.11 standard [11] as a
subroutine for channel contention, but with a small
modification in order to reduce the collision rate). We group
data packets into two types, namely non-real time packets (nrt-
packets), and real-time flows (rt-packets). For simplicity, a
node that sends nrt-packets is called a nrt-node. Also, a node
that sends rt-packets is called a rt-node. The MAC header field
is the same as the 802.11 standard, except for rt-packets and the
corresponding ACKs (rt-ACKs). The modified MAC header
field for rt-packets and rt-ACKs are shown in Fig. 1.

The proposed protocol can be divided into four main
procedures: observation, contention, reservation procedures
and frame synchronization mechanism.

0-7803-7802-4/03/$17.00 © 2003 |IEEE
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MAC header field of rt-packet

Frame Duration
Control /D

DA

SA

BSSID

Sequence
Control

| Packet length |

Time stamp
(6 bits)

(10 bits)

| b |

Time stamp |

MAC header field of t-ACK

Frame Duration
Control /D

(6 bits)

Packet length
(10 bits)

Fig. 1 MAC hearder field of real-time packet and it ACK in NICE
protocol.

A. Observation Procedure

A node that just turned on its power or just moved in a new
radio broadcast range has to observe the channel for a period
longer than RP,,, in order to know the system status of the
radio broadcast range, where RP,,, is defined as the maximum
repetition period of a super frame in the PCF mode of the IEEE
802.11 standard. During this observation period, the node has
to record what is overheard into a reservation table (RST) or a
neighborhood information table (NIT). The RST records the
reservation information carried in the MAC header field of rt-
packets or rt-ACKs of different flows transmitting in current
super-frame. The NIT records the time instance (D_TS) and
source address of all the nrt-packets appearing in the current
super-frame. This table provides the information about the
number of active nrt-nodes within the region, which will be
used to reduce the collision rate and improve the channel
throughput in our design.

B. Contention Procedure

Our contention procedure consists of two phases, which is
an extended version of 802.11 and 802.11e [12] standards. The
first phase is identical to the DCF mode of 802.11 standard
except that in our design nodes adopt different size of
contention window (CW) for different types of packet. The nrt-
nodes and rt-nodes use the values of (nrt-CW ,, nrt-CW )
and (rt-CW,,, rt-CW,,,) to control and limit the CW,
respectively. In general, the priority of rt-packets is assigned to
be higher than that of nrt-packet. Thus, we have the following
relations for different CW boundaries:

nrt-CW pin > 1t-CWhin (la)
nrt-CW oy 2 1t-CWanax. (1b)

When a packet collides before, the corresponding rt-CW for
rt-packet or nrt-CW for nrt-packet has the following relations:

rt-CW = min(rt-CWp,,,, rt-CW;;, X (Num_att-1)) (2a)
nrt-CW = min(nrt-CW gy, nrt-CW p, X 282Dy - (o)

where Num_att is the number of attempts that the packet has
tried. Once the transmission is successful, both rt-CW and nrt-
CW are reset to their minimum value.

In the second phase, this packet gating mechanism decides
whether the packet should be transmitted right away or
deferred. First, the node needs to calculate the probability of
transmission (P_T), based on the information obtained from the
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Fig. 2 Flow chart of FSM.

NIT table and gathered during the observation procedure. If the
packet is permitted after this mechanism, it will get a green
light for transmission. If the packet is deferred, the packet
needs to restart the contention procedure again, and the
contention procedure takes this packet as a collided one. The
purpose of the gating mechanism is to reduce the collision rate
based on the status of channel usage.

C. Reservation Procedure

Only nodes with rt-packets have to execute the reservation
procedure. The node waits for a PCF inter-frame spacing (PIFS)
period until the reserved time stamp (R_TS) in RST arrives.
The R_TS indicates that the node has to transmit the rt-packet
at the R_TSth time slot in the current super-frame. The value of
R_TS is assigned in the previous rt-packet. Two rt-packets in
the same super-frame are spaced with a PIFS period. The other
information in RST is R_LEN, which is also in the unit of slot
time. The value of R_LEN; depends on the required bandwidth
(ABR;, average bit rate) of flow 7.

D. Frame Synchronization Mechanism

Frame synchronization is another important issue in our
proposed protocol. In the IEEE 802.11 or 802.11e standards, a
point coordinator broadcasts a “beacon” signal as the start of a
super-frame. However, from the viewpoint of energy
consumption, broadcasting beacon signal wastes battery energy,
especially for energy-sensitive environment such as MANET.
Therefore, we propose a decentralized frame synchronization
mechanism (FSM).

The proposed FSM filters the timing of the outgoing of nrt-
packets in the nrt-nodes. Figure 2 shows the flow-chart
representation of the proposed FSM. An nrt-node has to ensure
that it can complete the RTS and CTS transmission before the
end of a super-frame. Otherwise, this nrt-node needs to stop
transmission in current super-frame and defer it to the next
super-frame. Once the RTS and CTS packets are transmitted
and received successfully, all the nodes in the region extend
their super-frame boundaries to the time tick. After all the
nodes extend their boundaries, they will not change the super-
frame boundary any more. Even though the data packet has an
error or there is no ACK, all the nodes still retain the extended
super-frame boundary.



C00 Do D02 > QW21 —COW, D
N
p/W,
Cilo D
LA L = T
C0 it D12 > CGW 2D —GiWy D
ISR
PWiy
e —
PV,
p/W,

m

Fig. 3 Markov chain model for the CW size.

III.  ANALYSIS

In this section, we analyze the throughput of our proposed
protocol with mixed real-time and non-real-time traffic. We
assume that (1) the channel is ideal, i.e. there is no packet error,
(2) a fixed number of nrt-nodes are present in the region of
radio broadcast scope, and each active node is always
transmitting a packet, and (3) the “on/off” model is adopted for
real-time traffic, where the periods of “on” and “off” state are
exponentially distributed.

A. Previous case: Non-real-time traffic

Throughput analysis of non-real-time traffic is summarized
as follows. First, define the normalized throughput, from [13],
S, as the ratio of successful packet transmission time to the
total transmission time. That is

g= E [payload transmitted in a slot time]
E [length of aslot time] 3)
_ PP, E[P]
~-R)o+PPT,+P,(-P).

¢

>

where P, is the probability of at least one packet being
transmitted in one slot, P, is the probability of exactly one
packet being transmitted in one slot, E/P] is the average packet
payload size, o is the duration of an idle slot, 7} is the average
successful transmission time, and 7, is the average collision
time. Assume that there are » nodes contending for
transmission, and each node transmits a packet in a slot with
the probability 7. Then,

P, =1-(1-7) “4)

,and

nr(l—z)" _ nr(l-z)™ ) )
’ P, 1-(1-7)

Now, to find the probability that a node transmits a packet
in a slot, denoted as 7, we consider a two-dimension discrete-
time Markov chain shown in Figure 3. Denote () and s(?) be
the backoff time counter and the backoff stage at time t,
respectively. Each state in the model represents the CW size in
different backoff stage. Let the stationary probability of each
state b, =}LTPS(1)=i,b(t)=k}, where ie (0,m).ke (0,,- 1)

P =
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Fig. 4 Markov chain model for one type of real-time traffic.

Note that m is the maximum backoff stage and W=2'CW .
through conservation law in Markov chain, we can derive

(1_p)zbj‘0 i=0
— Jj=0
b,..sz’Wk- pbii, O<i<m>, (6)

' p'(bmfl,() +bm,0) i=m

where p is the collision probability conditioned on a packet
being transmitted. Following the approach in [13], by, can be
expressed by

2(1- 2p)1- p) _ (7)
(—2p) +1)+ pi-p)')

Thus, we can express the probability 7as

bU ,0

T=

bOO
T ®
_ 20-p) |
=290 + )+ pWI- )

From (8), one can observe that 7 depends on the unknown

M=

=3

conditional collision probability p. Note that p =1—(1—-7)"".

Thus, 7 and p, need to be solved recursively by numerical
methods.

B.  Mixed real-time and non-real-time traffic

The analytic model presented in section III.A is for non-
real-time traffic alone. In this part, we consider a mixed traffic
model with both real-time traffic and data traffic. Rt-nodes and
nrt-nodes generate real-time traffic and non-real-time traffic,
respectively. The maximum number of rt-nodes and nrt-nodes
is M and K. Let p(t) represent the number of rt-nodes that
request to transmit packets at time t. We assume that during a
super-frame only one node joins or leaves the network, and
real-time traffic and non-real-time traffic are generated
independently.

We model the process {p(?)} by a Markov chain as shown
in Figure 4. Each state in the figure stands for the number of
acting rt-nodes, i.e. which have packets waiting to be
transmitted. The state probability can be expressed as

P =Plpt)=i}= 9;4117:'1;0 where p is the ratio of incoming

)
probability and leaving probability, i.e. p=A/u. Here, Aand p
are the arrival rate and departure rate, respectively.
Denote T(M, K) as the throughput of M rt-nodes and K nrt-

nodes. Then, the sum of the throughput of real-time traffic and
that of non-real-time traffic is given as



Fig. 5 Markov chain model for two types of real-time traffic.

throughput of M rt - nodes
and throughput of K nrt - nodes

TQW;K):E[
AgR {ilgt Trz + L _Lier nrt (K)} (9)

i=0

M-1

il

:anz (K)+(Trl _Tm-z (K)) P‘T”
i=0

. Mp

=T, (K)+(T,-T, (K)—=——,

)+ 0, -7, ) 2 M

where L is the time span of a super-frame, and L,, is the total
time spent for transmitting an rt-packet in a super-frame. Note
that L,, includes a PIFS, a SIFS, an rt-packet, and an ACK. The
period T,, contains only one rt-packet. 7,,(K) represents the
total amount of time spent for transmitting nrt-packets in K nrt-
nodes.

Equation (9) can be extended to the case with a mixed
traffic model containing multiple real-time traffic types, e.g.
CBR and VBR. Under such a condition we then utilize a multi-
dimension Markov chain. For example, consider two types of
real-time traffic and one data traffic. Assume that N rt-nodes
transmit one type of real-time traffic, M rt-nodes transmit the
other type of real-time traffic, and K nrt-nodes transmit data
traffic. Figure 5 shows the two-dimension Markov chain of this
mixed traffic model. The state probability, P;;, can be
expressed as p _V [ , where p _ !

B, ( i I j )ﬂlng)‘o 0,0 (l p )w (l p, )M
Note that p; and p, are the ratio of the probability of incoming
probability and leaving probability for type 1 real-time traffic
and type 2 real-time traffic, respectively. The total throughput,
T(M, N, K) , can be rewritten as

L, M,
~T, (KNP
L 1+ p,

L, Np,
L1+p,’

T(M,N,K)= I‘m‘t([{) +(T,,

(10)

(T = T,,(K))
where all the parameters have been defined in (9).

IV. PERFORMANCE SIMULATION

In this section, we discuss the performance of our protocol
in terms of channel throughput and access delay via
simulations using the ns-2 simulator. The simulation
parameters are listed in Table 1.

Table 1:

Parameter Names Parameter Values
Cover Range 10m X< 10m
Data Rate 2 Mbps
Simulation time 100 sec
Unit slot time 20 usec
SIFS/PIFS/DIFS 10/30/50 psec
Min./Max. CW for nrt-packets 31/1023
CW for out of queue threshold 15
Min./Max. CW for rt-packets 7/31
Queue length threshold 20
Node expire threshold 100 super-frames

A.  Traffic Model
We consider three types of traffic models in the simulation:

e Voice traffic model: The voice traffic is modeled as a
Poisson process with “on” and “off” states. In the “on”
state, the simulator continuously generates 164-byte
packets every 20.48 ms, i.e. 64 Kbps. In the “off” state,
the simulator stops creating packets. The duration of
the “on” state and “off” state follows the exponential
distribution. The average duration of the “on” and
“off” state are 1 and 1.3 seconds respectively.

e FTP data traffic model: The FTP traffic model
continuously generates constant sized packets. That is,
after one node finishes transmitting a packet, it
immediately attempts to transmit another packet.

e Telnet data traffic: In the simulation, the generation of
a Telnet packet follows Poisson process. For simplicity,
the packet size is assumed to be constant for all
scenarios, but the arrival rates for different scenarios
are different.

B. Performance Measurements

Our protocol is evaluated in terms of throughput, fairness,
and packet dropping rate.

e Normalized throughput: The normalized throughput is
defined as the ratio of the number of successfully
received useful data bits to the total number of
transmitted bits.

e  Fairness: In evaluating the fairness, we collect the
delay of all the packetsin all the connections, and
calculate the standard deviation of all the connections.
We then illustrate the results of the connection that has
the maximum value of standard deviation among all
the connections.

e Dropping rate: The dropping rate is defined as the
ratio of the number of dropped rt-packets to the total
number of transmitted rt-packets. If an rt-packet is
received longer than 2 RP,, ie. 40.96 msec, the
packet is considered to be a dropped packet.
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C. Numerical Results

Figure 6 shows the normalized throughput with mixed data
and voice traffic. We consider the case when 10 nodes send
voice traffic to 10 other corresponding nodes, and the other 40
nodes send FTP data packets. From the figure, one can see that
our analysis, (7), and simulation results are very close
especially for small packets. Even for a large packet size, the
discrepancy between analysis and simulation is still less than
3%.

Figure 7 compares the fairness of the NICE protocol with
the IEEE 802.11 standard with mixed Telnet data and voice
traffic. Figure 8 shows the performance comparison of NICE
and the IEEE 802.11 standard in terms of dropping rate with
voice traffic. As shown in the figure, the dropping rate of NICE
is almost negligible, while the dropping rate of the IEEE
802.11 standard is higher than 40% at heavy traffic load. For
the IEEE 802.11 standard, every voice packet needs to contend
for a time slot with other nodes. However, with the help of the
reservation procedure in our protocol, each rt-node can reserve
time slots for the data flow of voice packets.

V.  CONCLUSIONS

We have proposed a new MAC protocol, called
Neighborhood Information Classification and Estimation
(NICE), for multimedia applications in MANET. Without
using a central control, the NICE MAC protocol outperforms
the standard IEEE 802.11 DCF mode in terms of throughput,
mean access delay, fairness, and the QoS guarantee for the
mixed data and voice traffic. In the NICE protocol, we have
proposed four new mechanisms: (1) dynamic gating
mechanism for throughput enhancement; (2) stall avoidance
mechanism for achieving fairness; (3) linear backoff scheme
for reducing the dropping rate of real-time traffic; and (4)
reservation procedure for QoS guarantee. Via analysis and
simulation by ns-2 simulator, we demonstrate that the
throughput performance of NICE is at least 50% better than the
IEEE 802.11 standard. The mean value and maximum standard
deviation of access delay are 8 times less. The dropping rate of
voice traffic of NICE is almost negligible, but the dropping rate
of the IEEE 802.11 standard is at least 40%.
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Fig. 8 Dropping rate of voice traffic in a mixed Telnet data and voice
traffic.
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