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中文摘要 

近二十年來估計運輸路網的動態起迄矩陣（dynamic origin-destination(O-D) 
matrix）已逐漸受到重視，有效的估計動態起迄矩陣除可代替傳統調查方式而節省大
量成本外，它更是動態交通分析與研擬即時交通控制策略（real-time traffic control 
strategy）不可或缺的基本輸入項目。 

本研究提出高斯型卡門濾波模式（Gaussian Kalman filter models）以估計動態
起迄矩陣，其中吉伯抽樣（Gibbs Sampler）數值方法將應用於高斯型卡門濾波模式，
此方法將可不需先前旅次起迄資訊。在高斯型卡門濾波模式中，觀測值（observations）
假設為常態機率分配（normality）。並且允許轉換矩陣（transition matrix）為一隨機
矩陣（random matrix）， 因此本研究將結合數值抽樣方法與卡門濾波以便同時
（simultaneous）估計狀態變數（state variable）及轉換矩陣，並設計反覆式演算法
（iterative estimation algorithm）。 

本研究以台北捷運南港線為例，說明高斯型與非高斯型卡門濾波模式如何應用

於實務問題，並估計其五分鐘動態起迄矩陣。 

 

 

Abstract 

Dynamic origin-destination (O-D) pattern representing time-dependent trip demands from 
one place (origin) to another (destination) is one of the most essential input data for most traffic 
operational analyses. Historical studies assumed that the transition matrix is known or at least 
approximately known, which is unrealistic for a real world network. And due to the fact that the 
number of trips to a specific destination, y, is easy to obtain and the O-D variable, x (path flow 
based in this research), is not directly observable, a Gaussian state space model is formulated to 
describe the relationships of x and y, observation equations, and the dynamics of x , state 
equations with unknown transition matrix. Under the assumption of Gaussian noise terms in state 
space model, the distribution of random transition matrix F is derived. A solution algorithm 
combining Gibbs sampler and Kalman filter to tackle the problem of simultaneous estimation of 
F and xt based on the latest available information is proposed. Real O-D data from Taipei Rapid 
Transit is used to verify the presented model and solution method. Preliminary results are 
generally satisfactory, showing that also in the unknown transition matrix case, significant 
estimates are achieved.  



Keywords: Time-varying origin-destination matrices, Gaussian state space model, Kalman filter, 
Gibbs sampler. 

1 Introduction 
  Due to the high cost of origin-destination（O-D）data collection in the highway, traffic 
engineers and researchers have been seeking estimation methods to derive the valuable O-D flow 
information from less expensive traffic data, mainly, link traffic counts of surveillance systems. 
The existing studies on estimating time-dependent O-D matrices with time-series of link flows 
were classified into two categories by [1], i.e. dynamic traffic assignment（DTA）based and 
non-DAT based. Namely, the assignment based studies naturally employ the DTA concept to 
formulate the interrelation between O-D flows and link flows so as to establish a set of 
observation equations.（e.g. [2]; [3]; [1]; [4]; [5]）Computation of the assignment matrix is a 
difficult task, for the elements in the matrix depend on mapping time-varying path flows to link 
flows. The non-DAT based studies manage to formulate observation equations without the DTA 
notion but assume that complete entering and leaving flows at origin and destination nodes are 
available from traffic counts. These methods were successfully implemented against some 
special networks for which the entry and exit counts are provided.（e.g.  [6]; [7]; [8]; [9]; [10]; 
[11]）All of the above approaches were also divided into two groups in another way, pertaining to 
closed networks and pertaining to general networks, by [4]. A closed network possesses some 
similar meaning with non-DTA based method but does not strongly imply that the assignment 
matrix is not used in the solution algorithm. In this paper, based on the previous work of [12], 
extensions to consider lagged effects and both forward and backward filtering are formulated. 
Especially, without prior information of transition matrix, another very hard work is calculating 
assignment matrix. We propose an algorithm to simultaneously estimate O-D matrices and 
transition matrix. Performance of the proposed approach is evaluated by the observed passenger 
counts data from the Nangkang line of Taipei rapid transit systems. 

2 Model Specifications  
2.1 Bsaic formulations 

 The standard state space model is coupled with two parts: transition equations and 
measurement equations, and is illustrated as the following form. 
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For convenience, all the variables and subscripts in (1) are described to fit the terminology of 

transit O-D estimation. Let ),...,,( 21 ′= tpttt xxxx  be the O-D transition vector at time period t, t = 1, 

2,..., n, and tjx  denote the number of passengers traveled at time period t of O-D pair j, j = 1, 

2,..., p; ),...,,( 21 ′= tqttt yyyy is an observed vector at time interval t, and the elements of ty are the 

counts of transmitted messages at all q stations; F is a p×p random matrix; tu and tv are the noise 



terms with independent ),0( ∑pN  and independent ),0( ΓqN  respectively. For considering the 

lagged effects, it is necessary to distinguish the formulation between entry measurement 
equations and exit measurement equations in (1). Then the entry measurement equations can be 
written as 

 ntvHy ottoot x ,...,2,1, =+=                                     (2) 

, where ),...,,( 21 ′= otqototot yyyy  is an observed vector of entry counts at time interval t; the 

elements of oty  are the entry passengers at all q stations; Ho describe the q×p origin-OD pair 

incident matrix; otv  are the noise terms with independent ),0( oqN Γ . The exit measurement 

equations are rewritten as 
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, where ),...,,( 21 ′= dtqdtdtdt yyyy  is an observed exit vector at time interval t; the elements of 

dty are the counts of exit passengers at all q stations; tdH ′ are the q×p destination-OD pair 

incident matrices considering t ′ , t ′ max,..,2,1 t= , lagged effects. maxt is the maximal travel time 
among p O-D pairs. Waiting time and walking time of intra station should be included in 

calculating t ′ . dtv  are the noise terms with independent ),0( dqN Γ . 

2.2 F matrix and Gibbs sampler 

 For simplicity, following concept and expressions are translated by means of standard state 
space model, i.e. (1). Just as mentioned, transition matrix in this paper is assumed to be a random 
matrix without any historical information of transition vectors. Then, we focus on the discussion 
of the transition equations in (1). If the transition equations in (1) are rewritten as 

 ntuFxx ttt ,...,2,1,1 =′+′′′ −=                                       (4) 

Let  
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then we have 

 UFXX nn +′= −1                                                  (6) 



We shall further suppose that the parameterization in terms of 'F  is so chosen such that it is 
appropriate to take 'F as locally uniform, ∝)'(FP constant. Consider the p×p symmetric matrix 

 ( ){ }jiij FFSFS ′′=′ ,)(                                                 (7) 
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be the least square estimate of iF ′ , i = 1, 2,..., p. Consequently, we get 

 )ˆ()ˆ()( 11 FFXXFFAFS nn ′−′′′′−′+=′ −−                                          (9) 

and }{ ijaA =  is the p×p matrix with its elements 

 )ˆ()ˆ( 1)(1)( jnjnininij FXXFXXa ′−′′−= −−                                         (10) 

, i.e. A is proportional to the sample covariance matrix. From the general result in Gaussian 
model, the posterior distribution of  F ′  is then 
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It is clear now that we need a sampling scheme to generate conditional distributions of F ′  and X 
with 

),(~,, 11 ututt FxNxFx ΣΣ −−                                                  (12) 
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The key to the above sampling scheme leads itself naturally to Gibbs sampler. Gibbs sampler is 
a technique for generating random variables from a distribution indirectly without deriving the 

density. Given an arbitrary starting set of },...,,{ )0()0(
2

)0(
1 kZZZ , we draw 
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Thus each variable is visited in the natural order and k random generations forms an iteration. 

After m such iterations we have },...,,{ )()(
2

)(
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m
k

mm ZZZ . Under mild conditions, the following results 

hold.[13]  

GG 1 (Convergence).  
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sZ → [Zs] as  m → ∞. In fact a 

slightly stronger result is proven. Rather than requiring that each variable be visited in repetitions 
of the natural order, convergence still follows any visiting scheme, provided that each variable is 
visited infinitely often. 

GG 2 (Rate). 

Using the sup norm, rather than the L1 norm, the joint density of },...,,{ )()(
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m
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to the true density at a geometric rate in m, under visiting in the natural order. A minor 
adjustment to the rate is required for an arbitrary visiting scheme. 

GG 3 (Ergodic theorem).  
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3 Solution Algorithm 
 In the context of our state space model, samples from the conditional distributions by the 
sampling shceme mentioned in section 2.2 to implement the Gibbs sampler. Since the 



observation information is not used in the conditional distributions, the proposed algorithm 
combines the Kalman filter and Gibbs sampler and is briefly illustrated as the common 
algorithmic format. 

• Step 1 ( Initialization ) 

1.Use prior information to generate F(0) 

2.Given Σ, Γo, Γd 
3.Given x0  ~ N(µ0,V0) 

• Step 2 ( Generate ntx g
t 0,1,2,...,=,)(  ) 

1.Generate )(
0

gx from N(µ0,V0) 

2.Generate )(
1
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3.Use Kalman filter to filter )( g
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4.Repeat 2,3 for t = 2,3,…,n 

• Step 3 ( Generate F(g) ) 
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5.Generate F’(g) = ((w1/2)’)-1 Z. 

• Step 4 ( Iteration ) 

Repeat Step 2, Step 3  m  times. 

4 Numerical results 
 Data resources in this paper is from O-D counts of  Nangkang Line provided by Taipei 
Rapid Transit Corperation. There are nine stations, between Taipei City Hall and Lungshan 
Temple, considered and each is both origin node and destination node except two terminal nodes. 
From the topology of nodes, the selected number of O-D pairs is fifteen for one direction. O-D 



counts of 5-minute time period from 6:30am to 9:30am are collected. Then we show the 
estimations of O-D pattern and the observed O-D data on Table 1. 

Table 1. O-D Estimations vs. Real O-D Data 

t EST-1 Rl-1. EST-2 Rl-2. EST-3 RL-3 EST-4 RL-4

1 0 0 0 0 1 0 1 1 

2 0 0 0 0 0 0 1 0 

3 0 0 0 0 2 0 1 0 

4 0 0 0 0 2 0 3 1 

5 1 0 3 0 1 1 2 0 

6 2 0 0 0 2 0 1 0 

7 0 1 1 3 1 3 1 0 

8 1 0 1 0 0 0 0 0 

9 0 0 1 0 2 0 2 1 

10 0 0 1 0 0 0 0 1 

11 1 0 1 0 0 0 0 0 

12 0 0 1 0 1 0 2 1 

13 1 0 0 0 1 0 3 0 

14 1 0 0 0 3 0 2 1 

15 0 0 1 0 1 0 0 1 

16 1 0 1 0 1 2 2 1 

17 1 0 1 0 0 0 2 3 

18 0 0 0 0 1 0 1 0 

19 0 0 0 0 1 0 1 0 

20 0 0 1 2 1 0 3 1 

21 0 0 1 0 2 1 2 1 

22 1 1 1 0 3 0 1 2 

23 0 0 1 0 1 1 0 2 

24 0 0 1 0 0 0 1 1 

25 1 0 2 0 0 0 1 0 

26 1 0 1 0 0 2 2 3 

27 0 0 1 0 1 0 1 1 

28 1 1 2 0 3 1 1 2 

29 0 0 2 2 3 1 0 0 

30 2 0 2 2 1 2 1 0 

31 1 2 0 0 0 2 2 0 

32 2 0 1 1 2 0 1 3 

33 1 3 1 0 1 1 2 1 

34 0 0 1 0 0 0 2 1 

35 0 0 1 5 1 1 3 0 

36 0 1 0 0 1 0 3 0 

t EST-5 Rl-5. EST-6 Rl-6. EST-7 RL-7 EST-8 RL-8



1 4 0 0 0 1 0 0 0 

2 0 1 0 0 1 0 1 0 

3 2 2 0 0 1 0 3 1 

4 0 0 0 0 1 0 2 0 

5 0 0 0 0 0 0 1 0 

6 2 0 0 0 0 0 2 0 

7 0 1 0 0 0 0 2 0 

8 2 0 0 0 1 0 0 1 

9 2 0 0 0 0 0 7 0 

10 2 1 0 0 0 0 0 2 

11 1 1 0 0 1 1 4 1 

12 1 0 0 0 2 0 0 0 

13 0 1 0 0 1 0 1 0 

14 2 0 0 0 1 0 0 0 

15 2 0 0 0 1 0 1 0 

16 2 0 0 0 0 0 2 2 

17 2 0 0 0 2 0 3 0 

18 2 0 0 0 0 0 4 0 

19 1 0 0 0 1 1 2 0 

20 0 1 0 0 1 0 1 0 

21 1 1 0 0 1 1 3 1 

22 1 0 0 0 2 0 2 0 

23 1 0 0 0 1 0 4 1 

24 1 1 0 0 0 0 1 0 

25 1 0 0 0 0 1 1 1 

26 2 0 0 0 3 0 1 8 

27 4 0 0 0 1 0 2 4 

28 1 3 0 0 0 1 3 1 

29 1 0 0 0 2 1 1 3 

30 0 0 0 1 2 2 1 0 

31 4 0 0 0 1 1 3 2 

32 0 6 0 0 1 0 0 0 

33 1 0 0 0 1 0 3 0 

34 0 0 0 0 1 0 1 1 

35 2 1 0 0 0 1 2 2 

36 1 1 0 0 0 0 2 0 

t EST-9 Rl-9. EST-10 Rl-10. EST-11 RL-11 EST-12 RL-12

1 1 1 6 1 11 0 6 0 

2 3 0 3 1 15 2 5 0 

3 0 2 1 0 3 4 2 1 

4 3 0 4 1 4 6 2 2 

5 2 0 6 0 27 1 7 0 



6 1 2 4 0 5 3 6 1 

7 0 0 2 1 10 0 5 0 

8 1 1 8 0 7 5 2 1 

9 1 1 4 0 3 4 1 1 

10 5 0 3 1 3 6 3 0 

11 3 1 1 0 7 10 10 0 

12 2 1 2 1 11 3 2 2 

13 1 0 7 2 1 10 7 3 

14 1 3 4 5 8 18 4 1 

15 3 2 10 1 7 8 6 1 

16 6 0 9 7 7 9 1 2 

17 0 1 5 4 22 5 9 2 

18 5 1 3 5 9 7 6 1 

19 2 0 2 6 5 10 8 0 

20 1 1 8 0 5 6 4 2 

21 3 0 5 6 11 7 3 5 

22 1 0 6 4 14 13 6 4 

23 2 1 1 3 14 14 4 1 

24 5 1 1 1 17 18 5 0 

25 4 4 3 2 11 2 13 6 

26 2 1 10 2 18 13 11 5 

27 0 1 4 1 7 11 7 2 

28 3 0 13 0 9 11 13 2 

29 4 0 3 3 13 9 10 2 

30 5 2 2 3 1 0 4 3 

31 4 1 4 4 3 10 5 0 

32 3 0 7 0 2 4 5 3 

33 6 1 4 4 12 3 1 4 

34 2 0 1 0 12 4 1 2 

35 3 1 5 3 5 3 5 1 

36 1 0 4 0 13 0 1 3 



  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 The results shown above are generally satisfactory with estimated O-D pattern fitting with 
real data. And the value of root mean square error (RMSE) is evaluated as 3. However, it is clear 
that for those O-D pairs with very small or even zero counts illustrated here are not good enough. 

t EST-13 Rl-13. EST-14 Rl-14. EST-15 RL-15

1 0 0 2 0 0 1 

2 0 0 1 0 2 0 

3 1 0 0 0 1 0 

4 0 1 1 0 0 0 

5 0 0 0 1 1 0 

6 0 0 2 0 2 0 

7 1 0 0 0 1 0 

8 0 0 1 0 0 0 

9 0 0 1 0 1 0 

10 1 0 0 0 1 0 

11 2 0 1 0 0 0 

12 0 0 1 0 1 0 

13 3 0 0 0 1 1 

14 0 1 0 1 0 1 

15 2 0 1 0 1 1 

16 1 0 2 2 3 0 

17 2 1 1 0 1 0 

18 3 0 2 0 0 0 

19 1 0 1 0 0 0 

20 1 0 0 0 0 0 

21 1 1 2 0 0 0 

22 0 0 0 0 0 0 

23 0 3 2 0 0 0 

24 1 0 1 0 2 0 

25 1 0 2 0 1 0 

26 0 1 2 1 2 2 

27 0 4 0 1 1 0 

28 2 0 3 1 2 1 

29 0 0 1 2 3 0 

30 1 0 1 0 2 0 

31 0 0 1 0 0 1 

32 2 2 1 0 0 1 

33 2 3 3 0 1 2 

34 0 0 0 0 1 1 

35 0 0 1 1 2 0 

36 1 0 1 1 0 0 



This might come from the assumption of Gaussian noise terms. Or due to the limitation of 
computer memory, the iteration number in Step 4 is not enough to reach the convergent state. So 
it reminds us two things at least. First, non-Gaussian assumption would be better theoretically. 
The second one is that the Monte Carlo-like simulation process to reach the convergent state is 
deserved to further research both in theoretical and numerical analysis. 

5 Conclusions 
 This paper provides a method of estimating time varying origin-destination matrices for the 
rapid transit system by using the Gaussian state space model with an unknown transition matrix. 
An algorithm illustrates the process that combines the Kalman filter and Gibbs sampler to 
simultaneously estimate origin-destination matrices and transition matrix. Performance of the 
proposed approach is evaluated by the real observed passenger counts data. Preliminary results 
are generally satisfactory, showing that also in the unknown transition matrix case, significant 
estimates could be obtained. However, non-Gaussian assumption in noise terms and the 
convergent behavior of MonteCarlo-like simulation process are deserved to futher study both in 
theoretical and numerical analysis. Extentions to prediction process by considering real-time 
updating information and the hierarchy-based estimation algorithm to relax the limitation on the 
entry-exit-count specific network are also valuable issues in future research. 
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計畫成果自評 

本研究完成內容與計畫相符，對於交通量動態起迄之研究，由傳統狀態空間模式加入吉伯

抽樣（Gibbs Sampler）數值方法將應用於高斯型卡門濾波模式，此方法將可不需先前
旅次起迄資訊。對於動態起迄之研究，跨出一大步。此研究成果以發表於 IEEE之國際
會議，未來加以補充後將投稿於正式國際期刊。 


