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Abstract

MPEG-21 provides a unified solution, Universal Multimedia Access (UMA), for constructing
a multimedia content delivery and rights management framework. Based on the concepts of UMA,
we build a simplified UMA model on the Internet. In this framework, the source video material is
encoded and archived as FGS bitstreams. The video features such as motion vectors are recorded in
the format of MPEG-7 descriptors. To support video contents of different formats, we create a
transcoder to convert the bitstream from the FGS format to an MPEG-4 simple profile format that
fits with the termina capability. Moreover, a novel FGS coding scheme is created to improve the
coding efficiency and robustness of the FGS bistreams in an Internet transmission scenario.
Consequently, the multimedia information can be streamed through the networks without networks
jitters and significant quality degradations existed in the current commercia implementations. To
have a more strict evaluation methodology according to the specified common conditions for
scalable coding, an FGS-based unicast streaming system as a test bed of scalability over the
Internet.

Keywords:

MPEG-21, Universal Multimedia Access, MPEG-4, MPEG-7, Digita Watermarking, FGS,
Transcoding, RFGS (Robust FGS), SRFGS (Stack Robust FGS), Vide streaming test bed, Digital
Item Adaptation (DIA).
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l. Introduction

Recently, multimedia technology provides different players in the multimedia value and
delivery chain with excess of information and services. Access to information and services can be
provided with ubiquitous terminals and networks from almost anywhere at anytime. However, no
solution enables all the heterogeneous communities to interact and interoperate with one another so
far.

MPEG-21 provides a solution named as Universal Multimedia Access (UMA) [1]. The major
am is to define a description of how these various elements such as network, terminal, user
preference, and natural environments, etc. can fit together. It defines a multimedia framework to
enable transparent and augmented use of multimedia resources across a wide range of networks and
devices employed by different communities. Additionally, it allows content adaptation according to
terminal capability.

ll. The Architecture Of Uma Multimedia Delivery System

For achieving UMA, we propose a video server that contains the key modules described in
MPEG-21 [1]. In this model, we combine the tools as referred to MPEG-4 Fine Granularity
Scalability (FGS) [2], MPEG-4 Simple Profile, MPEG-7 [3], Digital Watermarking techniques [4],
and Internet protocols.

A. Efficient FGSto-Smple Transcoding

To fit with the issue of content adaptation according to terminal capability, we propose a
real-time transcoding system that converts the FGS bitstreams into Simple Profile bitstreams covers
five modules as shown in Figure 1(a).

1) Video Content Capture

The source video is inputted from the image acquisition device and saved in a digital form like
YUV or RGB formats.

2) FGS Encoder and Bitstream Archive

Each video signal is encoded as FGS bitstreams and stored in mass storages. When any request
from users, the server will send bitstreams directly to the terminals, or pass them through the
Transcoder when format conversion is necessary.

3) Real-time Transcoder:

The transcoding depends on the channel conditions, terminal capabilities, and video content
features. Assuming the terminals only support the decoding processes of MPEG-4 Simple Profile
bitstreams. When justifying the transmission conditions, the server will ask the transcoder to
convert the archived FGS bitstreams into Simple Profile bitstreams with specified formats, sizes,
and qualities in an adaptive manner. The rea-time FGS-to-Simple transcoder [5] is asillustrated in
Figure 1 (b).
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Figure 1. The application scenario of the proposed UMA multimedia delivery system that employs
the archived FGS bitstreams. Figure (b) is the block diagram of the FGS-to-Simple Transcoder in
Figure (a).

The reference method to perform FGS-to-Simple transcoding adopts a cascaded architecture that
connects a FGS decoder and a Simple Profile encoder. Our primary objective is to simplify this
reference architecture and demonstrate the high quality results of our FGS-to-Simple transcoder.

In the proposed architecture, the motion vectors within the FGS base layer bitstream are reused in
MPEG-4 Simple Profile encoder. Additionally, the transcoding is processed in DCT-domain that
can provide alow-complexity transcoder.

4) Channel Monitor:



It accepts feedback information from the terminals and also estimates the characteristics of
channels, which mean the round-trip time, packet lost ratio, bit error rate, and bandwidth. All
obtainable information is passed to the server for adapting the content delivery.

5) Terminals:

Priori to receiving the bitstream, the terminal exchanges its capabilities with the server. As shown
in Figure 1(a), the terminals of different decoding capabilities including FGS and Simple Profile are
supported. Consequently, the terminals receive and reconstruct the demanded video signals.

Thus in our framework, the source video is encoded and archived as FGS bitstreams, which can
provide various QoS service like SNR scalable video coding schemes [2]. With the FGS bitstreams
saved in FGS BitStream Archive module, the proposed system can serves heterogeneous terminals
through the Internet. Moreover, according to Internet and Terminal devices capabilities, the
Channel Monitor can adapt the different resources to each Terminal.

B. FGS Streaming on the Internet

The délivery of multimedia information to mobile device over wireless channels and/or Internet
is a challenging problem because multimedia transportation suffers from bandwidth fluctuation,
random errors, burst errors and packet losses [2]. However, it is even more chalenging to
simultaneously stream or multicast video over Internet or wireless channels under UMA
framework. The compressed video information is lost due to congestion, channel errors and
transport jitters. The temporal predictive nature of most compression technology causes the
undesirable effect of error propagation.

To address the broadcast or Internet multicast applications, we proposed a novel technique named
Stack RFGS (SRFGS) to improved the temporal prediction of RFGS [6]. SRFGS first simplified the
RFGS prediction architecture and then generalized its prediction concept as: the information to be
coded can be inter-predicted by the information of the previous time instance at the same layer.
With this concept, the RFGS architecture can be extend to multiple layers, which form the stack
architecture. While RFGS can only optimize at one operating point, SRFGS can optimize at several
operating point to serve much wider bandwidth with superior performance. With the biplane coding
and leaky prediction that used in RFGS, SRFGS hold its fine granularity and error robustness.
SRFGS can also support temporal scalability by simply dropping some B-frames in the FGS server.
An optimized MB-based alpha adaptation is proposed to further improve the coding efficiency.
SRFGS has been proposed to MPEG committee in [11] and has been ranked as one of the best in
the Report on Call for Evidence on Scalable Video Coding [12].

C. FGSBased Video Sreaming Test Bed for MPEG-21 UMA with Digital Item Adaptation

As shown in Figure 2, we are developing an FGS-based unicast video streaming test bed, which
isnow being considered by the MPEG-4/21 committee as areference test bed [7], [8]. The proposed
system supports MPEG-21 DIA scheme which leads to a more strict evaluation methodology
according to the MPEG committee specified common test conditions for scalable video coding. It
provides easy control of media delivery with duplicable network conditions. To provide the best
quality of service for each client, we will propose relevant rate control, error protection, and
transmission approaches in the content server, network interface, and clients, respectively.
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Figure 2. Architecture of the proposed FGS-based video streaming test bed.

lll. System Simulations
A. Efficient FGSto-Smple Transcoding

To demonstrate the performance of our proposed UMA multimedia delivery system in Figure
1(a), we build an FGS-to-Simple transcoder in Figure 1(b). In the proposed system, each sequence
is pre-encoded and stored in the FGS Bitstream Archive.

Three methods are considered for comparison:

1. A simple profile encoder using the original video sequence (SP_ME)



2. A cascaded transcoding using a complete FGS enhancement bitstream and motion vectors
from the base layer bitstream (SP_MV)

3. An efficient transcoding with complete FGS enhancement video and motion vectors from the
base layer bitstream (FGS-to-SP).

The test video sequences, named as Foreman, News, and Container, are in CIF and YUV format.
The first frame is coded as an I-VOP and the others are coded as P-VOP's at 30Hz. For the FGS
encoding, the quantization step size (QP) used in the base layer is set a 10 for I-VOP's and 12 for
P-VOP's. The MPEG-4 Simple Profile encoder employs constant quantization, where the set of QP
used is {5, 7, 14, 21, 28}. As shown in Figure 3, our transcoding schemes (FGS-to-SP) have
neglected quality loss in PSNR at low and medium bit-rates and have about 0.5~0.9 dB loss in
PSNR at high bit-rate.

B. FGS Sreaming on the Internet

The coding efficiency of Stack Robust FGS (SRFGS) is compared with those of our previous
work RFGS (Robust FGS) and MPEG-4 Part-10 Advance Video Coding (AVC)/H.264. The test
conditions are identical to the testing procedure specified by the MPEG Scalable Video Coding
AHG [9]. The sequences including Tempete, Bus and Container in CIF resolution and YUV format
are tested at four bitrates/frame-rates including 128kbps/15fps, 256kbps/15fps, 512kbps/30fps, and
1024kbps/30fps.

For AVC simulation, IM42 test model is used with the following encoding parameters. Tools
including RD-optimization and CABAC are enabled. Quarter-pixel motion vector accuracy is
employed with search range of 32 pixels. Four reference frames are used for motion compensation.
Only the first frame of each test sequence is encoded as I-VOP's. The P-VOP's period is 3 in both
15fps and 30 fps. For RFGS and SRFGS, the base layer is AVC test model of version IM42. The
test conditions for evaluating SRFGS and RFGS are the same as those for AV C except that we have
disabled RD-optimization tool and only one reference frame is used for motion compensation. At
the frame rate of 30 fps, the P- VOP's period is 6 for Tempete and Container sequences. The
P-VOP s period is 4 for Bus sequence. At 15 fps, the P-VOP' s period is 2. The bitplane and entropy
coding are identical to as those in the MPEG-4 FGS. In SRFGS, 2 enhancement layer loops are
used for Tempete and Bus sequences, and 3 enhancement layer loops are used for Container
sequence. A simple frame-level bit allocation with a truncation module is adopted in the streaming
server to obtain the optimal quality under the given bandwidth budget.
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Figure 3. The performance of transcoding with the luminance components of the three video
sequences and using various sources of motion vectors and different enhancement information.

The simulation results are shown in Figure 4. Two RFGS results are shown. One has lower
reference bitrate (labeled as RFGS L) and the other has higher reference bitrate (labeled as
RFGS_H). SRFGS has similar performance with RFGS _L at low bitrate, and has 1.7 to 3.0 dB
improvement at high bitrate. This is because SRFGS has remove the temporal redundancy at high
bitrate while RFGS_L not. As compare with RFGS_H, SRFGS has 0.4 to 1.0 dB improvement at
low bitrate. This is because there is more drift error of RFGS_H at low bitrate. At high bitrate, the
SRFGS has 0.8 dB improvements at low motion sequence such as Container and has similar
performance at high motion sequence, such as Tempete and Bus. This is because at high motion
sequence the correlation between successive frames are lower and the improved prediction
technique in SRFGS may not help too much. At medium bitrate, SRFGS has 0.15 dB losses than
RFGS H at most. This is because the increased dynamic range and sign bits of each layer in
SRFGS dlightly degrade the coding efficiency. The above simulation results show that while RFGS
can only optimized at one operating point, SRFGS can optimized at several operating point to serve
much wider bandwidth with superior performance. Compare with AVC, SRFGS has 0.4 to 1.5 dB
loss at base layer. This is because the MV in SRFGS is derived by considering not only the base
layer but also the enhancement layer information. Further, the high quality prediction image of
B-frame has not totally received at this bitrate. There are 0.7 to 2.0 dB loss at low bitrate and 2.0 to
2.7 dB loss at high bitrate.

IV. Conclusion

We have developed an efficient FGS-to-Simple transcoder to adapt the bit rate and convert the
format of the archived FGS bitstream for video streaming applications. For streaming video, we
have proposed a FGS-based scheme. Based on the scheme, the need of the FGS-to-Simple
transcoder is satisfied. Base on the DCT linearity and the reuse of the motion vectors existing in the
archived bitstream, an efficient FGS-to-Simple transcoder is derived from the cascaded one. The
performance of the proposed transcoder is amost identical to that of the cascaded one, but with



much less complexity. A prototype of the streaming system with the rate-shaping transcoding is
developed and tested. The experimental results show that the streaming system with the rate control
has better channel utilization and provides better video quality.

In additional, we have proposed a novel FGS coding technique named SRFGS. Based on
RFGS, SRFGS generalized its prediction concept and extend its architecture to multiple layers that
form the stack architecture. In each layers, the information to be coded can be inter-predicted by the
information of the previous time instance at the same layer. The stack concept make SRFGS can be
optimized at several operating point for various applications. With the biplane coding and leaky
prediction that used in RFGS, SRFGS hold its fine granularity and error robustness. An optimized
MB-based alpha adaptation is proposed to further improve the coding efficiency. The simulation
results show that SRFGS has 0.4 to 3.0 dB improvement over RFGS. Further investigation of the bit
allocation among each layer for various video contend may provide better coding efficiency.

Finally, we have joined the project to build MPEG-21 Multimedia Test Bed for Resource
Delivery. With the test bed, various video streaming schemes over Internet could be evaluated with
realistic network conditions.
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RFGS

We proposed a novel FGS coding technique, the Robust FGS. The RFGS is g
flexible framework that incorporates the ideas of leaky prediction and partia
prediction. Both techniques are used to provide fast error recovery when part
of the bitstream is not available. The RFGS provides tools to achieve &
balance between coding efficiency, error robustness and bandwidth
adaptation. The RFGS covers several well-know techniques such as MPEG-4
FGS, PFGS and MC-FGS as special cases. Because, the RFGS uses a high
quality reference, it can achieve improved coding efficiency. The adaptive
selection of bitplane number used for the reference frame allows three
prediction techniques: intra, inter and partial inter modes. The intra mode is|
used to remove the drift. The inter mode is used when the bandwidth is high
and the packet loss rate is low and the partial inter mode provides a balance
between intra and inter modes. The used enhancement layer information in
the enhancement layer prediction loop is further scaled by a leak factor a,
where 0 < a < 1 before adding to the base layer image to form the high
quality reference image. Such a leak factor is also used to alleviate the error
drift problem.

Our experimental results show that the RFGS framework can improve the
coding efficiency up to 2 dB over the MPEG-4 FGS scheme in terms of
average PSNR. The error recovery capability of RFGS s verified by dropping
the first P-picture of a GOV in the enhancement layer. It aso demonstrated
the tradeoff between coding efficiency and error attenuation that can be
controlled by the value of a. Further optimization of the RFGS parametersis
necessary to provide the best balance between coding efficiency and error
resilience. The optimal bit allocation or truncation for each frame and a given
average bitrate constraint is also an interesting topic for further study.

1. Surveillance

2. Wireless multimedia communication
3. Video media service

4. Content providers

5. MPEG video related software encoder
6. Wireless multimedia communication

7. Video on demand




The Robust FGS (RFGS) is aflexible framework that incorporates the ideas
of leaky prediction and partia prediction. Both techniques are used to provide
fast error recovery when part of the bitstream is not available. The RFGS
provides tools to achieve a balance between coding efficiency, error
robustness and bandwidth adaptation.
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Stack RFGS

The delivery of multimedia information to mobile device over wireless
channels and/or Internet is a challenging problem because multimedia
transportation suffers from bandwidth fluctuation, random errors, burst
errors and packet losses. However, it is even more challenging to
simultaneously stream or multicast video over Internet or wireless
channels under UMA framework. The compressed video information is|
lost due to congestion, channel errors and transport jitters. The)
temporal predictive nature of most compression technology causes the
undesirable effect of error propagation.

To address the broadcast or Internet multicast applications, we
proposed a novel technique named Stack RFGS (SRFGS) to improved
the tempora prediction of RFGS. SRFGS first simplified the RFGS
prediction architecture and then generalized its prediction concept as:
the information to be coded can be inter-predicted by the information
of the previous time instance at the same layer. With this concept, the
RFGS architecture can be extend to multiple layers, which form the
stack architecture. While RFGS can only optimize at one operating
point, SRFGS can optimize at several operating point to serve much
wider bandwidth with superior performance. With the biplane coding
and leaky prediction that used in RFGS, SRFGS hold its fing
granularity and error robustness. SRFGS can also support temporal
scalability by simply dropping some B-frames in the FGS server. An
optimized MB-based alpha adaptation is proposed to further improve
the coding efficiency. SRFGS has been proposed to MPEG committee
and has been ranked as one of the best in the Report on Call for
Evidence on Scalable Video Coding.

RFGS




Based on RFGS, SRFGS generalized its prediction concept and extend
its architecture to multiple layers that form the stack architecture. In
each layers, the information to be coded can be inter-predicted by the
information of the previous time instance at the same layer. The stack
concept make SRFGS can be optimized at several operating point for
various applications. With the biplane coding and leaky prediction that
used in RFGS, SRFGS hold its fine granularity and error robustness.
An optimized MB-based apha adaptation is proposed to further
improve the coding efficiency. The simulation results show that
SRFGS has 04 to 3.0 dB improvement over RFGS. Further
investigation of the bit allocation among each layer for various video
contend may provide better coding efficiency.

RFGS
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Fast FGS-to-Simple Transcoder

, , , A . Vetr o, H. F.

A method transcodes a compressed multi-layer video bitstream that
includes a base layer bitstream and an enhancement layer bitstream.
The base and enhancement layers are first partially decoded, and then
the partially decoded signals are combined with a motion compensated
signal yielding a combined signal.

The combined signal is quantized into an output signal according to a
guantization parameter, and the output signal is variable length
encoded as a single layer bitstream. In a preprocessing step, the
enhancement layer can be truncated according to rate control
constraint, and the same constraints can also be used during the
guantization.

1. Content providers

2. Video streaming

3. Video broadcasting

4. Video media service

5. Content providers

6. MPEG video related software encoder

1. Fast trasncoding
2. Retained quality using a rate shape method
3. Video delivery with multiple bitstream formats




