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Abstract

MPEG-4 video coding standard provides applications for both Internet and mobile links. This article
describes a way to construct an error resilience system including encoder and decoder. In the encoder end, to
prevent error propagation, adaptive intra refresh is used. Due to the rapid increase of intra coding bits, some
redundancy may be filled in the coding bitstream with minor effects. To optimize this effect, rate-distortion
optimized mode switch is used according to current channel condition. To prevent decoding crash,
resynchronization marker is used to skip the corrupted bitstream. In the decoder end, hybrid error

concealment is used to statically optimize the concealed images.

Toward SoC project, our MPEG-4 encoder and decoder are ported onto Linux platform that can be run on
ARM-9 device. To enhance the computation ability for real-time application, hardware implementation is
adopted on FPGA. Motion estimation for encoder and Inverse DCT for decoder are realized on the proposed
ARM platform, and communicate with each other via ARM Master Bus Architecture (AMBA). With the
acceleration, 42% and 15% speedup are achieved for encoder and decoder respectively.

Keywords:

MPEG-4, Error Resilience, Error Conceament, Adaptive Intra Refresh (AIR), Rate-distortion optimization,
fast DCT/IDCT, fast motion estimation, hardware implementation.
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1. Introduction

MPEG-4 video coding standard [1] is developed to provide users a new level of performance
for various video communications services such as video on demand (VOD) over the Internet. For
video streaming over the Internet, the bitstreams will be corrupted by random error or packet lossin
the channels. Thus, it is a challenge to realize an error resilient MPEG-4 video system for
multimedia applications over the Internet [2]-[6]. To recover the video contents from the corrupted
bitstreams during transmission, the resilient decoding process and the robust bitstreams are
required.

The error recovery methods utilize all the useful information available at the receiving end for
resynchronization of decoding processes. There are basically three types of information including
gpatia-temporal information, duplicate header information and the psychovisual properties of video
[2]. In various implementations of video decoder, there is a tradeoff between the amount of the
information exactly used and the final visual quality for the error resilience and error conceal ment.
Based on the spatial-temporal characteristics of transmitted video and redundant header information,
the MPEG-4 standard has provided several error resilient tools [2]. These error resilient tools are
used to resynchronize the coding processes, localize the errors, and conceal the errors. The error
detection and concealment techniques are informative in the MPEG-4 video coding specification.
Thus, advanced error detection and concealment methods were provided to improve the
reconstructed video quality.

In [14], the authors use nearby MB information to interpolate the lost MB. Since the distance
of 4 sides from the correct nearby MB is not always the same, weighted function is applied
according to the distance to get the best interpolation results for spatial concealment. In [15], the
authors adopt nearby motion vectors to represent the current lost MB motion vectors (MV), and do
the temporal concealment. To find the best one from nearby candidates, they evaluate the boundary



pixels to find minimal mean square errors as the elected one. Both two kinds of methods have its
own advantages for fast motion and slow motion sequence. To combine the advantages over the 2
kind of methods, the hybrid concealment method is proposed to further improve the reconstructed
quality [14].

In addition, to increase reconstructed quality by bending the error drift, we inserting intra
coding blocks into the proper locations in encoding. As the intra refresh techniques, one of the
effective ways is to add intra blocks randomly in the encoded bitstream to prevent error drift, which
is called intrarefresh (IR). The random IR process may waste bits, since the error drift occurs only
for inter frame prediction. To further improve IR, Cote et a. [13] proposed an adaptive IR using
rate distortion constraint optimization, which could save bits and improve the robustness of the
encoded bitstreams simultaneously for video content delivery. To optimize the recovered picture
quality, the joint optimization through the intra blocks insertion and the error recovery is addressed
in the proposed video system for the Internet applications.

In our streaming system of error resilience capability, the statistics of error occurrence
probability is estimated with the spatial-temporal concealment methods and the assumed channel
models as in [13]. The spatial-temporal concealment method is identical in the reconstruction
routine of the encoder and the decoding processes, which can synchronize the picture quality of the
sender and the receiver. With the probability distribution of greater precision, the encoder can
properly select the intra coded blocks to improve the picture quality of reconstructed video with less
overhead. The simulation results show improvement of reconstructed picture quality by 6.33-13.22
dB on PSNR when compared to that is available by the MPEG-4 reference software.

2. The Architecture of Error Resilience MPEG-4 System

The proposed MPEG-4 error resilience system is as depicted in Fig. 1 and Fig. 2. Fig. 1 shows
the functional encoding blocks to generate error resilient bitstreams. The dash-line in Fig. 1 means
the calculation of coding bits and distortion for both intra and inter macroblock (MB). For each MB
type, the error occurrence probability models over the real Internet are computed by passing the
bitstream through the network simulator. With the error occurrence models for each MB, the
accumulated lost rate for the MB at the same position within each frame is used to calculate the
rate-distortion (R-D) cost. The R-D cost is then used for an optimized mode decision to assign the
handling MB as an inter block or an intra block. To further realistically get the situation in the
decoder end, we model the error conceament that is identical to that in decoder and get the
reconstructed information to calculate the R-D cost. Based on the R-D cost for each MB type, the
optimized mode is decided for the current MB and the relative bits are transmitted over the Internet
to provide a video sequence with acceptable quality.

Fig.2 shows the functional blocks for an error resilience decoder in our streaming system. The
received bitstream is parsed to seek for continuous resynchronization markers (RM). The successful
bitstream parsing indicates no syntactic errors happen, and then normal decoding process is applied.
If there is any syntactical error, the decoder will jump to the next RM for resuming decoding
processes. After one frame is fully reconstructed, the proposed error concealment algorithm is
applied into the concealment process of the reconstructed image based on the available information
from the received bits.

3. Rate-Distortion Optimized Intra Refresh

To enhance the ability of error resilience, we proposed relative solutions over both the encoder and
decoder end. In the encoder end, rate distortion optimized intra-refresh is proposed to improve the bit-stream



structure according to the network condition.

3.1Rate distortion optimized intra-refresh
Rate distortion optimized intra-refresh (RDIR) has been proposed for solving error propagation
more effectively [13]. Intra refresh technique is to insert intra coding block instead of inter coding
block in P frame to prevent serious error propagation over error prone network. Since the intra
coding block sacrifice more bits, it will become inefficient when network condition changes with
time. To improve this, intra block insertion with rate-distortion optimization adaptive to channel
condition can bring us the most compact and least overhead encoder system.

The RDIR design flow can be depicted as Fig. 3. For each macroblock (MB), we calculate the
cost for intraand inter blocks saidJ,,,, and J, . by following Lagrange formula.

J=D,+1[R

J: Lagrangian cost

A : Parameter used to control coding bit rate in encoding process
D, : Distortion induced from residue quantization

R : Bits used in coding a macroblock

After the cost of J is decided, the mode with minimal value of J is chosen as the current MB
coding mode. For error prone environment, the distortion of D will suffer more serious quality
loss. These include not only the original quantization error, but also the errors introduced when
concealing the lost MB from nearby MB. So the above formula needs to be modified as

J :(Dq [ﬂl— p)+Dc Ep)+/1 (R

D, : Distortion induced from residue quantization

D, : Distortion induced from no-so-perfect conceal ment agorithm
p : Channel packet loss rate

To achieve the R-D optimization under the proposed intra-refresh encoding, the parameter of
A needed to be updated every frame to control the used bits under the same distortion. The
updating formulafollows

An+1=/ln[1+a(ia —nRa,gaD a=—2

20 ERtarget

The parameter of o is decided from a verity of experimenta trial for buffer control. The
packet loss rate is used to model the internet protocol. Using network condition to model the
situation in decoder end is expected to reconstruct better image quality. And if the modeling is
100% matched, we will get the same quality as transmitted one in error prone environment.

4. Error Resilience on Decoder End

To improve the reconstructed video quality over error prone network, both improved



resynchronization scheme and error concealment techniques are implemented in the decoder end.

4.1 Error Robustness over Packet L oss

To handle with packet loss, resynchronization markers (RM) are enabled to stop the collapse of
decoder. When meeting with non-continuous MBs in the decoding process, the decoder will skip to
next resynchronization marker and restart decoding again. Since the middle parts from the error
starting point to next RM will be dropped due to the uncertain content information, the length
between RMs may have great influence over the reconstructed quality. If the length is long enough
to be able to contain whole blocks information, it will suffer serious quality information loss when
meeting packet loss. In another word, if the length is too short, the redundant information will be
distributed in the bit-stream and make the bit-stream size grow up quickly without significant
improvement. The tradeoff can be chosen according to the application domain. Here we choose
1000 bits as the length after considering the application of VOD application under the bit-rate of
above 256k bits per second (bps).

4.2 Hybrid Error Concealment

Contrast to RM which is to stop error from propagation, error concealment is to further
improve the reconstructed image quality from existing information. There are two basic kind of
concealment algorithm including spatial and temporal concealment. Spatial concealment which
reconstructs the error MB from neighbor MB of the same frame can achieve better performance in
fast motion sequence. The reason is that it is hard to track the trgjectory with fast motion. Temporal
concealment conceals current error MB by using temporal correlation. To apply to slow motion
sequence, it can obtain better performance without obvious blocky artifact introduced by spatial
concealment. To tradeoff these two methods, we proposed an improved hybrid conceal ment
method.

The hybrid concealment algorithm is depicted as Fig. 4. For tempora concealment, we find the
best matched motion vectors (MV) from neighbor MBs as shown in Fig. 5. The criterion for
choosing the best matched motion vector follows the Minima Mean Square Error (MM SE) shown
below.

MSE =

D [P(x, j) = P(x=1, )] + > [P(x+15, j) - P(x+16, j)]* +

i[P(x+i,j)—P(x+i,j —1)]2+§[P(x+i,j +16) - P(x +i, ] +15)]?

The pixels used for calculating MSE is shown in Fig 6. We evaluate the 8 MVs by calculating
their relative MSE and elect the candidate with minimal MSE. But sometimes the best MV still can
not reconstruct the good enough quality as those from spatial concealment. Here, we set a threshold
for switching both temporal and spatial concealment to provide the best quality. The threshold
comes from experimental trials.

5. Hardware Implementation

Due to the limited computation power and resources, parts of encoder and decoder workload
need the coprocessors to share for throughput enhancement. According to the profile in Fig. 7,
motion estimation (ME) and inverse discrete cosine transform (IDCT) occupies the largest part in
encoder and decoder respectively. We will use ARM platform with FPGA to show this architecture.



5.1. ME in encoder end

In general, motion estimation occupies 50%~80% in whole workload of encoder. To speedup
this module will have significant improvement. To design such a co-processor, we choose ABME
(All Binary Motion Estimation) [16] which is one kind of binary pyramid motion search to be our
ME agorithm. Since this agorithm is just to keep only one bit for motion searching, the memory
bandwidth and matching computation is expected to be lowered down significantly. In the original
algorithm, some design tips will bring us difficulties in hardware realization, and the goal for
modification is to make the data flow regular. The modified parts include fine tune, source change
for motion vectorsin level-2 stage, image padding shown in Fig. 8, and the results can be shown in
Table 1.

Basically, the design flow can be separated into 4 parts including binarization, level-1 search,
level-2 search, and level-3 search, and each level can follow Fig. 9. For easy hardware
implementation and data reuse issues, MB (MacroBlock) based modules are design. The cost is
shown in Table 2 with total gate of 68,494, and total running cyclesfor aMB is at least 283.

5.2.IDCT in decoder end

In decoder, IDCT and motion compensation (MC) is the largest 2 parts, but IDCT has much
regular data flow. To implement IDCT in our decoder, a butterfly architecture shown in Fig. 10 is
used. With 16 times of one-dimension IDCT, including row and column operation, a MB can be
finished in 18 cycles. The total hardware cost is 48,379.

5.3. Test platform

The ARM platform shown in Fig. 11 contains RISC, logic module (FPGA), Static memory
interface (SM1), ABMA bus and host interface. The designed co-processors is put in logic module
and communicated through AHB (ARM high performance bus). ARM RISC runs 130 MHz and 10
MHz for logic module, 32bit 33 MHz for AHB. The experiment results are 42% throughput
improvement in encoder and 8.1% in decoder.

To analyze this experiment data, it still is far from real-time requirement. To target this in the
future, ARM instruction level optimization will be taken into consideration.

6. Experiment Results

To evaluate the performance of the proposed error resilience system, we give the following 3
experiments as an example. To target on the VOD application, we test 3 kind of bitrate including
256, 550, and 700 kilo-bps according to different network condition. For each experiment, we list 4
types of error resilience system tabulated in Table 3. Type 1 represents the original encoder and
decoder system with default error resilience tools, including RM and zero-motion-vector spatial
copy to the lost MB. Type 2 enables proposed intra refresh algorithm in the decoder. Type 3 enables
proposed error robustness and error concealment algorithm. Type 4 is our proposed error system
with intra-refresh in encoder and error concealment in decoder. To test 3 kind of different network
condition, including packet loss rate (PLR) of 1%, 5% and 10% with uniform dropping probability
model. Test sequence is encoded with one I-VOP’ s and 99 P-VOP's with Foreman sequence.

The test results are shown in Tables 4-6. We can find the Type 2 can get a gain over Type 1
with 3.64-8.45 dB in PSNR. Type 3 can achieve a gain over Type 1 with 5.16-10.62 dB in PSNR.
Based on error-resilience decoder and rate-distortion intra refresh encoder, we can get a gain over
Type 1 with 6.33-13.22 dB in PSNR. Fig. 12 shows the quality improvement over the other 3 types



and the objective quality is much better.
7. Conclusion

We have proposed a whole error resilience system on MPEG-4 video encoder and decoder. To
lower the compact of error propagation, we applied intra refresh in the encoder. To achieve the best
rate distortion balance, the Lagrange formula is modified to fit the real need. Modeling the network
condition to fit the real decoder situation brings obvious improvement. In the decoder, the hybrid
concealment algorithm improved the reconstructed image quality. With the perfect match of
simulation in the encoder and decoder, it was proved to get at least 1 dB in PSNR more gain.

For the demo system on Linux platform, the future work is to optimize the elementary
functions in speed and to integrate the real-time encoder and decoder into Linux-based platform the
ARM-9 device.



Table 1. Experiment results with slight modification to ABME. (Search range of +/- 16)

Sequence Method Y _PSNR(db) Total Bits | A Y_PSNR(db)
(target bitrate, size)
Foreman FSMB 29.48 1141680
(122kbps, CIF) ABME [16] 28.92 1174416 | -0.56
AMBE_modified | 28.96 1161840 | -0.52
Akiyo FSMB 40.83 1115456
(122kbps, CIF) ABME [16] 40.81 1115448 | -0.02
AMBE_ modified | 40.83 1115384 | -0.00
Mother-Daughter FSMB 38.69 1112800
(122kbps, CIF) ABME [16] 38.31 1117048 | -0.38
AMBE_modified | 38.31 1116648 | -0.38
Coastguard FSMB 26.50 1120520
(122kbps, CIF) ABME [16] 26.33 1260528 | -0.17
AMBE_ modified | 26.33 1242728 | -0.17

Table 2. Hardware cost in each level design and binarization.

Level-1 Level-2 Level-3 Binarization
Cyclesper MB | 17 11-13 12 228
PE no. 4 1 3 7
Gate count 5,163 14,717 22,435 26,179
Total gates 5,163 + 14,717 + 22,435 + 26,179 = 68,494

Table 3. The 4 types of system with embedded ER tools.

Type Encoder Decoder
1 Resynchronization markers Zero motion for P-VOP
la Resynchronization markers Zero motion for P-VOP and spatial copy for 1-VOP
2 Intracrefresh Zero motion for P-VOP
2a Resynchronization markers Zero motion for P-VOP and spatial copy for 1-VOP
Resynchronization markers Proposed hybrid concea ment
4 Intracrefresh Proposed hybrid conceal ment




Table 4. The reconstructed image quality in PSNR(dB) for Foreman with 260 kbps.

PLR® Type 1 Type la Type 2 Type 2a Type 3 Type 4
0% PSNR? 33.59 - - - - -
Gan' - - - - - -
1% PSNR 25.58 28.26 30.40 3114 30.74 31.91
Gain' 0 2.68 4.82 5.56 5.16 6.33
50 PSNR 16.71 21.8 23.58 25.1 25.95 27.48
Gain' 0 5.09 6.87 8.39 9.24 10.77
100 |PSNR 14.17 19.03 20.73 22.92 22.97 26.35
Gain' 0 4.86 6.56 8.75 8.8 12.18

'Gain: the difference compared to PSNR of type 1 (unit:dB)
’PLR : packet loss rate
3unit: dB

Table 5. The reconstructed image quality in PSNR (dB) for Foreman with 550 kbps.

PLR® Type 1 Type la Type 2 Type 2a Type 3 Type 4

0% (P;S!\I liz3 36.94 - - - - -
ain - - - - - -

1% PSNR 25.61 28.87 32.44 33.36 31.97 34.92
Gain" 0 3.26 6.83 7.75 6.36 9.31

506 PSNR 16.83 22 25.28 27.09 26.65 29.78
Gain" 0 5.17 8.45 10.26 9.82 12.95

10% PSNR 14.15 19.64 21.79 24.25 23.90 27.37
Gan' 0 5.49 7.14 10.1 9.75 13.22

'Gain: the difference compared to PSNR of type 1 (unit:dB)
’PLR : packet loss rate
3unit: dB

Table 6. The reconstructed image quality in PSNR (dB) for Foreman with 700 kbps.

PLR? ; Typel |Typela | Type2 Type 2a Type 3 Type 4
% Gar - : : : : :
1% PSNR 26.76 30.1 30.40 33.47 33.83 34.90

Gain' 0 3.34 3.64 6.71 7.07 8.14
50 PSNR 16.51 21.6 23.58 28.05 26.29 31.31
Gain' 0 5.09 7.07 11.54 9.78 14.80
10% PSNR 13.92 19.41 20.73 25.35 24.54 28.48
Gain' 0 5.49 6.81 11.43 10.62 14.56

'Gain: the difference compared to PSNR of type 1 (unit:dB)
’PLR : packet loss rate
3unit: dB
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Al l Binary Motion Estimati on

1. We present a fast motion estimation algorithm using only binary
representation, which is desirable for both embedded system
software optimization and hardware implementation with parallel
architectures.

2. Additionally, our fast motion estimation agorithm employs the other
two alternative Boolean operations instead of SoD (using XOR
operation) as interblock similarity measures. The new measure is
Sum of One (SoO) and Sum of Zero (SoZ). The SoO uses the AND
operation for similarity checking and the SoZ takes the NOR
operation for similarity checking.

3. Finaly, our fast motion estimation algorithm accomplishes the|
exhaustive search with the sequentially arranged binary data in each

pyramidal level, which provides afeasible hardware implementation.
The experimental results show that the proposed algorithm is
applicable for smaller picture size at low bitrates such as MPEG-4 and
H.263 applications. It is also useful for the applications of larger
picture size at high bitrates such as MPEG-2 applications

1. Films using MPEG or H.26X, Global motion estimation video
encoding techniques

2. Survelillance

3. Multimedialike DVD, VCD, HDTV.

4. Content providers

5. MPEG video related software encoder

6. Video indexing using motion features

7. Wireless communication-based appliances

( ABME)



This invention has been made to overcome the above-mentioned
drawbacks of conventional motion estimation. The primary object is to
provide a method for motion estimation with all binary representation
for video coding. Accordingly, a binary pyramid having three binary
layers of video images is constructed. The first binary layer is first
searched with a criterion based on bit-wise sum of difference to find a
first level motion vector. Six motion vector candidates are used to
determine a motion vector in the second binary layer. Finally, a search
in the third binary layer according to the second layer motion vector
generates afinal motion vector.

In the present invention, the construction of the binary pyramid
includes filtering, binarization and decimation. The precise edge
information is extracted based on the spatial variation within a small
local area of an image to provide all binary edge information without
having to use any integer layer. In the first level search, the search is|
performed withina +3 pixel refinement window.

In the second level search, based on the spatio-temporal dependencies
that exist among blocks, ABME caculates the ranges of two
dimensional 8x8 motion offsets Ry, R ]:[Rns Reax]) through
the six motion vector candidates from the current and previous frames.
The refinement window in the second level has thus covered the
dominant ranges of the search area with
dimension (R}, + Ryn)* (R4 + RY.) around the mean vector of the
six motion vectors. We then perform the full-search XOR Boolean
block matching with (RX,, + Ruin)* (R + RY,,) pixelsfor refinement
at the second level. Similarly, the resultant motion vector candidate
will be passed onto the next binary level.

In the third level, the search is performed within a +2 pixe
refinement window. At each level, the search and determination of the|
best motion vector is based on a criterion of minimum bit-wise sum of
difference using XOR block matching.

It is also an object of the invention to provide an apparatus for motion
estimation for video encoding. Accordingly, the apparatus comprises a
binary pyramid construction module, a first level search module, a
second level search module, and a third level search module. Each
level search module includes a data loading module, a bit alignment
module, and an XOR block matching module. The binary pyramid
construction  structure further comprises a filtering module, a
binarization module and a decimation module. Each XOR block
matching module further includes a table lookup sub-module and &
bit-wise sum of difference (SoD) sub-module.




The motion estimation of this invention is feasible for pipelined
architectures. The method of motion estimation can be implemented in
various architectures including general-purpose architectures such as
x86, single instruction multiple data (SIMD) architectures using Intel’s
MMX technology, and systolic arrays. The pipelined architecture of the
invention contains three maor common modules including the
integrated construction, compact storage, and parallel block matching.
The invention uses a MPEG-4 reference video encoder and employs a
macroblock with size 16x16 for block matching to show the
performances. According to the experimental results, it not only has the|
benefits of low computational complexity and low memory bandwidth
consumption but also is insensitive to search range increase. System
designer can choose better binarization methods to further improve the
visual quality. In addition, various optimization methods can be
developed for specific platforms with different register size. The
invention thus is more flexible than other motion estimation method.
From the operation counts, the motion estimation of this invention is
very desirable for software implementation on a general-purpose
processor system. It can be redized by a parale-pipelined
implementation for ASIC design and allows tradeoffs between Silicon
area, power consumption and visual quality during the hardware design
phase.




