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Researches in the area of multimedia communications have been advancing at an amaz-
ing speed in the past 15 years. The goal of this project is to study and/or implement several
important technologies adopted in the MPEG4 standards.

The MPEG-4 standard is rather huge and complicated. This project focuses on three
major parts of an MPEG-4 system: (1) video data processing, (2) video data cod-
ing/transmission and (3) system issues. We also extend our researches beyond MPEG-4. Par-
ticularly, the MPEG-7 and MPEG-21 systems are also investigated. This project consists of 5
sub-projects:

1. Study of MPEGA4-related image segmentation techniques,
2. Interactive feedback message and error resilience in video transmission,

3. Research in scalable video coding techniques and visual communication terminal
technologies,

4. A study on MPEG-4 and MPEG-7 systems, and
5. Multimedia framework and digital video watermarking for the Internet applications.

Keywords: Multimedia communication, Video coding, MPEG-4, MPEG-7, Multimedia da-
tabase, Image segmentation.
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3. --

The primary problem in wireless real time video coding is bit allocation. Secondly is the
consumption of the alocated bits. The issue of bit allocation is concerned with the channel
estimation, prediction and transmission capacity. The issue of bit consumption is based on an
accurate rate-distortion model to derive the quantizer from the allocated bit count. The model
parameters have to be adaptive according to the property of the non-stationary signal such that
the use of the derived quantizer will result in the same amount of bits as that allocated. This
research investigates such a problem and proposes methods to update the model parameter.

Feedback channel with ARQ protocol is commonly used to ensure correct transmission.
However this kind of error concealment will increase the transmission burden. The direct
consequence is that the effective buffer output rate will decrease due to the retransmission and
cause buffer fullness. This requires the source coding rate to be adapted to the buffer condi-
tion. With TM N8 rate control, the control mechanism is divided into two levels. Thefirst level
is the frame rate control and the second level is the Macro-block rate control. In the frame rate
control, the amount of bits to be alocated for a frame is determined based on the buffer con-
dition. To prevent frame skip, the buffer fullness has to be kept under a certain threshold. Af-
ter the frame rate has been determined, macro-block bit allocation begins. The macro-block
bit allocation is proportional to the variance of the motion compensated macro-block. After
the bit allocation, rate-distortion model relating the quantization parameter and the bit rate is
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used to derive the quantization step size from a given bit rate. In TMNS, the parameters rel at-
ing to the rate-distortion model are not well estimated such that the deviation between the al-
located bit and the resultant coded bit rate very large. In this paper, we discuss some alterna
tive methods for the estimation of these parameters.

The bit allocated by TMN8 to each macroblock is proportional to the product of the
standard deviation o, and the distortion weighting e, . Then from the rate-distortion
2

model, B = A[ K % + Cj , the quantization value Q can be derived. As shown in Fig.5, the

actual coded bits are very different from the predicted bits.

The parameters K and C represent the property of the block that is to be coded. They are
a complex function of the image pixel distribution. Since what is concerned is the coding rate,
in this paper, a compensation update method is used to derive K and C. When the coded bits
and the allocated bits are different, this difference is used to update K and C and try to mini-
mi ze the difference between bit counts in the next encoding. The parameter C is the overhead
rate. In H.263 syntax, some header fields are known before one starts to encode a block. From
the header information, the C is modified sequentially block by block.

The estimated K before encoding and updated after encoding based on the actual coded

- B (2QP) . . . . A

bits, K = ClltiT . Similarly shown is the estimated C and the updated C, where
O

~ B|’_BLCi ; ;

C= T isthe actual header bit count.

Based on the above derivation, we obtain the general update rule.

N
AB Zakak
K, =K, 1+—A'_1kN:1— )
B
Oy
k=i

We call this method 1.
A dlight modification of the distribution of the difference bit result in the second method.

N
K, AB, =

Ki=K_| 1+ K N
i1 B zo.kak
k=i

L et us now compare the performance of the proposed two methods with the TMNS. Fig-
ure 6 shows the difference between the allocated bit and the actual coded bits. Figure 7 and 8
show the PSNR for each coded frame. From these results we can see that proper estimation of
the parameters of the rate distortion model isimportant in deriving better quantizer step size.
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Figure 6. The actual bit rate and the predict bit rate of Method 2

Figure 7. PSNR of TMN8 and Method 1 for salesman
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Figure 8. PSNR of TMN8 and Method 2 for salesman
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6. -

MPEG-21 provides a unified solution, Universal Multimedia Access (UMA), for con-
structing a multimedia content delivery and rights management framework. Based on the
concepts of UMA, we build a simplified UMA model on the Internet. In this framework, the
source video material is encoded and archived as FGS bitstreams. To support video contents
of different formats, we create a transcoder to convert the bitstream from the FGS format to
an MPEG-4 simple profile format that fits to the terminal capabilities. Moreover, a novel FGS
coding scheme is present to improve coding efficiency and retain robustness of FGS bit-
streams for video streaming over Internet. Consequently, the multimedia information can be
streamed through the networks without networks jitters and significant quality degradations
existed in the current commercia implementations. To have a more strict evaluation method-
ology according to the specified common conditions for scalable coding, an FGS-based uni-
cast streaming system is used as atest bed of scalability over the Internet.

(1) Architecture of UM A multimedia Delivery System

For achieving Universal Multimedia Access (UMA), we propose a video server that con-
tains the key modules described in MPEG-21. In this model, we combine the tools as referred
to MPEG-4 Fine Granularity Scalability (FGS), MPEG-4 Simple Profile, MPEG-7, Digitd
Watermarking techniques, and Internet protocols.

Based on the concepts of UMA, we build a smplified UMA model on the Internet. To fit
with the issue of content adaptation according to terminal capability, we propose a real-time
transcoding system that converts the FGS bitstreams into Simple Profile bitstreams. In this
framework, the source video material is encoded and archived as FGS bitstreams. To support
video contents of different formats, we create a transcoder to convert the bitstream from the
FGS format to an MPEG-4 Simple Profile format that fits to the termina capabilities. As
shown in Fig. 16, the proposed system includes five modules. With the FGS bitstreams saved
in FGS BitStream Archive module, the proposed system can serves heterogeneous terminals
through the Internet. Moreover, according to Internet and Terminal devices capabilities, the
Channel Monitor can adapt the different resources to each Terminal. Thus, since the source
video is encoded and archived as FGS bitstreams, we can provide various QoS service like
SNR scalable video coding schemes.

(2) Efficient FGS-to-Simple Transcoding

To demonstrate the performance of our proposed UMA multimedia delivery system in
Fig.16, we build an FGS-to-Simple transcoder. In the proposed system, each sequence is
pre-encoded and stored in the FGS Bitstream Archive.

Three methods are considered for comparison:
1. A simple profile encoder using the original video sequence (SP_ME)

2. A cascaded transcoding using a complete FGS enhancement bitstream and motion vectors
from the base layer bitstream (SP_MV)

3. An efficient transcoding with complete FGS enhancement video and motion vectors from
the base layer bitstream (FGS-to-SP).

The test video sequences, named as Foreman, News, and Container, are in CIF and YUV
format. The first frame is coded as an 1-VOP and the others are coded as P-VOP's at 30Hz.
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For the FGS encoding, the quantization step size (QP) used in the base layer is set at 10 for
[-VOP's and 12 for P-VOP's. The MPEG-4 Simple Profile encoder employs constant quanti-
zation, where the set of QP used is {5, 7, 14, 21, 28}. As shown in Fig.17, our transcoding
schemes (FGS-to-SP) have neglected quality loss in PSNR at low and medium bit-rates and
have about 0.5~0.9 dB lossin PSNR at high bit-rate.

—e— SP_ME(Foreman)

—&— SP_MV (Foreman)
FGS-to-SP(Foreman)
SP_ME(News)

—*—SP_MV (News)

—e— FGS-tp-SP(News)

—t+— SP_ME(Container)

—— SP_MV (Container)
FGS-to-SP(Container)

PSNR(dB)

0 200,000 400,000 600,000 800,000 1,000,000 1,200,000
Bit Rate(Bits)

Figure 17. The performance of transcoding with the luminance components of the three
video sequences and using various sources of motion vectors and different enhancement in-

formation.
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Figure 16. The application scenario of the proposed UMA multimedia delivery system that
employs the archived FGS bitstream
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(3). FGS Sreaming on the Inter net

The coding efficiency of the SRFGS is compared with RFGS and MPEG-4 Part-10 Ad-
vance Video Coding (AVC). For test conditions, we adopt the testing procedure specified by
the MPEG Scalable Video Coding AHG. The sequences including Tempete, Bus and Con-
tainer in CIF resolution are tested at four bitrates/frame-rates, including 128kbps/15fps,
256kbps/15fps, 512kbps/30fps, and 1024kbps/30fps. The results of AV C use IM42 test model.
RD-optimized and CABAC are used. Quarter-pixel motion vector accuracy is employed with
search range 32 pixels. Four reference frames are used. Only one I-frame is used at the begin-
ning. The P-period is 3 in both 15fps and 30 fps. For RFGS and SRFGS, the base layer is
JM42. The test conditions are the same as AV C except that we have disabled RD-optimized
and only one reference frame is used. At 30 fps, the P-period is 6 for Tempete and Container.
The P-period is 4 for Bus. At 15 fps, the P-period is 2. The bitplane and entropy coding are
identical as the MPEG-4 FGS. In SRFGS, 2 enhancement layer loops are used for Tempete
and Bus, and 3 enhancement layer loops are used for Container. A simple frame-level bit al-
location with a truncation module is used in the streaming server to obtain the optimized qual-
ity under the given bandwidth budget.

The simulation results are shown in Fig. 18. Two RFGS results are shown, one has lower
reference bitrate (labeled as RFGS L) and the others has higher reference bitrate (labeled as
RFGS H). SRFGS has similar performance with RFGS L at low bitrate, and has 1.7 to 3.0
dB improvement at high bitrate. This is because SRFGS has remove the temporal redundancy
at high bitrate while RFGS _L not. As compare with RFGS H, SRFGS has 0.4 to 1.0 dB im-
provement at low bitrate. This is because there is more drift error of RFGS_H at low bitrate.
At high bitrate, the SRFGS has 0.8 dB improvements at low motion sequence such as Con-
tainer and has similar performance at high motion sequence, such as Tempete and Bus. Thisis
because at high motion sequence the correlation between successive frames are lower and the
improved prediction technique in SRFGS may not help too much. At medium bitrate, SRFGS
has 0.15 dB losses than RFGS H at most. This is because the increased dynamic range and
sign bits of each layer in SRFGS slightly degrade the coding efficiency. The above simulation
results show that while RFGS can only optimized at one operating point, SRFGS can opti-
mized at several operating point to serve much wider bandwidth with superior performance.
Compare with AVC, SRFGS has 0.4 to 1.5 dB loss at base layer. This is because the MV in
SRFGS is derived by considering not only the base layer but also the enhancement layer in-
formation. Further, the high quality prediction image of B-frame has not totally received at
this bitrate. There are 0.7 to 2.0 dB PSNR loss at low bitrate and 2.0 to 2.7 dB loss at high bi-
trate.
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Figure 18. PSNR versus bitrate comparison between SRFGS, RFGS and AVC coding
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