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中文摘要 

本計畫發展昆蟲腦共軛焦顯微鏡影

像影像分析. 主要發展影像切割以及視覺
化的演算法以及工具. 在本報告中我們提
出切割 mushroom body的方法, 神經纖維
視覺化的方法 , 神經追蹤演算法 , 以及
bouton的切割方法. 

關鍵詞：共軛焦顯微鏡, 神經叢視覺化, 神
經影像切割.  

英文摘要 

We studied the algorithms and 
methods for the analysis of the confocal 
microscopic images of a insect brain.  In 
this report, we present some results obtained.  
The first is an algorithm to segment the 
mushroom body. The second is an algorithm 
for visualization of the neuron fibers.  The 
other two algorithms are to segment the 
neuron fibers and the bouton on the neuron 
fibers.   

Keywords: confocal microscopy, insect 
brain, neuron fiber visualization, neuron 
fiber segmentation. 

一、 計畫緣起及目的 

Confocal microscopy reaches the best 
resolution that an optical microscopy can do.  
Other than the resolution, the confocal 
microscopy can produce a set of volume 
data of an object without actually section the 
object.  With a proper staining technique, 
the confocal microscopy is the best tool to 
observe a single neuron or a set of neural 
fibers.  Together with volume rendering 
technique, scientist can directly observe the 
relative position between a set of neurons.   
There are two ways to generate 3D images 

for a set of neurons.  The first is to apply 
the volume rendering technique, for example 
the ray casting or the marching cube 
technique.  In this case, one has to define a 
mapping between the intensity of voxels in 
the image to the opacity used in the 
rendering process.  The easiest one is to 
define a threshold for the isosurface.  This 
strategy encounters a problem that the 
neuron fibers do not have a constant 
intensity for its surface.  A proper 
preprocess step is required to enhance the 
neuron fibers in this case.   
The other approach is to segment the neuron 
fibers directly.  There were not many 
previous works to segment neuron fibers.  
Similar works were the segmentation of the 
blood vessel in angiogram.  Segmentation 
of the neuron fibers is a much difficult task 
since neuron fibers are thing, and do not 
have constant intensity as mentioned 
previously.  In this report, we present a 
neuron tracing algorithm to segment a single 
neuron fiber.  
Bouton is a enlarged portion on the neuron 
fiber.  The size of the bouton could 
represent important information in neural 
science.  Since there are many boutons in 
on a set of neuron fibers, automatic method 
to segment the bouton is desired.  In this 
report, we present a method to segment the 
bouton.   

二、 研究成果 

Our results are listed in the following.   

1. Segmentation of the Mushroom body 
in an insect brain: Landmark such as 
the mushroom body in an insect brain is 
important in research of the neural 
science.  To segment the mushroom 
body, we propose a method developed 



 3

based on the GVF (Gradient Vector 
Flow) snake.  First of all, we need an 
edge map to compute the GVF snake.  
The edge map is obtained by first 
computing the texture of the insect brain. 
A rough boundary is then obtained by 
texture analysis.  The vector field is 
then obtained from the edge map.  A 
snake is then converged under the 
guidance of the vector field.  In this 
work, we also present a method to 
determine whether the snake reaches its 
steady state.  The results are shown in 
Figure 1.  The details can be found in 
an attached manuscript submitted for 
publication.   

2. Visualization of neuron fibers in an 
insect brain: Neuron fibers are 
generally thing and hard to segmented.  
One way to visualize the fibers is to use 
the volume rendering technique to create 
a 3D image from the volume data.  
Unfortunately, the threshold for volume 
rendering is hard to define since neuron 
fibers do not have a constant intensity.  
To this problem, we proposed to 
enhance the neuron fibers before 
applying the volume rendering algorithm.  
The data studied was a set of two 
channels volume data.  Two channels 
contain two sets of neuron fibers but 
have similar background.  The first 
enhancement method was to apply 
wavelet transform to each channel.  
Since the neuron fibers are in the high 
frequency component and the common 
backgrounds are in the low frequency 
component, we subtract the low 
frequency wavelet coefficients but 
enhance the high frequency wavelet 

coefficients. We restored the images 
from the processed wavelet coefficients. 
Volume rendering algorithm is then 
applied the resulted image.  The second 
approach was to employ the matched 
filter.  Neuron fibers are tubular 
structure so that matched filter can 
enhance the fibers.  Thus we applied 
multi-orientation-multi-width matched 
filter before the volume rendering we 
applied.  The results are shown in the 
Figure 2.  The details can be found in 
the attached manuscript published in 
SPIE MI2003.   

3. Segmentation of a neuron fiber: Due to 
improvement of the staining skill, it is 
possible to have very few amount of 
neurons shown in the image.  In this 
case, segmentation of a single neuron 
becomes possible.  We developed a 
neuron tracing algorithm.  User has to 
define an initial point and a direction 
that neuron grows.  Our proposed 
method calculates the direction a neuron 
should grow based on the assumption- 
there are at most two branches at one 
point.  The calculation used a matched 
filter to determine the largest response to 
determine the direction where a neuron 
grows.  A part of the traced neuron is 
shown in Figure 3.   

4. Segmentation of bouton: Bouton is a 
part of the neuron fiber that has a much 
larger width.  Generally speaking, the 
number of boutons is not small.  Our 
goal is to segment the boutons, count the 
number and the sizes of the bouton.  
And record the location of the bouton. 
We have developed a method based on 
computational geometry and graph 
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algorithm to segment the boutons.  We 
briefly state the algorithm.  The 
proposed algorithm needs an initial 
guess of the boundaries of the boutons. 
This can be achieved by intensity 
thresholding followed by connected 
component analysis.  For each 
connected component, we can determine 
a rough boundary of the bouton.  By 
growing the boundary points, we are 
able to determine a region, which is a 
band, that sandwitches the true boundary. 
The band has two closed contours that 
one encloses the other.  The region in 
between these pair of closed contours is 
then triangulated by using the 
constrained Delaunay Triangulation. 
Finally, a weighted directed graph is 
established based on the Delaunay 
Triangulation.  The boundary is then 
obtained by finding the shortest path of 
the graph.  The results are shown in 
Figure 4.  This method has been 
applied to segment other images such as 
echocardiogram, computed radiogram.  
In most of the cases, it achieves very 
good result.  We believe it is a robust 
and general segmentation algorithm. 

三、 計畫成果自評 
The result stated in the first part, 

segmentation of mushroom body, has been 
submitted to publication. The neuron fiber 
visualization work was published in the 
SPIE Medical Imaging 2003 which was held 
2003 February in San Diego, California.  
The other two results were in the status of 
the refinement and preparation for possible 
publication.  These developed can be 
applied to analysis of the neuron structure of 
the insect brain.  We are confident on our 

results obtained from this project.   
At the end of these report, we attaches 

two manuscripts.  The first manuscript 
presents the algorithm to segment the 
neuropils in the confocal microscopic 
images.  The second manuscript is the 
visualization of the neuron fibers work 
which has been published in SPIE Medical 
Imaging conference.  Some of the details 
can be found in these manuscript.   
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Figure 1. Segmentation of the mushroom body.  The 

above one shows the initial snakes and the 

converged is shown in the below.   

 
 
 
 
 
 
 
 
 

         (a) without preprocessing 

 
 
 
 
 
 
 
 
 
       (b) preprocessed by Wavelet transform 

 
 
 
 
 
 
 
 
 

        (c) preprocessed by matched filter 

 
Figure 2. Volume rendering of neuron fibers, 
(a) without preprocessing, (b) preprocess by 
using the wavelet transform, (c) preprocess 
by using the matched filter.   
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Figure 3. The results after neuron tracing by 
the proposed algorithm.   
 
 

 

 

Figure 4. The bouton segmentation results.  
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ABSTRACT 
 
Volumetric analysis and 3D visualization of brain structures is valuable to neuroscience research.  
In this article, we use the Gradient Vector Flow (GVF) snake to segment mushroom body in an 
insect brain confocal microscopic image.  The GVF snake has advantage of capturing local cavity.  
This also means that the GVF snake is sensitive to noises and needs good edge map.  We 
employed the texture analysis and Canny edge detector to calculate a good edge map before the 
GVF was calculated.  In this article, a new method based on global shape of a snake to define a 
halting condition from moving a snake is presented.   
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ABSTRACT 
 
Volumetric analysis and 3D visualization of brain structures is valuable to neuroscience research.  
In this article, we use the Gradient Vector Flow (GVF) snake to segment mushroom body in an 
insect brain confocal microscopic image.  The GVF snake has advantage of capturing local cavity.  
This also means that the GVF snake is sensitive to noises and needs good edge map.  We 
employed the texture analysis and Canny edge detector to calculate a good edge map before the 
GVF was calculated.  In this article, a new method based on global shape of a snake to define a 
halting condition from moving a snake is presented.   

 

Keywords: active contour, snake, gradient vector flow, segmentation, confocal microscopic image, 
chain code encoding.   
 

1. INTRODUCTION 

Confocal microscopy is widely used in neuroscience research because of its unique features in 

removing out-of-focus signals and volume visualization.  This tool is particularly useful in 

studying brain neural networks projecting to a large space.  Using the newly developed 

FocusClearTM reagent to clear biological tissues together with confocal microscopy, it is now 

possible to image the whole insect brain of 500 micron thick without physical sectioning [1].  

Mushroom bodies are neuropil regions in the insect brain that have been implicated in associative 
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learning and memory.  Recently, a standard Drosophila brain averaging from several individuals 

has been established for comparing brain volumes between different wild types and mutants [2].  

The so-called standard brain provides a common 3D framework as the first step for building a brain 

database allowing deposition of gene expression patterns from different laboratories.  

Consequently, averaged neuropils for detail analysis of brain’s function are urgently needed.  

Automatic segmentation of neuropils is the one of the most fundamental task to establish averaged 

neuropils.   

In this article, we present an almost automatic method to segment the mushroom body in a stack of 

confocal microscopic volume images of cockroach brain.  Difficulty in this task is mostly due to 

the vague boundary between the mushroom body and the background.  The traditional low-level 

techniques such as intensity thresholding or gradient based edge detecting methods which only 

utilize local information could make mistakes during creating the boundary.  To overcome this 

problem, the active contour model, known as “snake”, which has been introduced by Kass, Witkin 

and Terzopoulos in 1987 [3], integrates the image feature extraction and representation phase into a 

single process.  A snake is an energy-minimizing curve defined within an image domain that 

moves under the influences of the internal forces coming from within the curve itself and the 

external forces computed from image data.  The internal and external forces are defined such that 

the snake will be attracted to an object boundary or other features within an image.  Snakes are 

widely used in many applications, including edge detection [3], shape modeling [4], segmentation 

[5], and motion tracking [6].  In this study, we adopted the active contour model using the gradient 

vector flow (GVF) [7] as the external force to segment the mushroom body in the cockroach brain 

image.  

As mentioned previously, the major difficulty to segment the mushroom body is due to the vague 

boundary between the mushroom body and the background.  Vague boundary implies weak 

external force to attract the snake.  To enhance the boundary of the mushroom body, we proposed 

to first apply the texture analysis to the image.  We then applied the Canny edge detection method 

to calculate the boundary between the mushroom body and background.  The gradient vector flow 

is finally calculated using the edge map obtained from the Canny edge detector.  In the next 

section, we first state the proposed method.  We then briefly describe the techniques involved in 
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each step of the method.  We also present a new halting condition to test if the snake converged.  

In Section 3, we demonstrate the result obtained using the proposed method.  The conclusions are 

in Section 4.  

2. METHOD 

In this section, we first outline each step in the proposed method.  We then describe the methods 

employed in each step.  

The outline of the steps is stated in the following. 

1. Texture analysis: Since the mushroom body has different texture from the background, image 

after texture analysis enhances the mushroom body as well as the boundary between the 

mushroom body and the background.  The mushroom body in the image after texture analysis 

has low intensity in the image.  Thus, the intensity thresholding can then be applied to segment 

the mushroom body.  

2. Edge detection: Canny edge detection algorithm is then applied.  The edges of the mushroom 

body have strong response.  Applying the intensity thresholding can eliminate most of the 

noises.  The resulted image is the edge map.  

3. Calculate the GVF based on the edge map obtained.   

4. Applied the active contour method to segment the mushroom body.   

2.1 Texture Analysis 

Texture analysis helps to divide an image into regions according to the textures of the regions. 

There are many ways to define the texture in a region. One of the ways is the “coefficient of 

variance”, CV, that is defined as the following equation.  

 .
µ
σ=CV  (1) 

In Eq. (1), 
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Note that, a large CV means large deviation in the a region f(k).  On the other hand, a region has 

small CV implies that the region f(x) has uniform distributed intensity.  In our application, the 

mushroom body has small deviation of the intensity than the background, thus the coefficient of 

variance analysis produces small CV in the mushroom body.  

 
2.2 Canny Edge Algorithm 

Canny edge algorithm was proposed by Canny in 1986 [8].  Three issues regarding an edge 

detector were addressed: 

1. Correct Detection: The truth positive and the truth negative ratio should be high.  And the false 

positive and the false negative ratio should also be high. 

2. Good Localization: Points detected by the operator should be as close to the real edge as 

possible. 

3. Good Response: Only one response to a single edge.  If too many edges are detected, then 

obviously some of them must be false edges.  

 

Based on the addressed issues, designing an optimal filter was modeled as an optimization problem. 

Since the optimal solution was difficult to solve, Canny used an approximation method to design a 

filter that is close to the optimal filter.  The function is the derivative of a Gaussian as shown in 

Eq. (2).  

 
22 2/

2)(' σ

σ
xexxg −−=  (2) 

 

The next step in the Canny edge detector is to find thin edges by using a “non-maximum 

suppression” technique.  In this step, pixels that are not local maximal are removed.  The last step 

is the hysteresis thresholding.  Hysteresis thresholding sets a high threshold Th and a low threshold 

Tl.  Any pixel in the image that has a value greater than Th is presumed to be an edge pixel.  Then 
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any pixel, that is connected to an edge pixel and has a value grater than Tl , is selected to be an edge 

pixel. 

 

2.3 Active Contour Method and Gradient Vector Flow  

An active contour model is a mapping: Ω = [0 , 1] → R2, and S → v(s) = (x(s) , y(s)).  We 

define the model as a space of admissible deformation A and a function E to be minimized.  This 

function E is written in the form  

 ∫ +=
1

0

))(())(( dssvEsvEE extint ,  (3) 

where Eint represents the internal energy of a snake due to bending, and Eext the external force that is 

derived from image features.  Eint serves to impose smoothness constraint on the snake.  Eext 

pushes or pulls the snake toward desired features such as edges.  As internal and external energy 

are formulated, we deform the snake by minimizing Eq. (3).  The internal energy can be written as: 

 2/))()()()((
2''2'

int svssvsE βα +=  (4) 

whereα(s) andβ(s) are weighting parameters that control the snake’s elasticity and rigidity, )(' sv  

and )('' sv  denote the first and second derivatives of the curve v with respect to s.  The energy 

function that attracts snake to salient features in images is the external energy. External energy is 

derived from the image.  

Traditional active contour model suffers from the following three key difficulties: First, the active 

contour model has narrow capture range.  Second, active contour model lacks the ability to handle 

boundary concavities.  Third, snake has the tendency to become stagnant at a nearby local energy 

minimum.  For the third problem, the main difficulty is due to noise.  Preprocessing of the image 

is necessary.  Texture analysis mentioned previously is employed to reduce noise.  However, if 

the noise is too strong, it still requires user assists to manually adjust the snake to escape from the 

local minimum.  For the first and second problem, Xu and Prince proposed a method called the 

Gradient Vector Flow (GVF) in 1998 [7] to solve the problems.   
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The GVF field is defined to be a vector field p(x,y) = [g(x,y),h(x,y)] that minimize the energy  

 dxdyfpfhhgg yxyx
222222 )( ∇−∇++++= ∫∫µξ . (5) 

When |▽f| is small, the energy is dominated by the sum of the squares of the partial derivatives of 

the vector field, yielding a slowly varying field.  On the other hand, when |▽f| is large, the second 

term dominates the integrand, and is minimized by setting p = ▽f.  This produces the desired 

effect of keeping p nearly equal to the gradient of the edge map when it is large, but forcing the 

field to be slowly-varying in homogeneous regions.  Using calculus of variations [9], it can be 

shown that the GVF field can be found by solving the following Euler equations: 

 0))(( 222 =+−−∇ yxx fffggµ , and  (6a) 

 0))(( 222 =+−−∇ yxx fffhhµ ,   (6b) 

where ▽2 is the Laplacian operator.  

Using GVF to server as external forces, we can move the snake to minimize the energy of the 

contour shown in Eq. (3).  The solution can be solved by using the greedy approach [10] or the 

finite difference method [3].  We used the finite difference method in our implementation.   

2.4 Implementation Details 

Two issues are discussed in this section, the reparameterization of a contour and the halting 

condition of a moving snake.   

When a snake deforms, the distances between consecutive vertices on the snake change.  It is 

required to resample the snake along its path [11].  We resample the snake according to a user 

pre-defined parameter ldes.  The distance between the neighboring vertices is kept between 0.5ldes 

and 1.5ldes.  When the distance is less than 0.5ldes, we merge two adjacent vertices into a single 

vertex.  If the distance is larger than 1.5ldes, we insert a vertex between the vertices. 

The next issue is the halting condition for a snake.  One possible condition is to set a limit for the 

number of iterations.  Another approach is to monitor the improvement (change of energy) 
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between two consecutive iterations.  The snake stops moving if the improvement is small enough. 

Due to the following reason, we present a new method to determine the halting condition.  

Since the external force is provided by the GVF, the vertices on the snake move toward “valley” of 

the external force field when a snake converges.  Since the bottom of the valley is not at the same 

height, some points in the valley still move toward nearby local minimal even when the snake 

converge to the boundary.  In such cases, in order to reduce the energy of the snake, vertices of a 

snake will have a strong tendency to pile up in the “deepest pocket” in the valley.  To solve this 

problem, we define the stopping criterion as the similarity of the shapes of contours.  If the 

similarity between two snakes is within a threshold, we consider these two snakes to be the same 

and confirm that the snake is converged.  To evaluate the similarity of the shapes of contours, we 

adopt a modified chain code curve encoding method [12] and the longest common subsequence 

techniques[13].  

Chain code encoding method is first proposed by Freeman [12].  The concept is to divide a curve 

into a fixed length segment and encode the curve according to the direction of segments along the 

curve.  In general, encoding method has 4-connectivity (Fig. 1) and 8-connectivity (Fig. 2).  We 

subdivide the plane into 4 (8 respectively) regions in 4-connectivity (8-connectivity respectively) 

for encoding.  Given a starting vertex on a curve, we compute the vector of adjacent vertices along 

the curve.  Then we encode the curve into a bit string according to the directions of the vectors.  

We call the bit in a bit-string as direction bit.  Fig. 3 shows an example in a 8-connectivity 

encoding of a curve. 

 

Fig. 1 4-connectivity and 8-connectivity for chain code encoding 

 



 15

 

Fig. 2 An example of 8-connectivity chain code encoding in clockwise order 

 

When two curves are encoded into two bit-strings, we find the longest common subsequence (LCS) of 

these strings by the dynamic programming technique [13].  We define a similarity function as follows: 

 )).2()1(/())2,1(2)2()1(()2,1( vLenvLenvvLCSvLenvLenvvS +×−+=  (7) 

In Eq. (7), S denotes the similarity function.  v1 and v2 are curves to be matched.  Len(v) denotes the 

length of the curve v, and LCS(v1,v2) denotes the length of the longest common subsequence of v1 and 

v2.  Note that 1)2,1(0 ≤≤ vvS .  If two curves are identical, S(v1,v2) = 0.  A small S implies two 

curves are identical.  We set a threshold Ts that if S is smaller than Ts, we consider that the snake has 

been converged.  

A standard chain code has a problem.  In figure 4, vector A and vector B are in different encoding 

regions.  Thus vector A and B is considered pointing in different direction and are encoded into distinct 

direction bits.  But if the angle in vector A and B is small, they should be considered pointing in the 

same direction.  Thus, we made a modification in defining the cost function in the longest common 

subsequence algorithm to solve this problem.  In the original longest common subsequence algorithm, a 

string bit represents vector’s direction.  Now we let each string bit to be the vector itself.  The 

comparison of string bits is replaced by the inner product of the vectors.  If the value of the inner 

product is larger than a given threshold valueθ, we consider these two string bits are identical.  

According to our experiment, the modified method provides a reliable stopping criterion.   
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Fig. 3 Vector A and B are similar. But they are considered very different in chain code encoding.  

 

2.5 User Interface 

Snakes can be trapped into local minimal or wrongly converged to a boundary due to noises or ill 

initialization.  When this happens, user assist is used to help the snake to escape from the trapped 

configuration.  The other situation that needs a user assist occurs when the topology of contour changes.  

When a contour splits into two contours or two contours merge into one contour, we need user assists to 

manually modify the snakes. 

 

3. EXPERIMENTAL RESULT 

We present the experimental results by using two images.  The first image is shown in Fig. 4.  In this 

figure, the original image is in (a).  In (b), the image after texture analysis is shown.  (c) shows the 

image after intensity thresholding of the image (b).  Images (d) and (e) are obtained by first applying the 

Canny edge detector and the intensity thresholding of the image after Canny edge detection.  The initial 

contour is shown in (f).  (g) is the image consists of the initial contour and the calculated GVF.  Images 

in (h) and (i) are the converged snakes for both the left and right mushroom bodies.  The converged 

snakes for the mushroom bodies superimposed in the original images are shown in (j) and (k).  The 

second image has worse contrast than the previous one.  We show that the proposed method can still 

segment the mushroom body well.  In the first row in Fig. 5, there are the original image, the image after 

texture analysis, and the image after intensity thresholding of the resulted image after texture analysis.  

The second row consists of the images that are obtained by the Canny edge detection, intensity 
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thresholding of the resulted image after Canny edge detection, and the calculated GVF as well as the 

initial contour.  In the third row, there are two images showing the converged snakes.  Even the 

contrast is much worse than the previous image, the proposed method can still well segment the 

mushroom body.  

                

4. DISCUSSION 

We presented a method to segment the mushroom body in the confocal microscopic image.  The 

proposed method employed the texture analysis and the Canny edge detector method to compute the 

edge map.  The active contour method using GVF as the external force was then used to segment 

the mushroom body.  The proposed method worked well even when the boundary of the 

mushroom body is not very sharp.  

When we apply the method to segment the 3D mushroom body in a stack of volume images, the 

final converged contour in one slice serves as the initial contour in the next slice.  The user assists 

are needed when the topology of the contour changes or there are unexpected noises.  This method 

helps to reduce the required of human intervene to process a whole stack of volume data.  

The disadvantage of this approach is the computing time required in the preprocess step.  To 

compute the GVF of a 256 by 256 image needs 5 seconds in an AMD 1.5G XP CPU PC. However, 

since it generally takes less than an hour to process a set of volume data, and it does not need any 

human intervene in the preprocessing step, the proposed method can save many man power in the 

task of segmentation of the mushroom body.    
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            (a)                     (b)                     (c) 
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            (g)                     (h)                     (i) 
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                          (j)                               (k) 

Fig. 4 The first image. (a) is the original image. (b) and (c) The image after texture analysis and intensity 

thresholding. (d) and (e) show the images after Canny edge detector and intensity thresholding to obtain 

the edge map. (f) and (g) shows the initial contour. (h) and (i) are the converged snakes for the left and 

right mushroom body. In (j) and (k), we draw the contours on the original image.  
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               (a)                     (b)                    (c) 

 

               (d)                    (e)                    (f) 

               (g)                    (h)                

Fig. 5 The contrast of this image is worst than the one shown in Fig. 5. (a) The original image. (b) 

The image after texture analysis. (c) Intensity thresholding of the image after texture analysis. (d) 

and (e) are the images after Canny edge detector and intensity thresholding. (f) The initial contour. 

(g) The converge snake for one of the mushroom body. (h) is the converged contours drown over 

the original image.   
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1. ABSTRACT 
Confocal microscopy is an important tool in neural science research.  Using proper staining technique, the neural 
network can be visualized in the confocal microscopic images.  It is a great help if neural scientists can directly 
visualize the 3D neural network.  Volume render the neuron fibers is not easy since other objects such as neuropils are 
also polluted in the staining process and the neuron fiber is thin comparing to the background.  Preprocessing of the 
image to enhance the neuron fibers before volume rendering can help to build a better 3D image of the neural network.  
In this study, we used the Fourier Transform, the Wavelet Transform, and the matched filter techniques to enhance the 
neural fibers before volume rendering is applied.  Experimental results show that such preprocessing steps help to 
generate a more clear 3D images of the neural network.   

Keywords: neuron fibers visualization, confocal microscopic volume image, Wavelet transform, matched filter, volume 
rendering. 

2. INTRODUCTION 
The brain has always been a interesting topic to researchers.  It consists of millions of neurons and almost each of 
them has different functions.  Studying the insect brains could help neural scientist to understand the human brains.  
Directly visualization of the neural network helps researcher to understand the possible interaction between neurons.  
In this study, we developed preprocessing methods to enhance the neuron fibers to help to get clear 3D images.  

Confocal microscopy is a scanning laser technique that allows the recording of 3-D images of small objects usually 
stained with a fluorescent dye.  During the scanning, each voxel is illuminated in turn by a focused laser beam. The 
photons emitted by the fluorescent dye are filtered by a small pinhole and the remaining photons are detected by a 
photomultiplier.  There are several advantages of confocal microscopy. 1) It is a 3-D detector, by moving the laser 
header and modifying the intensity of laser beam, the inside voxel can also be illuminated.  Therefore, the tissue 
deformations due to cutting can be avoided. 2) Signal-to-noise ratio is improved. 3) Blurring is reduced. 4) Axial 
resolution is considerably higher.  

Although confocal microscope produces satisfied image than conventional ones, there are still works yet to be done in 
order to clearly visualize the 3D neural network.  First of all, backgrounds still exist, and sometimes overlapped with 
our target objects.  The second is the large variations in image contrast.  This made it difficult on automatic 
thresholding.  Third, the object size and intensity across different slices are usually different due to the anatomy 
position, and the neuron fiber stretches to a variety of directions.  So the tracing on target object became a hard work.  
Due to the problems stated above, it is difficult to have an automatic method to preprocess the images.  In this study, 
we introduce a semi-automatic method to handle the problems above.  The presented method employs Fourier 
Transform, Wavelet Transform and the matched filter techniques. 

Wavelet Transform [1][2] and Fourier Transform are widely used on noise reduction.  Anca Dima et al. used a 3-D 
Wavelet Transform on confocal microscopy image [3].  Lin et al. also used it on the segmentation of coronary arteries 
[4] with matched filter.  Khalid A. Al-Kofahi et al. used the neuron topology to extract the tree dimensional structure 
of a neuron cell [5]. In the conventional methods, a high (or low) pass filter is usually employed to filtrate out undesired 
signals. In this study, a different way of band information process is applied on the image, that different result is 
produced.  Matched filter is also useful in medical image, especially on vessel detections [6][7].  In the former study, 
matched filter is applied to the segmentation of retinal vessels.  Like vessel, neuron fibers are also tubular objects so 
that we use matched filter in our experiments to enhance the fiber. 
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The data studied is a set of brain images of cockroach.  There are 38 slices of images.  Each one has resolution 
1024×1024.  There are two channels in the data set.  These two channels present different sets of neural network but 
have similar backgrounds.   

In Section 2, the processing methods are introduced.  Experiments and results will be put in Section 3. Finally, 
conclusion and summaries will be found in Section 4.  

3. METHODS 
3.1 WAVELET TRANSFORM 

A standard Discrete Wavelet Transform (DWT) is summarized as follows and the details can be found in [8][9][10]. 
The DWT employs a pair of orthogonal high-pass and a low-pass filter to decompose an input signal into high 
frequency and low frequency components in different resolutions according to the number of levels employed as shown 
in Figure 1.  In the one-dimensional (1-D) case, a signal x(n) is decomposed iteratively by applying the low-pass and 
the high-pass filters as shown in Figure 1(a). Also a decomposed signal can be reconstruct from its DWT coefficients as 
shown in Figure 1(b). 

 

 

 

 

 

 

 

 

 

 
                          (a)                                                  (b) 

Figure 1: Multi-level Wavelet (a) decomposition and (b) reconstruction for 1-D case 

 

A two dimensional discrete Wavelet transform (2-D DWT) and its inverse are extended from the one-dimensional 
transform.  It is implemented by applying one-dimensional DWT and IDWT along each of x and y coordinates.  In 
other words, we apply a low-pass filter and a high-pass filter along each of the two coordinates.  The original 2-D 
signal in the form of an image is then divided into four regions: 

LL: obtained by applying two low-pass filters on both coordinates,  

HL and LH: obtained by applying a high-pass filter on one coordinate and a low-pass filter on the other 
coordinate, and  

HH: obtained by applying two high-pass filters on both coordinates.   

The 2-D DWT, like the 1-D DWT, can be decomposed iteratively by using the pair of low-pass and the high-pass filters 
to establish a k-stage discrete Wavelet transform on the LL component 

The first stage of the transform is to decompose the image into four equal size sub-images corresponding to the upper 
left (LL1), the upper right (HL1), the lower left (LH1), and the low right (HH1) regions.  In the second stage, LL1 is 
decomposed into four sub-images again.  For the subsequent stage j, the upper left image (LLj-1) is further decomposed 
to four sub-images.  The typical example is illustrated in Figure 2. 
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Figure 2: A 2-D 3-stage discrete Wavelet transformation 

In the proposed method, we applied the Wavelet transform.  Since the edge signals are in high frequency channels, we 
enhance the HH, HL and LH sub-image on each level.  We then reconstruct the original image by using these 
enhanced sub-images (called HH’, HL’ and LH’).  The enhancement is shown in equation 1,2 and 3: 

W(LLi, LHi, HLi, HHi) = DWT(LLi-1)  for i ≧ 0, where LL0 = f (x,y),                    (1) 

HH’i = k × HHi × k, HL’i = k × HLi, LH’i = k × LHi    where k∈ R,                   (2) 

LL’i-1 = IDWT(LL’i, LH’i, HL’i, HH’i) for i ≧ 0, where LL0 = f’(x,y).                     (3) 

In the equations above, f(x,y) and f’(x,y) denote the original image and the result image.  And i denotes the level of 
discrete Wavelet transform. 

The second method needs two channels.  Since there are two channels and these two channels have similar 
background, the second method based on the Wavelet transform takes advantage of this property to reduce the 
background.  An averaged LL sub-image is produced simply by taking the average of the LL sub-image of the two 
channels of the same slice as shown in equations (4)-(7).  

Wa(LLai, LHai, HLai, HHai) = DWT(LLai-1)  for i ≧ 0, where LLa0 = fa (x,y)                  

Wb(LLbi, LHbi, HLbi, HHbi) = DWT(LLbi-1)  for i ≧ 0, where LLb0 = fb (x,y)               (4) 

LL’ai = LL’bi = (LLai + LLbi) / 2                                                     (5) 

HH’ai = k × HHai × k, HL’ai = k × HLai, LH’ai = k × LHai    where k∈ R                   

HH’bi = k × HHbi × k, HL’bi = k × HLbi, LH’bi = k × LHbi    where k∈ R                (6) 

LL’ai-1 = IDWT(LL’ai, LH’ai, HL’ai, HH’ai) for i ≧ 0, where LLa0 = f’a(x,y)                    

LL’bi-1 = IDWT(LL’bi, LH’bi, HL’bi, HH’bi) for i ≧ 0, where LLb0 = f’b(x,y)                 (7) 

In the equations above, fa(x,y) and fb(x,y) denote the original image of channel a and channel b, f’a(x,y) and f’b(x,y) 
denote the resulted image of channel a and channel b, LLa, LHa, HLa, HHa, LLb, LHb, HLb and HHb denote the LL, LH, 
HL and HH sub-image of channel a and channel b respectively.  And i denotes the level of discrete Wavelet transform. 

3.2 MATCHED FILTER 

As mentioned previously, the neuron fibers are tubular objects, thus a rectangular matched filter is feasible for 
enhancing our image.  Since matched filter is sensitive to noise, preprocessing of the image is necessary.  In our 



 25

method, the Fourier Transform and the Wavelet Transform are employed to reduce the background and noise.  
Afterwards, the Gaussian distribution is introduced to generate this matched filter as shown in Equation (8).  

 22 2/
1 1),( σxeyxg −−=                                  (8) 

The proposed matched filter is equipped with two parameters, the orientation θ and the size σ. An angular resolution of 
15 was used in the implementation. Due to the various sizes of neuron fibers on thickness, different sizes of matched °
filters are necessary. In this study, the σ is set from 1 to 3, with a 0.5 increasing in each step. That is, 6 different sizes of 
matched filter is employed each angel. Each result will be convolved and the strongest response is retained. 

4. EXPERIMENTAL RESULTS 
4.1 RESULTS OF WAVELET TRANSFORM 

In this section, the results produced by the proposed methods are presented.  The data set being processed is a confocal 
microscopic volume image of cockroach brain with 38 slices of a resolution of 1024×1024.  Each slice has two 
channels that come from different kind of dye.  Figure 3 and Figure 4 shows the original image and the volume 
rendered results respectively.  Since the between-pixel-distance on x, y and z axis are distinct (x : y : z = 1.12 : 1.12 : 
4), so the resizing of the image is necessary.  The new size of the image is 287×287×38.  Volpack 1.0-b3, which is 
designed by Stanford University is employed as the volume rendering tool. 

 

 
 
 
 
 
 
 
 
 
 

 
(a)                                               (b) 

Figure 3: slice 19 of the dataset (a) is the first channel (b) is the second channel 

 

Observe that, the two channels have similar background.  The second method of Wavelet transform can be applied.  
Figure 4 shows the volume rendering results obtained from the original, unprocessed image.  The unwanted objects 
mixed with the desired neuron fibers after volume rendering.  In Figure 5, the result of applying the first method of 
Wavelet transform is presented, and the second method of Wavelet transform is shown in Figure 6. 
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         (a)                                          (b) 

Figure 4: the volume rendered image of the unprocessed image from (a) the first channel and (b) the second channel 

 
 
 
 
 
 
 
 
 
 
 
 
 

(a)                                     (b) 

 
 
 
 
 
 
 
 
 
 
 
 

(c)                                        (d) 

Figure 5: the volume rendering result after applying the first method of Wavelet transform. (a) a 3-level (b) a 4-level Wavelet transform for 

the first channel (c) a 3-level (d) a 4-level Wavelet transform for the second channel 

 

Comparing Figure 4 and 5, it can be found that the fiber is indeed enhanced, backgrounds have been eliminated, but 
unwanted objects which cover neuron fiber still remained. 
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(a)                                                (b) 
Figure 6: the results after applying the second method of Wavelet transform (a) channel 1 and (b) channel 2 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a)                                               (b) 

Figure 7: The result obtained by applying Fourier Transform (a) the first channel, (b) the second channel 
 

As shown in Figure 7, Fourier Transform is able to remove the background, but some of the desired objects are 
removed as well.  The second method of Wavelet transform is better than the former one and Fourier transform. 

4.2 RESULTS OBTAINED BY USING THE MATCHED FILTER 

In this section, the results after applying the matched filter are presented.  Figure 8 shows the result obtained by 
rendering the volume obtained by applying the matched filter to the original image.  Figure 9 shows the result after 
first applying Fourier transform followed by the matched filter.  Figure 10 shows the image obtained by applying a 
3-level Wavelet transform followed by matched filter. 
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(a)                                                    (b) 

Figure 8: results obtained by applying the matched filter to the original image (a) the first channel (b) the second channel 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a)                                                    (b) 

Figure 9: results obtained by applying Fourier Transform image followed by matched filter (a) the first channel (b) the second channel. 
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(a)                                                    (b) 

Figure 10: results obtained by applying a 3-level Wavelet transform followed by the matched filter (a) the first channel (b) the second 

channel 

 

Although Figure 8 and Figure 9 looks “cleaner” than Figure 10, but the image of Figure 10 is better than Figure 8 and 
Figure 9 due to the conservation of desired signals.   

5. CONCLUSIONS AND SUMMARIES 
 
In this study, we used the Wavelet transform to enhance the neuron fibers in confocal microscopic images. The first 
method of Wavelet transform is to multiply a constant k to HH, HL, and LH sub-images to enhance the high frequency 
components (the edge information are in the high frequency component).  The second is to compute a new LL 
sub-image by subtracting the average of LL sub-images of two channels.  Since the two channels have similarity 
backgrounds, this method works well to remove the common background.  The second experiment is to apply the 
matched filter.  In this experiment, the Wavelet transform follow by matched filter performed better than the other 
methods.    
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