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been proposed. This method is applicable

not only to the array model with neighboring
connections but also to the array model with
non-neighboring  connections.  Relations
between our method and previous methods
were also studied. We have shown that all
previous methods are special cases of our
method.
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