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Abstract

The importance of deciphering lexical knowledge, especially the eventive
information encoded on verbs, has been highly recognized and various
approaches have been proposed to represent lexical information that plays a
cruciad role in grammatical realization. While quantitative NLP approaches
might tend to overlook some semantic details, it is shown with detailed
illustrations below that a corpus-based, contrastive analysis of near-synonyms
can be most useful in extracting lexical information that are critica in
differentiating verbs.

1. Introduction
Aslexica information is considered to be the key for natural language processing
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(NLP), the need for processing alarge amount of lexical information has always been
anissuein NLP research and applications. From a purely linguistic perspective, the
study of lexical semantics has also been afocal areain recent years as linguisticsin
genera is pushing its frontier toward lexicon-driven theories and practices. More and
more researchers believe that the lexicon is where most of our linguistic knowledge
has been stored. Entries of verbs, in particular, constitute a central part of the lexicon
and are crucial for understanding grammatical structures. In the following, | will give
abrief overview of the development of verba semanticsin terms of whyit is studied,
what isto be studied and how it has been studied.

1.1 Why studying verbal semantics?

The semantics of verbs has always been a core concern in linguistic theories. In
the early generative paradigm, the meaning of averb is generalized into and disguised
under the so-called subcategorization frame. The formal theoriesin general try to find
ways to link sentence structures with the argument structures of verbs, which,
presumably, are lexically-specified. The theory of Case Grammar looked at argument
structures from a purely semantic perspective and defines verb meanings with
semantic roles (Fillmore 1968). As huge lexical databases are built to respond to the
need of NLP applications, linguistic research in recent years has aso shifted its
orientation from structurally-based to lexically-based approaches. Verba semantics
has thus gained increased significance with regard to linguistic analysis as well as
knowledge representation.

Each verb lexicalizes some unique eventive information with a range of
possible ‘templates’ for argument expressions. As Levin and Rappoport Hovav (1996)
putsit, it is generally assumed that the syntactic realization of arguments — their
syntactic type and grammatical function —is predictable to alarge extent from the
meaning of verbs. The maor goal in verbal semantic studies is then to extract the
‘meaning’ of averb from examining the range of its argument expressions and other
collocational associations.

1.2 What isto be studied?

Under the assumption that the meaning of a verb determines its syntactic
behavior, various models have been proposed to explain the mapping from lexical
semantics to syntax. Central to the issue is the task to /dentify and represent semantic
‘determinants’ that shape the syntactic behavior of a verb. Given that meanings are
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multi-faceted, what are exactly the meaning components that are grammatically
relevant?

Levin and Rappoport Hovav (1996) provided examples for English to illustrate
grammaticaly relevant aspects of meaning. For most people, ‘loudness of speech’
seems to be a well-defined semantic feature that is also cognitively salient. However,
verbs that differ in loudness of speech, such as whisper vs. shout, do not show any
major differences in argument expression. This shows that the parameter of ‘loudness
may not be syntactically relevant. On the other hand, the semantic distinction between
‘manner of speaking’ and ‘content of speaking’ proves to be relevant to syntax, as
evidenced from their differences in participating in a conative pattern, taking an
at-phrase:

(1) | whispered/*say at Mary.

It is clear that only certain aspects of meaning will surface in syntactic
realizations and constitutes the target of investigation. Lexical semanticists are
concerned with ways of delimiting these syntactically relevant semantic components
from the syntactically irrelevant information.

1.3 How isverbal semantics studied?

In searching for the grammatically relevant aspects of meaning, a number of
approaches have been attempted in the past. In the following, | will briefly introduce
some of the major approaches, including frame semantics (Fillmore and Atkins 1992),
Alternation-based approach (Levin 1993), conceptual structure and the localist
approach (Jackendoff 1990), Generative lexicon (Pustejovsky1995) and the
corpus-based approach (Biber et al. 1998).

1.3.1 Frame Semantics

The semantic frame-based approach argues that a word’s meaning ‘ can be
understood only with reference to a structured background of experience, constituting
akind of conceptual prerequisite for understanding the meaning’ (Fillmore and Atkins
1992). Take for example the group of commercia transaction verbs - buy, sell, charge
spend, pay, and cost. These verbs al require an understanding of property ownership
and money economy, a knowledge schemainvolving four major semantic categories:
Buyer, Seller, Goods, and Money. These verbs differ in the ways of expressing these
categories (The table below is taken from Fillmore and Atkins 1992: 79):
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(2 Semantic and Syntactic Vaence for Verbs in the Transaction Frame

Buyer Seller Goods Money
Buy Subj (from) Direct-Obj (for)
S/ (to) Subj Direct-Obj (for)
Charge (Indirect-Obyj) Subj (for) Direct-Obj
Send Subj NULL For/on Direct-Obj
Pay Subj (Indirect-Obj) (for) Direct-Obj
Cost (Indirect-Obj) |[NULL Subj Direct-Obj

In sum, verbs of the same class share the same semantic frame, defined with a set

of frame-specific elements. The differences among the verbs can be accounted for

with different *profiles of the frame as well as the various mapping rel ations between
frame elements and grammatical roles.

1.3.2 Diathesis Alternation
Levin (1993) provides a complete study of English verbs and verb classes, based
on diathesis alternation patterns, i.e., alternations in the expression of arguments. The
basic assumption behind the work is that the behavior of averb, particularly with
respect to the expression of its arguments, isto alarge extent determined by its

meaning. And the group of verbs exhibiting the same alternation patterns shares the

same meaning components and belongs to the same semantic class. For example, the
Locative Alternation in English can be used to distinguish the spray//load group of
verbs from the fill/cover group, since only the spray//oad group can participate in
Locative Alternation, as exemplified below:

(3) Locative Alternation in English
a. He sprayed water on the plants
b. He sprayed plants with water.

A more complicated exampleis found with a set of prototypical transitive verbs:
touch, hit, cut, and break (Levin 1993:6-10). These verbs vary in terms of their
participation across four different transitive alternations:

(4) English Transitive Alternations

touch hit Cut break
Conative ‘XhitsY’
‘X hitsat Y’ No Yes Yes No

Body-part Possessor Ascension

‘X hit Y'shead.’ Yes Yes Yes No

‘X hits Y on the head.’
Middle lXcutY . No No Yes No

X cuts easily.
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Causative ‘Xbroke Y.
‘Y broke’

No No No Yes

Each of the above alternationsisin principle associated with certain meaning
components. Verbs that may participate in a given aternation are said to have the
associated meaning components. Based on their differences as shown above, the verbs
can be categorized into different verb classes, with distinct semantic features:

(5) Four Verb Classes:
a. touch: pure verb of contact (no implication for change of state)
b. hit: averb of contact by motion
c. cut: averb of causing a change of state by moving something into
contact with the entity that changes state.
d. break: apureverb of change of state

In order to successfully classify verbs with alternations, the semantic
characteristics required by each alternation will have to be clearly defined. And the
alternation-based approach faces the problem of identifying all the necessary and
sufficient semantic conditions for each aternation.

1.3.3 Conceptual Structureand the Localist Approach

According to Jackendoff (1990), ‘meaning’ in natural languageis an information
structure that is mentally and spatially encoded. The semantic primitives that may be
utilized to construct the mental representation include the following:

(6) Semantic primitives:
a [STATE] BE ([THING], [PLACE])
« Jimisinthe pub. (spatial) > The party ison Sat. (non-spatial)
b. [EVENT] GO ([THING], [PATH])
« Jim went into the pub. (spatial) = The prize went to Kate (non-spatial).
c. [PLACE] IN ([THING])
d. [PATH] TO ([PLACE])

This mental structure approach is de-compositional in nature. And it is not clear
how complicated information can be represented with the primitives.

1.3.5 Generative Lexicon
As an attempt to deal with both lexically-specified information and
contextually-derived meaning coercions, Pustejovsky (1995) proposed some
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compositional mechanisms for meaning generation. In his framework, there are
multiple levels of semantic representation:

(7) Levels of Semantic Representation:
a. Argument Structure
eg. Build ARGl=animate, ARG2 = artifact
b. Event Structure (lexical aspect)
eg. Build E1= Process, E2=state
c. Qualia Structure (eg. book)

-Formal : type of things ‘Thisbook isthick.’
-Agentive : how to ‘come to being’ ‘He wrote a book.’

-Telic : purpose ‘He read a book.’
-Constitutive: parts/content ‘The book in interesting.’

d. Inheritance Structure

1.3.5 The Cor pus-based Approach

The corpus-based approach (e.g., Biber et al 1998) believes that the meaning of a
verb is projected in its ‘ association patterns' found in alarge corpus. Statistic counting
of ‘association patterns then servesto reveal the semantic distinctions. For example,
the difference between the two adjectives strong vs. powerful is best illustrated by
their collocational tendencies: strong coffee vs. powerful car. And the statistical
findings on the complement types between the two verbs beginand start also
demonstrate their semantic differences (Biber et a 1998):

(8) Corpus-based Statistics.: begin vs. start
Begin Sart
+70-V 60% 17%

It is shown that Beginis followed much more often by an infinitival phrase,
indicating that beginis a complement-taking verb, while start predicates asimple
event.

The association patterns observable from alarge corpus help to ‘delimit’ the
grammatical distinctions that require a semantic account. However, linguistic analyses
are still needed to ‘define’ the relevant meaning facets behind the grammatical
differences.

1.4 Current Program on Mandarin Verbal Semantics
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The above approaches have been successfully applied to the study of English
verbs. But are they equally applicable to the study of Mandarin verbs? A team of
researchers have worked on Mandarin verbal semantics in recent years and found that
acontrastive analysis of near-synonym pairs, based on corpus observations proves to
be effective in *extracting’ verb meanings that are syntactically relevant. The program
can be characterized as follows:

(9) Research Program on Mandarin verbal semantics:

Task: to identify eventive information that is syntactically relevant

Data: Sinica Corpus with 5 million words

(http://www.sini ca.edu.tw/ftms-bin/kiwi.sh/)

Method: Comparison of near-synonym sets, based on association patterns

Representation: Module-Attribute Representation of Verbal Semantics, MARVS
(For details, see Huang et a 2000).

Various works have been published that focus on individual sets of Mandarin
verbs (Tsai et al. 1998; Chang et al 2000; Liu 1991, Liu 2000; for a collection of
results, see Liu 2002). In this paper, | will focus on a sub-set of communication verbs,
namely, verbs of discussion (F € Vvs. 313), and demonstrate how a detailed
linguistic analysis of near-synonyms can help find the crucial semantic distinction
between the pair of verbs, while other currently available resources with atop-down
approach to the verb system tend to miss these important distinctions.

0] wmEgd (Verbsof Discussion)

2. Anillustration: Verbsof dicussion

The class of communication verbs all encode an event that involve the action of
verbal communication. The class may be broken down to at least 7 sub-classes:

(10) Sub-classes of Communication Verbs
Verbs of talking: %, #

Verbs of speaking: #., #

Verbsof telling: £ 7, £ v, i &v
Verbsof discussion: 4%, % €
Verbsof expressing: # i, %7, # &
Verbs of complaining: .73, 3 %2
Verbsof asking: A, 4 R

Q@ *~ 0 Qo0 o
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2.1 Frame elements

Each verb class and hence a different frame is clearly defined with its prototypical
frame elements. Take verbs of discussion as an example, they belong to the
*Conversation frame and its frame elements include:

(11) Frame Elements in the Conversation frame
a. Interlocutor 1

Interlocutor 2

Interlocutors

Topic

Medium

® oo T

According to FrameNet, the verb discuss shares the same set of frame el ements
with other verbsin the Conversation frame. However, in Mandarin, there are two
distinct lexical entries that may both be glossed as ‘discuss -3t# and # €. What
are the semantic distinctions between them? It seems that though sharing the same
frame, the two verbs must have encoded different semantic details that make them
distinct? What are the distinct semantic details and how can we find them?

In the following, | will first examine information in existing resources and see
what they can offer.

2.2 Dictionary Definitions- Verb Usage Dictionary (#3# % ;2 3% )
In Verb Usage Dictionary (Meng et a. 1985), adictionary focusing solely on
verbal knowledge, the two verbs are defined as.

(12) Dictionary definition:
P RF - FEIEL LA LR
BEAERLL

The definitions seem to be interchangeable and do not show any critical
differences. If welook at their respective usages, again, the information is roughly the
same:

(13) Usagesforitim and 7 £
a.

[=%] ~##%

[B %] ~Emforizid
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PRl ~ieh A EAT

[ﬁvpfr—g-_] ~— T 2

[T ¥F8] ~7 -1 =[R~F/~Bie B

[Ed] ~~3F27RE

[&Fa) [$%]~F £5|~?J'ﬁ M %

(& 5] ~F %% Gl ~d

[#48] ~ ~//‘f-i~ﬂa ~[z]4'1 WA i K ~Ae
b. ¥ &

[¢F] ~- 2%

[#:F] ~ &A%

[Fe ] ~eFRipade

[#+pFE] ~- T2

[0 ¥ ~7 -2 S/ B~F/~Fe B

[E%J] ~~3E A TR

5] (3 9]~ A RIS R
~///‘E_ *q:l"‘//m 14/7 7o~ = ~4F
ARt KB BRI RN

From the above, we see that the ranges of usage for the two verbs are also
identical. The information in the dictionary doesn’t appear to be helpful.

2.3 The Grammatical Knowledge-Base of Contemporary Chinese: A Complete
Specification (I 1§ 3Z 352 12 4 Pp L 3512)

Next, we look at resources that are designed for NLP applications. In the
Grammatical Knowledge-Base of Contemporary Chinese (3R % /# 3% 3% /2 12 4 g4 3%
f#, Yu et a. 1998), there are two differences found: 1) 4% can bethe object of
‘have’ asin 7 - B33 ‘haveadiscussion’, but 7 € cannot; 2) 43 canbe
nominalized and preceded by anoun asin #< i 33# ‘policy discussion’. The two
differences are highlighted below:

(14) Information in The Grammatical Knowledge-Base of Contemporary Chinese

i ik £
A F 7 7
7 ¥ ¥
L ?
s & w -
ki L L
] = =
ak:d AR AR
¥ ¥ ¥
i i i
g ABAB ABAB
3} w w
AT PR~/ P/~ BT | CHR/ R/ /i
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2.4 HowNet

In HowNet (Dong 19984, b), both verbs are defined with the concept * discuss
(DEF=discuss|f# 3t), and the concept ‘discuss|f# 3¢’ islinked with the following
hierarchical sense relations:

(15) Hierarchical relation of the concept ‘discuss|f 4’ inHowNet

—event, ¥ # —act, {7 # — ActSpecific, ¢ #

— AlterSpecific,# % — AlterState, %+ i
—AlterMental, % # # — AlterKnowledge, % ¢
—MakeOthersKnowledge, & i+ + g

—communicate, % & —discuss, FF 3+

Basically, the two verbs share the same concept and are not further differentiated
in the framework of HowNet.

2.5 Chinese Synonyms Usage Dictionary (3T & 3@ * % :#7 2 )
In Chinese Synonyms Usage Dictionary (Teng 1994), the two verbs are

compared in detail and significant differences can be found. First, their definitions
differ:

(16) Definitions in Dictionary of Near-synonyms:
2+ : to discuss something so as to establish pros and cons; talk over

—r

@ £ - todiscuss something so as to sett/e an issue or to achieve an aim

Second, they may collocate with different grammatical patterns. Six differences
can be found in the book:

(17) Collocationa Variations

Bk PE
Modifier ~ ¢ Yes no
Noun iz- =&~
lE4 ) Yes no
B~
\Y ~dia g
ik No yes
VR ~4F
~WERE No | ves
Manner  #.7] ~ Yes No

10
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|abab | No | Yes |

Asshown in the table, only 3¢ # may be nominalized to function as a modifier or
head noun, and it may take a manner adjunct, while only 7 € may co-occur with
certain resultatives. It is clear that by focusing on near-synonyms, Teng (1994) is able
to discover some important distinctions between the verbs. However, the above data
are based mainly on intuitive judgments. We might wonder if corpus datawill provide
any new insight or different pictures?

In the next section, findings based on corpus observations will be presented.
3. Corpus-based Contrastive Analysis

Observations of the corpus data (Sinica Corpus) show that the two verbs are
associated with quite different patterns in terms of the semantic details of the
participant roles (frame elements) and their tendency for nominalization and manner
modification.

3.1 Association Patterns; semantic distinction in participant roles

The two verbs commonly take a discussant(s)-agent as the subject and a
topic-theme as the direct object, but they display different association patternsin
terms of the kinds of topics and discussants they may take. With regard to the
topic-theme, when a solution is sought (20a), both 343 and 7 € can be used, but
when the object names predetermined agenda (20b) or a potential outcome (20c), only
+# canbeuse

(18) Association Patterns. Topic-theme
a. when a‘solution’ is sought:
HwmIE T w S EaS e
Wi/ R AR LR B W hF B

b. with predetermined agenda:
WA E O AAMGLET B0 F

c. with apotential outcome
HwmlAE R RIS T o

Besides taking different object-themes, the verbs differ in terms of the semantic
requirements of the discussant-agent. For# & , only those discussants who have

authority or control over the issue being discussed can occur as the subject:

11
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(19) Association Patterns: Disscusant-Agent

i
Ad

a TERE HHIE
b. 1 A B & HHIF

NI A

+\+\
wE W

TR W

4
=

N R

Although sharing the same frame elements <discussant, topic>, the two verbs
differ in the semantic details of these elements.

3.2 Association Patterns: Nominalization and M odification

As aso mentioned in Teng (1994), the two verbs show different tendenciesin
nominalization and manner modification. The verb 4% can undergo nominalization
and function as the head of a possessive phrase asin (20), and it can be modified with
apreverbal manner adverb asin (21a) or a postverbal complement (21b):

(20) Association Patterns: distinction in nominalization
Bipen HmMAFE R A
(21) Association Patterns: Manner Modification:

a i HHFEE P

i
b. @ 4 7] (i~) dAwmPE e 0 =B

The most crucia point the above corpus observations added to our
understanding of the verbsis that they are associated with different semantic
requirements of the participant roles. In term of the semantic characters of the
Topic-theme (an NP or aclause), 313 takesawider range of topics, which may be a
referential entity independent of the event of discussion, but 7 € is quite restricted
in taking only those topic-themes that call for a solution, which the discussants have
control and authority over. The coming about of the solution depends completely on
the solution-seeking processof 7 & . Therefore, the theme associated with 7 £
should be viewed as an Incremental Them since its existence arises from the progress
of the event (Dowty 1991) and it may serve to delimit or measure out the event
(Tenny 1992). The difference are summarized below:

(22) Differencesin the associated Topic-Theme
a 3t#: - Anytopic (human or non-human, declarative or interrogative)
- referentially independent
a T £:-Issuesthat cal for asolution the discussants have control over
- The existence of the Theme depends on the realization of the Event.

12



NSC report 2001

3.3 Distinction in Event Structure
The above distinctions can be analyzed as deriving from the fundamental

difference in their event structures. #1# isaprocess verb that encodesasimple
event of verbal activity, roughly equivalent to the meaning ‘discuss over a Topic'.
Given itssimple eventuality, 313 may be used as anoun to refer to the nominal
activity. On the other hand, 7 € encodes amore complex event that involvesa
process and an endpoint. The verbal activity of 7 € endsup with averbal product
or solution. The meaning of 7 & can be glossed as ' discussin order to come up

with a Solution’. Their distinction in event types is summarized as follows:

(23) Event Structure
21 Process
<Verba Activity>
- Def.: Discussover aTHEME
-ex. e[ 3]

(24) Event Structure
7 £ : Process + Endpoint
<Verba Activity + Verbal Product>
- Def.: Discussin order to come up with a SOLUTION
-ex. O [H K]

3.4 Overt Coding of Verbal Product

The coding of an incremental theme arising from the event of 73 € isnot an
isolated phenomenon in the class of communication verbs. In another sub-set, i.e.,
verbs of explaining (%% vs.3p" ), asimilar patterning is found, whereby the
incremental theme is overtly coded in the presence of atopic-theme:

(25) Incremental Themeinthe Useof %%

i eiiR] RS [P P FIPE ]
| |

Theme Incremental Theme
[topic] [verbal product]

The arising of some kind of an end product through the process of verbal
communication seemsto be characteristic of the group of communication verbs.

3.5 Nominalization and Event Focus

When communication verbs are nominalized, they may refer to different portions
of the event structure. With a simple eventuality, such as 3+ # , nominalization
normally refersto the on-going process, a nominal activity. With a complex

13
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eventuality, such as f#f#/3Lp? , nominalization may refer to the verbal product arising
from verbal activity, or the activity itself. As shown below, in (26a), the modifier #:t
7] ‘energeticaly’ can only characterize the process of 313, focusing on the activity
nominal, whilein (26b), the modifier # ¥ ‘simple’ appliesto the verbal product,
and in (26c), either the activity or the product may be the focus of modification:

(26) Nominalization with Different Event Focuses

a. Nominal Activity
B R R A
b. Verba Product
e fRRRALP i H
c. Both
#cZlend 2 (Nomina Activity)
i H 42 (Verba Product )

With verbs of communication, the grammatical process of nominalization
profiles different ‘event focuses, that is, the focus of the nominalization, as revea ed
by the scope of the modifier, may fall upon different portions of the event structure

4. Semantic Representation with MARVS

The representational scheme proposed in Huang et a (2000), namely, the
M odule-attritbute Representation of Verbal Semantics (MARVS), triesto trandate all
detectable verbal information into two categories: information pertaining to event
types (the Event Module) vs. information pertaining to participant roles (the Role
Module). And further semantic distinctions within each module can be coded as
Event-internal or Role-interna attributes. The above-mentioned semantic distinctions
characteristic of the Mandarin verbs of discussion (31 /7 £ ) can be represented
within the MARV S framework as follows:

(27) MARVSfor #4%/% £

Verb Event Module Role Module
Event Internal Attribute Role Internal Attribute
=4 process //// <DiscussantA gent>
<TopicTheme >
PE bounded process - ////- <DiscussantAgent>:
[control/authority]
<Incremental Theme>:
[solution]

14
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The two verbs differ in event types, oneisatypical process verb; the other isa
bounded process with a potential endpoint. Asfor core participants, they both take a
discussant-agent as the subject, but 313 takesatopic-theme as the object, whilef

& prefersanincremental theme. In addition, 7 € imposes further semantic
requirements on both participants. The agent of 7 £ is specified with the feature
[control/authority], to show that it has to hold authority over the issue being discussed,
and the incremental theme is some kind of a‘solution’, an outcome dependent of the

AREE R AP AR LR RS R e s
W, EmAa T U P EEE A A RN R T 4T o AP LT
e Al g ene Bk i (caused state) , T A& F] ) (CAUSE) 2 B & % 4 4
TEMEE VIR BERPOFELRA M EFRERILHEY TR RFLTT
4 % B hip B 14 - 1995 Levin & Rappaport (1995)%,# 3% 7 2 4 $5392% & 4 it
#o et 2 ey B “externaly caused” A % f ¢ Fen* 2 P S “Intema“ycaused
24 7r g1 causation 1F 5 S A B 3 0 R A R J

[ %I;}:i/,,\ﬁ-

FEALY cause B I PP B 5 externally caused, 4 cause # JVIR P A& ¢ A
- Z_j externa cause- Cause ¥ i 4 A e g2 £ 4 N> T ke ¥
Sl E ARG — causer, ,m H AT N 4eT o

D) g
(2) EAR f‘i)\ j‘i

g5
(3) £ 4] P %

{% % % -- causative use
M —transitive
& F —intransitive

Ay T4 B BT s VR causativeuser'v’wﬁ—”r,ﬁ,%?éﬁ%

%%’?Iﬁf‘%;{g”rﬁfé ﬁ% Ll‘ l’}lj t‘/_‘l :; “ﬁ.";:‘éb/” Eﬁ‘E i% '*&' L’gégﬁ;,“ﬁi‘;‘i‘”‘)- 1} TFIL’J> EEQ
7 - ®causem ¥k, ¥ i cause  f 2 b R, Ifumﬂ;;\ﬁfan\cau&ative

use.ig s A Fles A g ”“;‘&-‘?ff”bt’“ﬁﬁﬂéb”mf’a?i?%éa“—f :

! Unaccu&atlwty At Syntax-Lexical Semantics Interface by Beth Levin and Maka Rappaport Hovav
2 247 l'*ﬂfﬂw i lFR FRRkRL M (15T Levin & Rappaport i ”"’T}J’] A R P, A R &,%_7\
L NPE’t1 \ [ ER Ey‘#ﬁ:’?j KPR .
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% & (112) 4544 (38)
1. Causative- 2 & i 1 |21(19%) 2(5%)
2. +NP 53(47%) 8(21%)
3.4+ target 4(4%) 3(8%)
Bt 78(70%) 13(34%)
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PR EER > AP gF G Fexternal cause = 23 NI 2V g
internally caused,4c ] (4)(5)(6)(7), Fr P, 2% o8 LV i v 1wz (s 4 iﬁh@’; YE¥é ),

£ TR (6L RS A F)

(4) 5 PARABEF I Lo TR E RS 2

(5) #hpbf 2 kbt L Bend £
(6) iF % bpds

AR I AT > BT e P > BB9ghia 3 )

G

Fo oA F R e 3 - wF R ET

% (112) 4544 (38)

‘envy’ ‘jedlous
Mention (NPor S) |100% (112) [|45% (17)
No Mention 0% (0 [|55% (21

fogg

+ o 1P 4 . PPN .
F o NP EI T S

> -

® &=

#¢ © externally caused verb
¥54% 5 © internally caused verb

<

Bt P S AR BT RFP e AP F TR

® CAUSE e i
a) Verbsof sympathy

e 15-(131) 4% (19)

‘sympathize with’ |* pity’
Mention (NPorS) (82% (107) 16% (3)
No Mention 18% (24) 84% (16)
b) Verbs of Anger

24 % (285) i (111)

Mention 56%  (160) 38% (42
No Mention |44%  (125) 62% (69)

16



c¢) Verbs of Fear

3 17(259) 2 1 (141)
Mention 73% (188) 63% (89)
No Mention |27%  (71) 3%  (52)
d) Verbs of Sadness

%< (134) £ (51)
Mention 52%  (70) 31% (16)
No Mention |48%  (64) 69% (35
€) Verbs of Depression

i (223) 7 & (436)
Mention 40%  (90) 17% (73)
No Mention [60% (133) 83% (363)

Bk ERRE G ﬁvrﬁgﬁ{aﬁﬁm

Foib ek &
7t i 3

7%

sk (pragmaticaly marked) efFiEde o M 3t ek £ vk
5 SIS AR S
oA E E TS

PRGN s A N AR 5 TR B
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B THeEM ) LEGSER A2 (MARVS Representation)

Verbs Event Module Role Module
Event Internal Attribute|Role Internal Attribute

Pragmatically |Inchoative state <Experiencer, Target, Cause>

unmarked - |
LS~ [external]
Pragmatically |Homogeneous state <Experiencer, Target, Cause>
marked _ |
Wb 5E [internal]

2.7 B Al —R# % H 3 (Verbs of Spatia Configuration)
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B B ;
3 Agent 1R 6 (6/35 = 17%) 73 (73/228 = | 16(16/29 = 55)
32%)
o EICHINE | G F A p R | ARERT R
FERTLFR | GRS CREF | S
EE LA
fo &b i 8/35(.%) 23%) 78/228 (5 34%) 3 £ 3/29( &
10%)
3 8 63 (63/228=28%) |3
B BT RF PR E- P 290/ FER D
o
7 0 15 0
&) : NA B H 24 g | NA
&

Locative Inversion

10 (4 29%)

57 (4 25%)

2 (4 %)
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FTR TR K
38 4

W R PR E i
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e d v R
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EARAGIE TR E TR Ak mid Fooa T den® 2 B8 & A5
A ED  [XACT (ONy) b i > 5500 F ph 3 o i b e it F 1 Agent »
Foobo Ay g oens R B2 S MARVS (h& > (937 T o

SRR
o | ¥R 84 e
TP R e ppR
% Simplex Event — <theme, location>
I
[- agent control]
# Complex Event - /I/- — <theme, location>
I
[+ agent control]
fh Complex Event - ///- <agent, theme, (location)>
I I
[+ agent control] location can be [+ directional]
TR B foiE- By L - XFEP FTEEEel | AT&RF DR

PP OPDFFLLEDES o APF RIS B FEXFOLIRHE 0 BT I~
BAaE R TR B B RY Y S MR R AF e T il
Pt TR PA BRI F S G PR e Rk o ek R Y MARVS R
WARE (3F ST AT U KR AT PEE IR c e e AR
2 N Iiﬁ— Ja ©

% = %4 : FrameNet, HowNet, £ Levin #3435 B

2 ‘I’B fLﬁ“F’% ERagelk & I’{”‘Z FrameNet 22 Beth Le\/ln(1993)mﬁv A \;T s 4R /ﬁ
Lo ?\%& e 2Rt AE o

—‘¢ﬁ~§
74 *{&4, F 0 4o 4 47n o FrameNet ¢ 4 13 B 4 %] 547 5 (domains),
60 =2 (frames) -7 1,905 @38 (lemma) » 4+ 5 = & - HowNet ¥ & 7 5 2
BL&g > FT 4 13%] ¥ 116,533 B - Beth Levin ehsggd - &
749 B4 Y ’iiipf’\ AN 1P 4K % £ 4199 B o

F_L

FrameNet Levin HowNet
K i 3 1-4 4-13
Bt dpnl#c (13 49 2
25 (token) (1,905 4,199 116,533
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=~ F\ 2:
’&_F\EEIR”;\J’JlL::‘F‘TéJ}a?»P\?"izr"fz\
FrameNet| Levin HowNet
® 2 \' \' \'
v o2 v
A v v
B feapise v v
FREd v v
7 3 v v
P EER v
&) w? \% \%
Hp v v
B \% \Y

FrameNet {- Levin ¢ M #E 2 @4 7 A 8 enihen AP0 7RG IRT > % 5 55
SR o s SR BB PG B2 Y Ap e 3 R B e 2 P 0 Levin
gL Y BiEF N N E R 0 MR oA B kT A 4e FrameNet v

HowNet - #£ % :F & & ¢ ot & - FrameNet ¥ & A&7 7 &2 he+ > 2 Adp!
DA g HowNet ® 54 % 2304 F 8239 FHALd S 1 A8 L

T

ERNN A
FrameNet rds o3 w5 L2 & #F i & 37 (static verbs) » )4 be, belong,
compare, include; begin, exist, fail % % - jik i # 39 (state verbs) & # 3% # A 4F 5 2
% 3 (adj.) > »l4e : long, lucky, sad- FrameNet t 3 > B> HowNet + 1l {5
#o#::9 ) (actverbs) > ¥ % B>t T #+#3  (ActSpecific) - HowNet # #p B e
RFLUE DS ARULRS  FLE 2 EFEEF LS F0 ARG AR
RAFBEA B B FARFT PABTERST B A ER
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