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Abstract

It is known that the Kalman equalizer
(KE) has superior efficiency than the
finite impulse response (FIR) equalizer.
Because of the high computational
complexity problem, the KE has not
widespreadly used. This project proposes
an efficient algorithm overcoming this
problem. Using a novel method, we
derive a closed-form expression for the
steady-state Kalman gain. This
steady-state Kalman gain isthen used in

the filtering process. Using this approach,

no matrix operations are required and a
tremendous reduction in computation is
obtained. It can be shown that the
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computational complexity for the
conventional KE is on the order of O(N?)
where Nisthe filter length, while that for
the proposed KE is on the order of O(N).
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Adaptive channel equalization has been an
important research issue in signal processing.
General approachesto this problem involve
the use of an finite-impulse-response (FIR) or
infinite-impulse-response (1IR) filter. The
advantage of the FIR equalizer is that many
adaptive agorithms are available and the
behavior of the equalizer is well-understood.
Probably, the most popular adaptive
algorithm is the least mean square (LM S)
algorithm. This algorithm has a simple
structure and the computational requirement
islow.

It is know that the lIR filter is more
efficient than the FIR filter. It can equalize a
channel with less tap-weights. However, the
adaptive IR filter have stability problem.
Another solution to the IR equalization
problem is the use of the Kalman filter. The
Kaman filter is known to be stable and fast
converging. However, its computational
complexity is still high. Lawrence and
Kaufman [1] first proposed to apply the
Kaman filter in equalization. Luvison and G.
Pirani proposed to adaptively adjust the
Kaman gain [2] using the LM S algorithm.
Using this approach, no matrix operations are



required. However, the convergence is slow
and the MSE islarge. Mulgrew and Cowan
[3] proposed another structure that a channel
identification algorithm isrunin parallel with
the Kalman filter. Although this algorithm
can yield good results, the high

computational complexity problem still
remain.

Let H=[h(0) h(1) ... h(M-1)] " bethe
impul se response vector of the channel,
X(n) be the channel output, Sn)=[s(n)
§n-1) ... s(n-M+1)] " istheinput vector,
and v(n) isthe channel noise . Then, the
output can be written as
x(n)=H" §n)+vn). (1)
Let §n) be the state vector. We then have
a state space representation as follows:
=G n-)+sn)b (2
where Gisa MxM shift matrix and b=[10...
a " . Thus, we have obtained the state and
measure equations and the Kalman filter can
be applied.

The idea behind our method is the

equivaence of the Wiener and Kalman filters.

Using this equivalence, we can explore the
relation between the steady-state Kalman
gain and the Wiener solution. Dueto the
special structure of the state transition matrix
in (2), the relation can be identified. Once the
relation is defined, the Wiener solution can
be exactly solved to obtain the steady-state
Kaman gain. Let x(n) be the filter input, a(n)
be the desired signal, and W(2) be the
ztransform of the Wiener filter. Then,
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Where g isaconstantand R,’(2) denote

the causal part of the ztransform of the
correlation function between x(n) and y(n).
The transfer function in the bracket of (4) can
be easily evaluated if the channel responseis
known. From some derivations, we have
found that the steady-state Kalman gain
corresponds to a partial response of (4). Let
the transfer function of the Kalman gain be

G(2). Then

s, €éz'H(z")u
€ ¥y, u
9 6R,(ZY q,

G(9 =

where s ? isthevariance of the transmitted
symbol, H(Z2) isthe ztransform of the
channel response, and ¢t isthe allowable
delay. Notethat R,'(2) correspondstoa

causal 1IR whitening filter. Thisfilter can be
obtained by the spectral factorization method.
Of course, thisis not desirable. By
approximating the whitening filter asan FIR
filter, we can apply the Levinson-Durbin
algorithm to identify its coefficients. This
resultsin avery efficient algorithm. The
conventional and proposed Kalman equalizer
isshown in Figs. 1-2. we carry out some
computer simulations to demonstrate the
efficiency of the proposed agorithm. We
consider awireless multipath channel shown
in Fig 3. The equalized results are shown in
Fig. 4 and the complexity comparison is
shownin Table 1.

In this project, we have proposed a novel
Kaman algorithm. The distinct feature of
thisalgorithm isits efficiency. We have
accomplished 90% of the work listed in the
original proposal. The result can be published
in the international journal.
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Fig.2 The proposed Kalman equalizer
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. 4 The output SNR of the proposed algorithm

PEF : prediction error filter
Efficiency: SNR_proposed/SNR_conventional

MULC: multiplications required for the conventional
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MULP: multiplications required for the proposed
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