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The shuffle cube and its generalization
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Abstract

Many interconnection network
topologies have been proposed in the
literature for the purpose of connecting

hundreds or thousands of processing
elements. Network topology is aways

represented by a graph, where nodes
represent processors and edges represent
links between processors. Network topology
is a crucia factor for interconnection
networks since it determines the performance
of a network. The hypercube is one of the
most popular topologies. However, Q, does

not make the best use of its hardware in the

following sense: given N= 2" nodes and n|2\l

links, it is possible to fashion networks with
lower diameters than the hupercubes’s
diameter n. Hence, many variations have



been proposed, such as the twisted cube, the
crossed cube, and the Md&bius cube. The
major purpose of these variations is to lower
the diameter but to keep many good
properties of the hypercube. With these
variations, the diameter is improved
approximately a factor of 2. More precisely,
the diameter of the n-dimensional hypercube
is n but the diameters of the n-dimensional
twisted cube, the n-dimensional crossed cube,

and the n-dimensional Mo&bius cube are
n+1

{T—l This is achieved by forfeiting some
of the hypercube’s high degree of symmetry
and redundancy.

In our recent paper, accepted by
Information Processing Letters, a variation of
the hypercube, called the shuffle cube, is
proposed. The n-dimensiona shuffle cube is
denoted by SQn. SQn, which can be
constructed recursively, is proved to be an
n-regular graph with

Moreover, the diameter of SQ, is H—l+3.

connectivity n.

Yet, many other topological properties are
not studied.

In this project, we are investigate more
topological properties of the shuffle cube. In
particularly, we found the wide diameter,
fault hamiltonianicity, and the generaization
of the shuffle cubes.

Keywords: interconnection networks,

hypercubes, diameter, fault-tolerant, wide
diameter, Hamiltonian cycle, connectivity
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Network topology is a crucia
factor for interconnection networks

since it determines the performance of a

network. Many interconnection network
topologies have been proposed for
connecting processors in
multi-processor systems. The hypercube
is one of the most popular topologies
[1,15,18,24,25,28,29].

hypercube does not make the best use of

However, the

its hardware. Hence, many variations
have been proposed, such as the twisted
cube [6,19,26], the crossed cube
[7,13,14], and the Mdbius cube [10,11].
The major purpose of these variations is
to lower the diameter but to keep many
good properties of the hypercube. With
these variations, the diameter is

improved approximately a factor of 2.

Recently, Li et a.[27] proposed
another variation of the hypercube,
caled the shuffle cube. The
n-dimensional shuffle cube is denoted
by SQn. SQn, which can be constructed
recursively, is proved to be an n-regular

graph with connectivity n. However, the
diameter of SQ, is [2}3. Y et, many

other topological properties is not
studied. In this project, we are going to
investigate more topological properties
of the shuffle cube. In particularly, we
are interesting in the wide diameter,
fault  hamiltoniancity, and the

generaization of the shuffle cubes.

The wide diameter, proposed by



Hsu [20], of an interconnection network
topology is an indicator for the network
performance. It arises from the study of
routing, reliability, randomized routing,
fault tolerance, and other
communication protocols in paralel
architecture and distributed computer
networks. Assume that G=(V,E) is a
graph with connectivity x. It follows
from Menger's theorem that there are «
internally vertex-digoint (abbreviated as
digoint) paths between any two vertices.
Given any two vertices u,v of G, let
C(u,v) denote the set of al x digoint
paths between u and v. Each element of
C(u,v) consists of k digoint paths. For
any element x € C(u,v), let 1(x) denote
the longest length among the « digoint
paths of x. Then d, (u,v) is defined as
min!(x) . And the wide diameter of G,

xeC(u,v)

denoted by D(G), is defined as

rpgxdk (u,v).
The ring structure is important for
distributed computing. It is useful to
construct a hamiltonian cycle or ring
structure in the network. The faulty
network is practicaly meaningful
because node faults and link faults may
happen when a network is used. A graph
G is k-hamiltonian if G-F remains
hamiltonian for
FcV(G)UE(G) with

every
|F Kk

Obvioudy, k <deg(G)-2.Wecadl the
graph optimal fault hamiltonian if k =

deg(G)-2.

In this project, we want to show
that the wide diameter of the
n-dimensional shuffle cubeis D(SQn)+C,
where D(G) is the diameter of graph G
and C is a constant. And we also want to
show that the shuffle cube is optimal

fault hamiltonian graph.
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(Wide diameter)™" 3% %7+ Proceedings of the

IASTED International Symposia,
Applied Informatics, Symposium 2,
Networks, Paralel and Distributed
Processing, and Applications, pp.
402-407 -

2. S E F’\EE? o B2 O % (Fault-tolerant
Hamiltonian) - 2§ {9 v J& & W 58 & &
Proceedings of the 19th Workshop on
Combinatorial Mathematics and
Computational Theory, pp. 110-119 -



N, FFEERBF

ERE =R RS NS Elfﬂf”j"fﬁ Bl
w1 HyEy, AT EERR], RS RE
= PR U, S vﬁ%i e
114 3 :{?‘1 IJ 1 EJ@

i A FEI ﬂI'F'ﬁ’“'i?‘}ﬁii*ﬂ*t‘ﬂéﬁﬁ}%'j'“ﬁ’ﬁ%}ﬁlﬂ
- BRI W0 I, IS
ﬁt‘ﬂ@’ﬁf FLEE‘ EW{\ BROFTRU T I, ﬂ*”ﬁ»‘”‘i?ﬂﬁ

F 5 B guﬁ ﬁﬁ,ud} B *”Jt'blﬁ’ T JTEJJ%;

PSS, eIt L R R R
aIE| u%ﬂ ﬂjﬁa 5 “;.Hf I/:lrt ﬁ?}?ﬁ ﬂfﬁﬂpﬁ?#
ﬁ"rf"’?“’“ﬁf R e S R
ﬂ*ﬁlrﬁ EETIJ’WF jrﬁ_ﬂ FTFJ”H@‘, [/J_EF'HTflﬂ
., 8EXM

[1] S. Abraham and K.

““Performance of the direct binary n-cube

Padmanabhan,

network for multiprocessors,” |IEEE
Transaction on Computers, vol. 38, no. 7,
pp.1000-1011, July 1989.

[2] S. Abraham and K. Padmanabhan, ~The
twisted cube topology for multiprocessors:
A study in network asymmetry," Journal of
Parallel and Distributed Computing, vol.
13, pp. 104-110, 1991.

[3] A. Al-Amaway and S. Latifi, —~Properties
and performance of folded hypercubes,”
IEEE Transactions on Parallel and
Distributed Systems, vol.2, no. 1, pp. 31-42,
Jan. 1991.

[4] V. Auletta, A.A. Rescigno, and V. Scarano,
“Fualt tolerant routing in the supercube,”
Prallel Processing Letters, vol. 3, no. 4, pp.
393-405, 1993.

[5] L.N. Bhuyan and D.P.
“Generalized hypercube and hyperbus

Agrawal,

structures for a computer network," 1EEE
Transaction on Computers, vol. C-33, pp.
323-333, Apr. 1984.

[6] C.P. Chang, JN. Wang, and L.H. Hsu,
““Topologial Properties of Twisted Cubes’,

Information Sciences, vol. 113, pp.

147-167, 1999.
[7]1 CP. Chang, T.Y. Sung, and L.H. Hsu,
“Edge congestion and topological
properties of crossed cubes," IEEE Tran.
Parallel and Distributed systems, vol. 11,
no. 1, pp. 64-79, Jan. 2000.
[8] F.B. Chedid and R.B. Chedid,

variation on hypercubes with smaller

A new

diameter," Information Processing Letters,
vol. 46, pp. 275-280, July 1993.

[9] F.B. Chedid,
cube," Information Processing Letters, vol.
55, pp. 49-52, 1995.

[10] P. Cull and S.M. Larson,
dynamic performance of the Mobius
cubes," PARLE'93: Parallel Languages
and Architectures Europe, pp. 92-103,
Springer-Verlag, 1993.

[11] P. Cull and SM. Larson,

On the generalized twisted

“Static and

“The Mdbius
Cubes," IEEE Trans. Computer, vol. 44, no.
5, pp. 647-659, May 1995.
[12] P. Cull and S.M. Larson,
twisted cubes,"

““On generalized

Information Processing
Letters, vol. 55, pp. 53-55, 1995.

[13] K.Efe, A Variation on the Hypercube with
lower Diameter," |IEEE Trans. Computer,
vol. 40, no. 11, pp. 1312-1316, Nov. 1991.

[14] K. Efe, "The Crossed Cube Architecture
for Parallel Computing,” |EEE Trans.
Parallel and Distruibuted Systems, vol. 3,
no. 5, pp. 513-524, Sept. 1992.

[15] A.H. Estafahanian, ~ Generalized measures
of fault tolerance with application to n-cube
networks,"  IEEE
Computers, vol. 38, no.11, pp. 1585-1591,
1989.

[16] A.H. Estafahanian, L.M. Ni, and B.Sagan,
“The twisted N-cube with application to

Transaction on

multiprocessing,” |IEEE Transaction on

Computers, vol.40, no. 1, pp. 88-93, Jan



1991.

[17] F. Harary, Graph theory, Reading, MA:
Addison-wesley, 1972.

[18] F. Harary, J. Hayes, and H.J. Wu, A
survey of the theory of hypercube graphs,”
Computers and Mathematics, vol. 15, pp.
277-289, 1988.

[19] Hilbers, P. A. J., Koopman, M. R. J., and
van de Snepscheut, J. L. A. “The twisted
cub," Parallel Archetectures Languages
Europe, Lectue Notes in Computer Science,
pp. 152-158, June 1987.

[20] D. Frank Hsu, =~ On Container Width and
Length in Graphs, Groups, and Networks,"
IEICE Trans. Fundamentals, vol. E77-A,
no. 4, pp. 668-680, 1994.

[21] W.T. Huang, Y.C. Chuang, L.H. Hsu, and
JM. Tan, ~On the Fault-Tolerant
Hamiltonicity of Crossed  Cubes,"
Proceedings of 1999 National Computer
Symposium, pp. A411-416, 1999.

[22] MS
Krishnamurthy, “Fault diameter of

Krishnamoorthy and  B.

interconnection networks," Comput. Math.
Appl, vol. 13, pp. 577-582, 1987.

[23] P. Kulasinghe, ““Connectivity of the
Crossed Cube" Information Processing
Letters, vol. 61, pp. 221-226, Feb. 1997.

[24] S. Latifi, " Combinatorial analysis of the
fault-diameter of the n-cube” IEEE
Transaction on Computers, val. 42, no. 1,
pp. 27-33, 1993.

[25] F.T. Leighton, Introduction to Parallel
Algorithms and Architectures. Arrays,
Trees, Hypercubes, San Mateo, Cadlif.
Morgan Kaufmann, 1992.

[26] T.K.Li, JM. Tan, L.H. Hsu, and T.Y. Sung,
“Optimum congested routing strategy on
twisted cubes," Journal of Interconnection
Networks, vol. 1, no. 2, pp. 115-134, 2000.

[27] T.K.Li,JM. Tan, L.H. Hsu, and T.Y. Sung,
“The shuffle  cubes and their
generalization," accepted by Information
Processing Letters.

[28] O.A. McBryan and E.F. van de Velde,
“Hypercube algorithms and

implementation," SAAM  Journal on
Scientific and Satistical Computing, vol. 8,
pp. 227-287, 1987.

[29] Y. Saad and M.H. Schultz, " Topological
Properties of  Hypercubes" |IEEE
Transaction on Computer, vol. 37, no. 7,
pp. 867-872, July 1988.

[30] CL. Setz, “Concurrent VLS
architectures” |IEEE Transactions on
Computers, vol. 33, no. 12, pp.1247-1264,
Dec 1984.

[31] A. Sen, “"Supercube: An optimally fault
tolerant network architecture," Acta Inform.,
vol. 26, pp. 741-748, 1989.

[32] JJ. Sheu and L.H. Hsu, “Fault Diameter
for Supercubes," Parallel Processing
Letters, vol. 9, pp. 21-30, 1999.

[33] K. Wada, T. lkeo, K. Kawaguchi, and W.
Chen, “Highly Fault-Tolerant Routings and
Fault-Induced Diameter for Generalized
Hypercube Graphs," Journal of Parallel
and Distributed Computing, vol. 43, pp.
57-62, 1997.

[34] TK. Li, JM. Tan, and L.H. Hsu, (2002),
“Fault  Hamiltonicity of the Shuffle
Cubes,” Proceedings of the 19th Workshop
on Combinatorial Mathematics and
Computational Theory, pp. 110-119.

[35] T.K. Li, JM. Tan, and L.H. Hsu (2001),
"Wide Dimeter of the Shuffle Cubes,"
Proceedings of the IASTED International
Symposia, Applied Informatics, Symposium
2, Networks, Paralld and Distributed

Processing, and  Applications, pp.



402--407.



FRERATFFELRERA P ERFTIHEAFHEL
S5 356 356 35 356 35€ 356 356 356 346 35 386 356 8 36 35 346 3008 6 RO HK
% %

(] (]
xR G H - A xR
... ...

(] (]

P B P I P AR A P P P S

FhEyscmEHAyE OFEIVE
T E %E CNSC 90—2213—E—009—148—
HEYPREF 90 8F 1pi 91& 7% 31F

PEAFA RS
ER SR RS-

FESBEAR 2Rt IR

Ao RARL E R T SR 2
(AR B L ARy {2 -
CJA A HE RDL8FY SHEFL - »
(IR REE g R THRLZF L2 H2 -6
OR% s eE LRI PiHEE - 5

RN RE S e

Poox X K 91=&% 10 p



