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A multi-system heterogeneous overlayed wireless network with multiple wireless 

access technologies is deemed a key part of 4G networks. In addition, data broadcast is a 
promising technique to improve the bandwidth utilization and to conserve the power 
consumption in a mobile computing environment. However, most of the prior studies in 
data broadcast only deal with issues in a single-system wireless network (i.e., in a net-
work with one or multiple broadcast channel(s)), and therefore, these prior approaches 
cannot be directly used in a multi-system heterogeneous overlayed wireless network. In 
view of this, we propose in this paper a two-phase algorithm, named algorithm Lay-
ered-Cutting, to address the problem of broadcast program generation in a multi-system 
heterogeneous overlayed wireless network. Specifically, in inter-network data allocation 
phase, algorithm Layered-Cutting allocates a set of data items to each subnetwork. Then, 
in intra-network data allocation phase, algorithm Layered-Cutting generates one broad-
cast program for each subnetwork according to the number of channels in the subnet-
work and the properties (including data access probabilities and object sizes) of the data 
items allocated to the subnetwork. To evaluate the performance of algorithm Layered-   
Cutting, several experiments are conducted. The experimental results show that algo-
rithm Layered-Cutting is able to efficiently generate broadcast programs of high quality 
for a multi-system heterogeneous overlayed wireless network.    
 
Keywords: data broadcast, heterogeneous overlayed network, mobile computing, mobile 
data management, ubiquitous computing   
 
 

1. INTRODUCTION 
 

A multi-system heterogeneous wireless network with multiple wireless access tech-
nologies is deemed a key part of 4G networks [1, 2]. A 4G network can be conceptually 
visualized as a collection of multiple independent access subnetworks. This vision lev-
erages the relative merits of multiple cellular access systems, with significant heteroge-
neity in their individual characteristics such as coverage area, transmission range and 
channel bandwidth. By using multiple, physical or software-defined radio interfaces, 
mobile devices are able to switch between these wireless access technologies to obtain 
better service quality. In ubiquitous computing environments, the service providers 
should take advantage of the relative merits of different subnetworks to provide high 
quality network access at anytime in anywhere. 
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In order to provide power conserving and high scalable services in a mobile envi-
ronment, a data delivery architecture in which a server continuously and repeatedly 
broadcasts data to a client community through a single broadcast channel was proposed 
in [3, 4]. Related research issues about broadcast-based information systems have at-
tracted a considerable amount of studies, including broadcast program generation [3, 5], 
on-demand broadcast [6-8], data indexing [9, 10], location-dependent data broadcasting 
[11, 12], dynamic data and channel allocation [13, 14], and dependent data broadcasting 
[15-18]. 

Unfortunately, most of the prior studies in data broadcast only deal with data index-
ing, broadcast program generation or other issues in a single-system wireless network 
(i.e., in one network with one or multiple broadcast channel(s)). Therefore, the ap-
proaches proposed by these studies cannot be directly used in a multi-system heteroge-
neous overlayed wireless network. We argue that with the development of 4G networks, 
designing a proper scheme to employ data broadcast on multi-system networks will be-
come an important issue in the development of mobile information systems. 

In view of this, we propose a two-phase algorithm, named algorithm Layered-Cut- 
ting, to address the problem of broadcast program generation in a multi-system hetero-
geneous overlayed wireless network. Specifically, algorithm Layered-Cutting consists of 
two phases: inter-network data allocation and intra-network data allocation, and cooper-
ates with a designated traditional broadcast program generation algorithm for a single- 
system network. For better readability, the employed traditional broadcast program gen-
eration algorithm for a single-system network is referred to as algorithm BPG-Single 
(standing for Broadcast Program Generation for Single-system networks) in the rest of 
this paper. In inter-network data allocation phase, algorithm Layered-Cutting allocates a 
set of data items to each subnetwork. Since broadcast program generation algorithms are 
usually of high complexity, for better scalability, the times of executing algorithm BPG-  
Single should be minimized. To achieve this, algorithm Layered-Cutting employs an 
overall average access time estimation method to estimate the quality of different data 
allocation settings, and determines a data allocation setting with smaller estimated over-
all access time as the result of inter-network data allocation phase. After determining a 
proper data allocation setting in inter-network data allocation phase, algorithm Layered-  
Cutting steps into intra-network data allocation phase to generate one broadcast program 
for each subnetwork according to the number of channels in the subnetwork and the 
properties (including data access probabilities and object sizes) of the data items allo-
cated to the subnetwork. To evaluate the performance of algorithm Layered-Cutting, sev-
eral experiments are conducted. The experimental results show that algorithm Layered-  
Cutting is able to efficiently generate broadcast programs of high quality for a multi-sys-     
tem heterogeneous overlayed wireless network. To the best of our knowledge, there is no 
prior work considering data broadcast on heterogeneous overlayed networks. This char-
acteristic distinguishes this paper from others. 

The rest of this paper is organized as follows. First, problem description and formu-
lation are given in section 2. Then, the details of algorithm Layered-Cutting are shown in 
section 3. Section 4 shows the experimental results, and finally, section 5 concludes this 
paper.  
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2. PRELIMINARIES 

2.1 System Model 
 
Consider a multi-system heterogeneous overlayed network N = {N1, N2, …, N|N|} 

consisting of |N| subnetworks, and suppose that these subnetworks are ordered by the 
sizes of their coverage areas in ascending order. To facilitate the following discussion, we 
make the following two assumptions. 
 
1. The service area of subnetwork Ni is totally covered by that of subnetwork Nj if j > i. 
2. When being able to connect to subnetwork Ni and subnetwork Nj simultaneously, users 

prefer using subnetwork Ni than using subnetwork Nj if j > i. 

     
(a) General system model.                     (b) Example. 

Fig. 1. Multi-system heterogeneous wireless networks. 
 

With the above assumptions, a general system model of multi-system heterogeneous 
overlayed networks is shown in Fig. 1 (a), while an example is shown in Fig. 1 (b). These 
two assumptions hold in many cases. As mentioned in [19], wireless networks with larger 
coverage areas are usually of higher connection fee and of lower bandwidth than those 
with smaller coverage areas. For example, the service area of a GPRS network is larger 
than the service area of a Wi-Fi network, and the service area of a Wi-Fi network is usu-
ally totally covered by a GPRS network. In addition, when being able to connect to these 
two networks, users usually prefer using the Wi-Fi network rather than using the GPRS 
network since Wi-Fi networks are cheaper and of higher bandwidth than GRPS networks. 
Interested reader can refer to [19] for the more descriptions of multi-system heterogene-
ous overlayed networks. 

 
2.2 Problem Description and Formulation 

 
Suppose that in subnetwork Ni, the service provider allocates Ci channels to provide 

the data broadcast service and the bandwidth of each channel is Bi. Suppose that the da-
tabase D contains |D| data items, D1, D2, …, D|D|. Also let the size of Di be si and let the  
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Table 1. Descriptions of used symbols. 

Symbol Description 
Ni the ith subnetwork 
Ai size of the service area of the ith subnetwork 
Ci number of broadcast channels in subnetwork Ni 

Bi Bandwidth of one broadcast channel in subnetwork Ni 

Di the ith data item 
si size of Di 

li time to broadcast Di 

pi access probability of Di 

Cuti the ith cutting point 
BPG-Single the selected broadcast program generation for single-system networks 

 
access probability of data item Di be pi. For better readability, the descriptions of symbols 
used are listed in Table 1. 

Two metrics, access time and tuning time, are introduced in [4] to evaluate the per-
formance of broadcast programs. The access time is the time elapsed from the moment a 
client issues a request to the moment all the relevant data are read. The tuning time is the 
amount of time spent by the client listening on the broadcast channels, which is a meas-
urement of the power consumption. In this paper, we take the access time as the meas-
urement of the performance of broadcast programs. Note that in broadcast environments, 
“a user issues a request” does not mean that the mobile device has to explicitly issue a 
data request to the server. In fact, it means that the user issues a data request to the “mo-
bile device,” and the mobile device will tune to the broadcast channel, wait for the ap-
pearance of the required data item and retrieve the required data item from the broadcast 
channel. 

As mentioned in [20], in a single-system network with one broadcast channel of 
bandwidth B, to minimize the overall average access time, instances of each item have to 
be equally spaced, and the broadcast frequency of data item Di should be proportional to  

,i

i

p
l  where li is defined as the time to broadcast Di in the broadcast channel. That is, li is  

equal to is
B  where B is the bandwidth of the broadcast channel. This result is also called  

square-root rule. When square-root rule is satisfied, the lower bound of overall average 
access time is 
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On the other hand, if the network contains multiple channels, say ChannelNo broad-
cast channels, the lower bound of overall average access time will be 
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In addition to derive the above theoretical results, the authors in [20] propose a 
probabilistic broadcast program generation algorithm to generate broadcast programs in a 
single-channel environment. They also extend the proposed algorithm to a multi-channel 
environment. For ease of presentation, we assume that all data items have been reordered  
according to their 

i

i

p
l  values in descending order in the rest of this paper. 

We now consider the cases in a multi-system heterogeneous overlayed wireless net-
work. We first observe the case that data items D1, D2, …, D|D| are broadcast in a multi- 
system heterogeneous overlayed wireless network consisting of two subnetworks, N1 and 
N2. Since N2 is of the largest service area, all data items have to be broadcast in N2 in 
order to provide the highest data availability. On the other hand, to minimize the overall 
average access time, N1 will only broadcast some data items with high broadcast frequent- 
cies (i.e., high 

i

i

p
l  values). Therefore, we have to determine a cutting point Cut1 so that  

data items from D1 to DCut1 are broadcast in N1 and data items from D1 to D|D| (i.e., all 
data items) are broadcast in subnetwork N2. Here we say that data items from D1 to DCut1 
are allocated to subnetwork N1 and data items from D1 to D|D| are allocated to subnet-
work N2. Since access time is taken as the performance metric, we should determine a 
proper value of Cut1 to minimize overall average access time. 

We then extend the above observation to a more general case with |N| subnetworks. 
When we have to broadcast data items D1, D2, …, D|D| in a multi-system heterogeneous 
wireless network consisting of |N| subnetworks, N1, N2, …, N|N|, we shall first determine 
the values of |N| − 1 cutting points, |Cut1|, |Cut2|, …, |Cut|N|-1|, where Cuti ≤ Cutj when i < 
j. Then, for i = 1, 2, …, |N| − 1, data items from D1 to DCuti are allocated to subnetwork Ni. 
All data items are allocated to subnetwork N|N|. Hence, we have the following definition.  
 
Definition 1  A cutting configuration is defined as a setting of the values of Cut1, 
Cut2, …, Cut|N|-1 so that (1) Cuti ≤ Cutj if i ≤ j and (2) 1 ≤ Cuti ≤ |D| for all i.  

 
Since overall average access time is taken as the performance metric in this paper, 

the determination of the values of these cutting points has to be under the goal of mini-
mizing overall average access time. This procedure is called inter-network data alloca-
tion, and the flowchart of inter-network data allocation is shown in Fig. 2. 

Each subnetwork is assigned some data items after inter-network data allocation. 
Then, for each subnetwork, we should determine how to broadcast the assigned data 
items by all broadcast channels of this subnetwork. That is, to generate a broadcast pro-
gram for each subnetwork. Such procedure is called intra-network data allocation. For-
tunately, the problem of intra-network data allocation is equivalent to the problem of 
broadcast program generation in a single-system network with multiple broadcast chan-
nels which has been widely studied in many prior studies [5, 21, 22]. Hence, we will fo-
cus on inter-network data allocation in the rest of this paper and employ one prior broad-
cast program generation algorithm in a single-system network with multiple broadcast 
channels to deal with intra-network data allocation for each subnetwork. 

As a consequence, the problem of broadcast program generation on heterogeneous 
overlayed wireless networks can be formulated as follows. 
 



JIUN-LONG HUANG AND JUI-NAN LIN 

 

824 

 

 
Fig. 2. Flowchart of inter-network data allocation. 

 
Definition 2  Given a multi-system heterogeneous wireless network N = {N1, N2, …, 
N|N|}, the number of allocated channels Ci in each subnetwork Ni, the number of data 
items, and the access probabilities and sizes of all data items, for each subnetwork Ni, we 
shall determine: 
 
1. which data items will be broadcast in subnetwork Ni (i.e., a proper cutting configura-

tion), and 
2. how these data items are broadcast in subnetwork Ni (i.e., one proper broadcast pro-

gram for each subnetwork). 
 
2.3 A Brute Force Algorithm for Optimal Solutions 

 
Since the process in intra-network data allocation is equivalent to generating broad-

cast programs in a single-system network, we first select a broadcast program generation 
algorithm for a single-system network, and such algorithm is referred to as algorithm 
BPG-Single for ease of presentation. Note that algorithm BPG-Single can be any broad-
cast program generation algorithm (e.g., algorithm VFK [5]) as long as it can generate 
broadcast programs for multiple broadcast channels in a single-system network. 

We here design a brute force algorithm, named algorithm Brute-Force, to obtain op-
timal solutions by evaluating all possible cutting configurations and selecting the best 
cutting configuration and the corresponding broadcast programs for all subnetworks (i.e., 
with the smallest overall average access time) as the result. When evaluating one cutting 
configuration, we should generate one broadcast program for each subnetwork by exe-
cuting algorithm BPG-Single once so that the average access time of the subnetwork is 
minimized. Then, the overall average access time of the whole multi-system network is 
determined as the weighted summation of the average access time of each subnetwork. 
Suppose that the data access probabilities of all data items observed by subnetwork Nj are  

1
1 2 | |, ,  , .j j j

Dp p pK  The weight of a subnetwork is defined as below.  
 
Definition 3  The weight of subnetwork Nj is defined as the probability that a data  

1 Please refer to Appendix for the method to determine the values of .j
ip
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request is served by subnetwork Nj. Therefore, the weight of subnetwork Nj is equal to  
| |

1 .D j
ii p

=∑  

After all cutting configurations have been evaluated, the best cutting configuration 
(i.e., with the smallest overall average access time) and the corresponding broadcast pro-
grams for all subnetworks are selected as the result of the algorithm. The algorithmic 
form of algorithm Brute-Force is as follows. 
 
Algorithm  Brute-Force 

1: Mark all possible configurations as UNEVALUATED      
2: BEST ← NULL   /* BEST is the configuration of smallest overall average access time 

up-to-now */  
3: while there are some unevaluated cutting configurations do 
4:   Pick one unevaluated cutting configuration, say CURRENT  
5:   for (i = 1 to |N|) do 
6:   Execute algorithm BPG-Single on subnetwork Ni with cutting configuration CURRENT  
7:   end for 
8:   Calculate the overall average access time of CURRENT 
9:   if (the overall average access time of CURRENT is smaller than that of BEST) then  

10:      BEST ← CURRENT 
11:   end if 
12:   Mark CURRENT as EVALUATED      
13: end while      
14: return BEST 

 
Since evaluating all possible cutting configurations, algorithm Brute-Force will 

evaluate O(|D||N|-1) cutting configurations. In each evaluation, algorithm BPG-Single is 
executed |N| times to generate broadcast programs for all subnetworks. Let O(BPGSingle) 
be the time complexity of algorithm BPG-Single. The time complexity of evaluating one 
cutting configuration is |N| × O(BPGSingle). Therefore, the time complexity of algorithm 
Brute-Force is O(|D||N|-1) × |N| × O(BPGSingle) = O(|D||N| × |N|) × O(BPGSingle). 

3. BROADCAST PROGRAM GENERATION ON A MULTI-SYSTEM  
HETEROGENEOUS OVERLAYED WIRELESS NETWORK 

Although being able to obtain the optimal cutting configuration and the corre-
sponding broadcast programs for all subnetworks, the time complexity of algorithm 
Brute-Force is quite high. This result makes algorithm Brute-Force not suitable for prac-
tical use, and hence, motivates us to design a more efficient algorithm, named algorithm 
Layered-Cutting in this section to determine a suboptimal cutting configuration and the 
corresponding broadcast programs for all subnetworks. 

3.1 Overview of Algorithm Layered-Cutting 

Obviously, the reasons that the time complexity of algorithm Brute-Force is so high 
are as follows. 
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1. Algorithm Brute-Force entangles the inter-network and intra-network data allocation 
together. 
Since being executed several times when a cutting configuration is evaluated, algo-
rithm BPG-Single will be executed many times within one execution of algorithm 
Brute-Force. Owing to the fact that broadcast program generation algorithms in a sin-
gle-system network (e.g., algorithm BPG-Single) are usually of high time complexity, 
the time complexity of algorithm Brute-Force is inherently high. 

2. Algorithm Brute-Force searches all possible cutting configurations, and therefore, 
does not scale well. 

 
To address the above two problems, the design rationales of algorithm Layered-  

Cutting are as follows. 
 
1. Reduce the number of times of executing algorithm BPG-Single. That is, to reduce the 

number of times of executions of “the employed broadcast program generation algo-
rithm in a single-system network.” 

2. Reduce the size of search space by searching only the configurations of high prob-
abilities to be the optimal configuration instead of searching all possible cutting con-
figurations. 

 
Basically, algorithm Layered-Cutting is a two-phase algorithm consisting of inter-   

network data allocation phase and intra-network data allocation phase. The objective of 
inter-network data allocation phase is to determine a proper cutting configuration so that 
the overall average access time of the whole multi-system network is minimized. Then, 
in intra-network data allocation phase, algorithm Layered-Cutting will generate one 
broadcast program for each subnetwork according to the resultant cutting configuration. 
Different from algorithm Brute-Force, algorithm Layered-Cutting does not execute algo-
rithm BPG-Single in inter-network data allocation phase, since the goal of inter-network 
data allocation phase is only to generate a proper cutting configuration. In intra-network 
data allocation phase, algorithm Layered-Cutting will execute algorithm BPG-Single 
only |N| times to generate one broadcast program for each subnetwork. In addition, in-
stead of evaluating all possible cutting configuration (algorithm Brute-Force does it), 
algorithm Layered-Cutting only evaluates some cutting configurations with high prob-
ability to be optimal. With the above two characteristics, algorithm Layered-Cutting is 
able to obtain suboptimal cutting configurations efficiently.  

 
3.2 Phase One: Inter-Network Data Allocation Phase 

 
According to rationale one, we should reduce the number of times of executing al-

gorithm BPG-Single. Since the objective of inter-network data allocation phase is only to 
determine a proper cutting configuration to minimize overall average access time, know-
ing the broadcast programs of all subnetworks is not necessary in inter-network data al-
location phase. Therefore, when evaluating a cutting configuration, we use Eqs. (1) and 
(2) to obtain the lower bound of overall average access time of each subnetwork and take 
the weighted summation of these lower bounds as the lower bound of the whole multi-  
system network. Similar to algorithm Brute-Force, the weight of a subnetwork is the 
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probability that a data request is served by the subnetwork. By employing Eqs. (1) and 
(2), algorithm Layered-Cutting can use the lower bounds of the overall average access 
time of cutting configurations as the estimated overall average access time without exe-
cuting algorithm BPG-Single.  

Basically, algorithm Layered-Cutting is an iterative algorithm which merges several 
subnetworks and determines the value of one cutting point in each iteration. The proce-
dure to merge subnetworks is shown in section 3.2.1. Then, the iterative procedure of 
algorithm Layered-Cutting is described in section 3.2.2 while the procedure to determine 
the values of cutting points is given in section 3.2.3. 

3.2.1 Merging subnetworks 

To facilitate the design of algorithm Layered-Cutting, we first consider the effect of 
merging some subnetworks into a logical subnetwork. Suppose that the data access prob-
abilities of all data items observed by the combination of subnetworks N1, N2, …, Nj are  

1~ 1~ 1~ 2
1 2 | |, ,  , .j j j

Dp p pK  We then merge the combination of N1, N2, …, Nj into a logical  
single-system subnetwork, denoted as N1~j, with service area of size Aj and one logical 
broadcast channel of bandwidth B1~j, where B1~j is determined as follows. Consider a 
subnetwork Ni, 1 ≤ i ≤ j, which has Ci broadcast channels and each is of bandwidth Bi. 
The weight of logical subnetwork N1~j is defined as below.  

Definition 4  The weight of logical subnetwork N1~k is defined as the probability that a 
data request is served by one of subnetworks N1, N2, …, N|N|. Therefore, the weight of  
logical subnetwork N1~k is equal to 

| | 1~
1 .D k

ii p
=∑    

 
In addition, the aggregate bandwidth of subnetwork Ni is Ci × Bi. Since the sizes of 

service areas of subnetwork Ni and logical subnetwork N1~j are Ai and Aj, respectively, the 
contribution of subnetwork Ni on bandwidth of logical subnetwork N1~j can be estimated 
by uniformly spreading the bandwidth from service area with size Ai to service area with 
size Aj. Therefore, B1~j is defined as the summation of the contributions of subnetwork N1, 
N2, …, Nj. As a result, B1~j can be formulated as 

 

1
.

j
i

i i
ji

A
C B

A=
× ×∑  

 
Therefore, the lower bound of the overall average access time of subnetwork N1~j  

can be obtained by Eq. (1) with data access probabilities 
1~ 1~ 1~ 2
1 2 | |, ,  , .j j j

Dp p pK  Finally,  
the lower bound of overall average access time of the combination of subnetworks N1, 
N2, …, Nj can be approximated by the lower bound of the overall average access time of 
subnetwork N1~j. 

3.2.2 Layered cutting 

The objective of inter-network data allocation phase is to determine a proper cutting 

2 Please refer to Appendix for the method to determine the values of 1~ j
ip details. 
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configuration (i.e., determine the values of Cut1, Cut2, …, Cut|N|-1) to minimize overall 
average access time of the whole multi-system network. 

Basically, inter-network data allocation phase of algorithm Layered-Cutting is an it-
erative algorithm and determines the value of Cut|N|-j in the jth iteration. In the first itera-
tion, we have a multi-system network with |N| subnetworks. Since subnetwork N|N| is of 
the largest service area, all data requests will be served by the combination of subnet- 
works N1, N2, …, N|N|. Hence, we have 

1~| |N
i ip p=  for each data item Di. We then merge 

subnetworks N1, N2, …, N|N|-1 into logical subnetwork N1~|N|-1 with service area of size 
A|N|-1 and a broadcast channel of bandwidth B1~|N|-1. As a result, determining the value of 
Cut|N|-1 in a multi-system network with |N| subnetworks is transformed into determining 
the value of Cut|N|-1 in a multi-system network with two networks (i.e., logical subnet-
work N1~(j-1) and subnetwork Nj). We then design a heuristic, named procedure Test-and- 
Prune, to determine the value of the cutting point between logical subnetwork N1~(j-1) and 
subnetwork Nj. For ease of presentation, we defer the description of procedure Test- 
and-Prune to section 3.2.3 and assume that value of Cut|N|-1 can be obtained right now.  
We then determine the access probabilities observed by logical subnetwork N1~|N|-1 (i.e.,  

1~| | 1)N
ip −  and by subnetwork N|N| (i.e., | | ).N

ip  After 
1~| | 1 | |and  N N
i ip p−

 have been calculated,   
algorithm Layered-Cutting finishes the first iteration and starts the second iteration.  

In essence, the process of the jth iteration is similar to that of the first iteration. In 
the jth iteration, only subnetworks N1, N2, …, N|N|-j+1 are considered. First, subnetworks 
N1, N2, …, N|N|-j are merged into logical subnetwork N1~|N|-j. The value of Cut|N|-j is then  
determined by procedure Test-and-Prune according to 

1~| | 1N j
ip − +

 which has been deter- 

mined in the (j − 1)th iteration. Finally, the values of 
1~| | | | 1 and  N j N j
i ip p− − +

 are calculated.   
Internetwork data allocation phase of algorithm Layered-Cutting repeats the above steps 
until the value of Cut1 has been determined. That is, after iterating |N| − 1 times, algo-
rithm Layered-Cutting terminates inter-network data allocation phase and steps into in-
tra-network data allocation phase. The algorithmic form of the procedure of inter-net- 
work data allocation phase in algorithm Layered-Cutting is as follows. 

 
Procedure  Inter-Network-Data-Allocation 
1: Reorder all data items according to their 

i

i

p
l  values in descending order  

2: Let 
1~| |N
ip  be pi for each data item Di      

3: for (j = 1 to |N| − 1) do   
4:  Merge subnetworks N1, N2, …, N|N|-j into a logical subnetwork N1~|N|-j        
5:  Employ procedure Test-and-Prune with left = 1 and right = Cut|N|-j+1 to determine  

the value of Cut|N|-j according to 1~| | 1N j
ip − +         

6:  Calculate 
1~| |N j
ip −

 for each data item Di   /* For next iteration */        

7:  Calculate 
| | 1N j
ip − +

 for each data item Di   /* 
| | 1N j
ip − +

 will be used in intra-network  
data allocation phase */      

8: end for 
9: return Cut1, Cut2, …, Cut|N|-1   
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3.2.3 Determining values of cutting points 
 
After describing the process of inter-network data allocation phase in algorithm 

Layered-Cutting, we now describe how to determine the values of cutting points in this 
subsection. Note that the determination method, called procedure Test-and-Prune, is used 
in algorithm Layered-Cutting described in section 3.2.2. 

 
Fig. 3. Layered Cutting in the jth iteration. 

 
We now consider the example of the jth iteration, and the example is shown in Fig. 

3. In the jth iteration, we have to determine the value of Cut|N|-j, where 1 ≤ Cut|N|-j ≤ 
Cut|N|-j+1, so that the overall average access time of logical subnetwork N1~|N|-j and sub-
network N|N|-j+1 is minimized.3 To facilitate the following discussion, when Cut|N|-j is set 
to p, we denote the lower bound of the overall average access time of logical subnetwork 
N1~(|N|-j) obtained by Eq. (1) as LB1~(|N|-j)(p). Also let LB|N|-j+1(p) be the lower bound of 
subnetwork N|N|-j+1 calculated by Eq. (1) or Eq. (2) as LB|N|-j+1(p).4 As mentioned in sec-
tion 3.2.1, the lower bound of overall average access time of the combination of subnet-
works N1, N2, …, Nk can be approximated by the lower bound of the overall average ac-
cess time of subnetwork N1~k. Hence, the overall average access time of logical subnet-
work N1~|N|-j and subnetwork N1~|N|-j+1 when Cut|N|-j = p can be determined as LBCut|N|-j(p) = 
w1~|N|-j(p) × LB1~(|N|-j)(p) + w|N|-j+1(p) × LB|N|-j+1(p), where w1~|N|-j(p) and w|N|-j+1(p) are the 
weights of logical subnetwork N1~|N|-j and subnetwork N|N|-j+1, respectively, when Cut|N|-j = 
p. 

To obtain the optimal value of Cut|N|-j, it is intuitive to scan all possible values of the 
cutting point and to select the best one as the value of Cut|N|-j. However, this method is 
unscalable since the number of data items is usually large. In view of this, we design an 
efficient heuristic, named procedure Test-and-Prune, to determine a proper value of a 
cutting point in a “test-and-prune” manner. For better scalability, the objective of proce-
dure Test-and-Prune is to find a local optimal value, instead of the optimal value, of 
Cut|N|-j. Hence, we have the following definition.  

 
Definition 5  A value of the cutting point, say p, is said local optimal if LBCut|N|-j(p − 1) 
> LBCut|N|-j(p), and LBCut|N|-j(p + 1) > LBCut{|N|-j(p). 
 
3 The value of Cut|N| is defined as |D|. 
4 Eq. (1) is designed for a single-system network with one broadcast channel while Eq. (2) is for a single-sys-  

tem network with multiple broadcast channels. 
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Definition 6  A value of the cutting point, say q, is said to be better than another value 
of the cutting point, say p, if LBCut|N|-j(q) < LBCut|N|-j(p). 
 

The process of procedure Test-and-Prune is as follows. First, variables left and right 
are set, respectively, to the smallest and the largest possible values of Cut|N|-j, and variable  

middle is set to 
  
2 .right left+⎡ ⎤

⎢ ⎥  Procedure Test-and-Prune checks whether setting Cut|N|-j  
to middle is local optimal. If so, procedure Test-and-Prune stops and suggests middle as 
the value of Cut|N|-j. Otherwise, procedure Test-and-Prune checks the superiorities of set-
ting Cut|N|-j to middle − 1, middle and middle + 1. If setting Cut|N|-j to middle − 1 is better 
than setting Cut|N|-j to middle and middle + 1, values from middle to Cut|N|-j+1 are pruned 
and right is set to middle − 1. Otherwise, when setting Cut|N|-j to middle + 1 is better than 
setting Cut|N|-j to middle − 1 and middle, values from 1 to p are pruned and left is set to 
middle + 1. The above procedure repeats until a local optimal value of Cut|N|-j is found. 
The algorithmic form of procedure Test-and-Prune is as follows. 

 
Procedure  Test-and-Prune(min, max) 
Parameters: 
min: the smallest possible value of the cutting point  
max: the largest possible value of the cutting point    

1: left ← min      
2: right ← max      
3: middle ← 

  
2

right left+⎡ ⎤
⎢ ⎥       

4: while (middle is not better than middle − 1 and middle + 1) do   
5:  if (middle − 1 is better than middle and middle + 1) then          
6:   right ← middle − 1        
7:  else   /* middle + 1 is better than middle − 1 and middle */  
8:   middle ← middle + 1        
9: end if 

10:  middle ← 
  
2

right left+⎡ ⎤
⎢ ⎥  

11: end while 
12: return middle 

 
Due to the behavior of procedure Test-and-Prune, the worst case time complexity of 

procedure Test-and-Prune is O(log(right − left − 1)) = O(log(right − left)). Finally, we use 
the following example to illustrate the behavior of procedure Test-and-Prune. 

 
(a)                                      (b) 

 
(c)                                      (d) 
Fig. 4. Procedure Test-and-Prune in the jth iteration. 
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Example 1: Consider the example shown in Fig. 4 (a) that procedure Test-and-Prune is 
invoked to determine the value of Cut|N|-j. Initially, left = 1, right = Cut|N|-j+1, and middle is  
set to 

  
2 .right left+⎡ ⎤

⎢ ⎥  Procedure Test-and-Prune then tests whether setting Cut|N|-j to mid-  
dle is better than setting Cut|N|-j to middle − 1 and middle + 1. Suppose that middle + 1 is 
better than middle. Then, as shown in Fig. 4 (b), values from 1 to middle are pruned. In  
addition, left is set to middle + 1 and middle is set to 

  
2 .right left+⎡ ⎤

⎢ ⎥  
Suppose that in the case shown in Fig. 4 (b), middle − 1 is better than middle and 

middle + 1. Values from middle to right are pruned, and right is set to middle − 1. Then  
middle is set to 

  
2 ,right left+⎡ ⎤

⎢ ⎥  and the status is shown in Fig. 4 (c). In the case shown in  

Fig. 4 (c), suppose that middle is better than middle − 1 and middle + 1. Therefore, as 
shown in Fig. 4 (d), middle is local optimal and is reported as the suggested value of 
Cut|N|-j.                                                                

 
3.3 Phase Two: Intra-Network Data Allocation Phase 

 
The objective of intra-network data allocation phase is to determine the broadcast 

programs of all subnetworks according to the resultant cutting configuration. It is intui-
tive that generating the broadcast program of subnetwork Nj is equivalent to executing  
algorithm BPG-Single on subnetwork Nj with data access probabilities 1 2 | |, ,  , .j j j

Dp p pK   
The algorithmic of intra-network data allocation phase in algorithm Layered-Cutting is as 
follows. 

 
Procedure  Intra-Network-Data-Allocation 
1: for (j = 1 to |N|) do        
2:  Execute algorithm BPG-Single on subnetwork Nj according to 

j
ip  for each data 

item Di to generate the broadcast program of subnetwork Nj   /* The value of 
j

ip  
for each data item Di has already been calculated in procedure Inter-Network-Data-  
Allocation */      

3: end for 
4: return The broadcast programs of all subnetworks    

 
Finally, the process of algorithm Layered-Cutting is to execute the procedures in in-

ter-network data allocation and intra-network data allocation sequentially, and the algo-
rithmic form of algorithm Layered-Cutting is as follows. 

 
Algorithm  Layered-Cutting 
1: Execute procedure Inter-Network-Data Allocation      
2: Execute procedure Intra-Network-Data Allocation      
3: return The broadcast programs of all subnetworks returned by procedure Intra-Net- 

work-Data Allocation   
 

3.4 Time Complexity Analysis 
 
The worst case occurs when |Cuti| = |D| for i = 1, 2, …, |N| − 1. In the worst case, 
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procedure Test-and-Prune will be executed |N| − 1 times with parameters left = 1 and 
right = |D| in inter-network data allocation phase. Since the time complexity of procedure 
Test-and-Prune is O(log|D| − 1) = O(log|D|), the time complexity of inter-network data 
allocation phase is O((|N| − 1)log|D|) = O(|N|log|D|). In intra-network data allocation 
phase, algorithm BPG-Single is executed to generate the broadcast programs of all sub-
networks. Hence, algorithm BPG-Single will be executed |N| times, and the time com-
plexity of intra-network data allocation phase is O(|N|) × O(BPGSingle). Finally, the worst 
case time complexity of algorithm Layered-Cutting can be determined as the the summa-
tion of the time complexities of inter-network and intra-network data allocation phases, 
and is equal to O(|N| × (log |D| + O(BPGSingle))). 

4. PERFORMANCE EVALUATION 

According to the complexity analysis in section 3, algorithm Layered-Cutting is 
more efficient than algorithm Brute-Force at the cost of generating results worse than 
algorithm Brute-Force. Hence, we conduct several experiments to evaluate the perform-
ance of both algorithms and experimental results (including the execution time and the 
quality of results) are shown in the following subsections. 

4.1 Simulation Model 

To evaluation the performance of algorithm Layered-Cutting, we implement both 
algorithm Layered-Cutting and algorithm Brute-Force using C++. Similar to [13], we 
assume that the access probabilities of all data items follow a Zipf distribution with pa-
rameter θ. That is, the data access probability of data item Di is equal to 

1

| | 1
1

( )
.

( )
i

i D
jj

p
θ

θ
=

=
∑

 

The default value of θ is set to be 0.8 with a reference to the analysis of real Web 
traces [23, 24]. Similar to [25], we assume that there are 1,000 data items and the data 
sizes are assumed to follow a normal distribution with mean 1 KBbytes.   

In the model of subnetworks, we assume there are |N| subnetworks in the multi-sys-  
tem heterogeneous overlayed network, and the service provider allocates three channels 
in each subnetwork for broadcasting data items. We also assume that subnetwork |N| is 
able to cover the whole service area of the multi-system network and the rate between the 
sizes of the service areas of subnetwork i and subnetwork i + 1 is equal to 0.8. That is,  

1
0.8i

i

A
A+

=  for all 1 ≤ i ≤ |N| − 1. In addition, the ratio between the bandwidth of one  

broadcast channel in subnetwork i and that in subnetwork i + 1 is set to 2 (i.e., 
1

2),i

i

B
B +

=   

and B|N| is set to 10Kbytes [25]. We use the broadcast program generation algorithm pro-
posed in [20] as algorithm BPG-Single. That is, the algorithm proposed in [20] is used to 
generate broadcast programs for all subnetworks in intra-network data allocation phase. 
For better readability, the default values of system parameters are listed in Table 2. 
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Table 2. System parameters. 

Parameter Default value 
Number of subnetworks (|N|) 5 
Number of broadcast channels in subnetwork Ni(Ci) 3 
Number of data items(|D|) 1000 
Distribution of data item size (si) normal with mean 1 KBytes 
Distribution of data access probabilities (pi) Zipf with θ = 0.8 
Broadcast program generation for each subnetwork  
(algorithm BPG-Single) 

The algorithm proposed in [20] 

      
Number of Subnetworks                            Number of Subnetworks 

(a) Average access time.                           (b) Execution time. 
Fig. 5. Impact of the number of subnetworks. 

 
4.2 Impact of Number of Subnetworks 
 

Fig. 5 shows the quality of solutions and execution time of algorithm Brute-Force 
and algorithm Layered-Cutting with the number of subnetworks varied. In this experiment, 
the number of subnetworks is setting from two to six. It is intuitive that increasing the 
number of subnetworks will decrease the average access time of the resultant broadcast 
programs since the total bandwidth of the multi-network system increases. Owing to the 
reason that networks with higher bandwidth usually cover smaller service area that those 
with lower bandwidth, the decrement of average access time decreases as the number of 
subnetworks increases. In this subsection, we only execute algorithm Brute-Force in the 
cases with two and three subnetworks because the execution time of algorithm Brute-  
Force in the case with four subnetworks is too longer (beyond one hour). 

As observed in Fig. 5 (b), algorithm Brute-Force does not scale well. Such result 
conforms to the time complexity analysis in section 2.3. On the other hand, as shown in 
Figs. 5 (a) and (b), algorithm Layered-Cutting is able to obtain solutions close to optimal 
ones quickly. In this experiment, the degradation of solutions of algorithm Layered-Cut-   
ting over solutions of algorithm Brute-Force is smaller than 6%, and algorithm Layered-  
Cutting can terminate within one second. Such result also conforms to the time complex-
ity of algorithm Layered-Cutting shown in section 3.4, and shows the advantage of algo-
rithm Layered-Cutting. 



JIUN-LONG HUANG AND JUI-NAN LIN 

 

834 

 

     
Number of Data Items                             Number of Data Items 

(a) Average access time.                        (b) Execution time. 
Fig. 6. Impact of the number of data items. 

 
4.3 Impact of Number of Data Items 

 
This experiment investigates the impact of the number of data items by setting the 

number of data items from 250 to 1250. The quality of resultant broadcast programs of 
algorithm Brute-Force and algorithm Layered-Cutting is shown in Fig. 6 (a). As observed, 
the solutions generated by algorithm Layered-Cutting is much close to those generated 
by algorithm Brute-Force (i.e., optimal solutions) even the number of data items is set to 
1250. In this experiment, the degradation of solutions of algorithm Layered-Cutting over 
solutions of algorithm Brute-Force is smaller than 4%. 

Fig. 6 (b) shows the execution time of both algorithms with the number of data 
items varied. It is intuitive that the execution time increases as the number of data items 
increases. According to the analysis in section 2.3, the time complexity of algorithm 
Brute-Force is much sensitive on the number of data items than algorithm Layered-  
Cutting. Such analytical result can be observed in Fig. 6 (b). The execution time of algo-
rithm Brute-Force increases drastically as the number of data items increases. Under the 
same case, the execution time of algorithm Layered-Cutting only increases smoothly and 
can be terminated within one second. This result shows that algorithm Layered-Cutting is 
much scalable than algorithm Brute-Force. 

 
4.4 Impact of Skewness of Data Access Probabilities 

 
We now measure the impact of skewness of data access probabilities on the quality 

of resultant broadcast programs and execution time of both algorithms. The value of θ is 
set from zero to 1.25. Note that θ = 0 indicates that the data access probability of each 
data item is equal. As shown in Fig. 7 (a), the average access time of the resultant broad-
cast programs of both algorithms greatly decreases as the value of θ increases. It is be-
cause when data access probabilities are highly skewed, several data items are requested 
frequently. Therefore, one transmission of one hot data item is of high probability to 
serve more data requests, thereby reducing overall average access time. In this experi-
ment, the degradation of solutions of algorithm Layered-Cutting over solutions of algo-
rithm Brute-Force is around 3%. As observed in Fig. 7 (b), the change of skewness of 
access probabilities only slightly affects the execution time of both algorithms. 
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Zipf Parameter                                 Zipf Parameter 

(a) Average access time.                        (b) Execution time. 
Fig. 7. Impact of skewness of data access probabilities. 

     
Service Area Ratio                              Service Area Ratio 

(a) Average access time.                        (b) Execution time. 
Fig. 8. Impact of service area ratio. 

 
4.5 Impact of Service Area Ratio 
 

Fig. 8 shows the quality of the resultant broadcast programs and execution time of 
both algorithms with service area ratio varied. As observed in Fig. 8 (b), the change of 
skewness of access probabilities only slightly affects the execution time of both algo-
rithms. Considering Fig. 8 (a), it is obvious that increasing service area ratio will de-
crease overall average access time since subnetworks of higher bandwidth can cover lar-
ger service area and serve more data requests when service area ratio becomes large. We 
also observe from Fig. 8 (a) that the degradation of solutions of algorithm Layered-  
Cutting over solutions of algorithm Brute-Force increases from 0.2% to 8.3% as service 
area ratio increases from 0.5 to 0.9. It is due to the fact that algorithm Layered-Cutting is 
greedy-based and may miss some solutions with higher quality, and such effect becomes 
significant in the cases with large service area ratio. Fortunately, the quality of broadcast 
programs of algorithm Layered-Cutting is still close to those of algorithm Brute-Force 
even when service area ratio is set to 0.9. In addition, since being more faster than algo-
rithm Brute-Force, algorithm Layered-Cutting is more suitable for practical use than al-
gorithm Brute-Force. 
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5. CONCLUSION AND FUTURE WORK 

A multi-system network consisting of multiple subnetworks is deemed to be able to 
provide better services by combining the relative merits of heterogeneous communica-
tion technologies. In addition, data broadcast is a promising technique to develop high 
scalability and energy-conserved mobile information systems. In this paper, we em-
ployed data broadcast in a multi-system heterogeneous overlayed wireless network and 
proposed a two-phase algorithm, named algorithm Layered-Cutting, to address the prob-
lem of broadcast program generation in a multi-system heterogeneous overlayed wireless 
networks. The experimental results showed that algorithm Layered-Cutting is able to 
efficiently generate broadcast programs of high quality for a multi-system heterogeneous 
overlayed wireless network. 

Our future work is as follows. Since in practice, the service area of one subnetwork 
usually only partially overlap with that of another, we will consider in the future these 
cases and try to extend algorithm Layered-Cutting for such environments. One possible  
approach is to extend the formulae of 

1~ and  j j
i ip p  to measure the load of each subnet-

work where subnetworks may partially overlap one another. By applying the revised for-
mulae, algorithm Layered-Cutting can directly solve the problem of broadcast program 
generation. Moreover, we will also try to develop a dedicated broadcast program genera-
tion algorithm for such environments. In addition, we will also take users’ preferences on 
choosing subnetworks into consideration to make our algorithm more practicable. 

APPENDIX 

Determining the Values of j
ip and 1~ j

ip  
Consider the case that the whole multi-system network receives f data requests and 

these data requests are assumed to be located in the service area of the whole multi-sys-   
tem network uniformly. We can expect there are pi × f data requests for Di. Let f 

k
i and fi

1~k 
be the numbers of data requests for Di served by subnetwork Nk and by logical subnet-
work N1~|k|, respectively. Initially, the values of all cutting points are undetermined. Since 
all requests of all data items must be served by the logical subnetwork N1~|N|, we have  

1~| | .N
i ip p=  

Consider the case that the value of Cut|N|-1 has been determined. The whole system 
can be viewed as logical subnetwork N1~|N|-1 and subnetwork N|N|. For a data request for 
Di, the data request will be served by the logic subnetwork N1~|N|-1 only when when (1) 1 
≤ i ≤ Cut|N|-1 and (2) the user issuing this request is located in the service area of the logi-
cal subnetwork N1~|N|-1. Therefore, all data requests for Di, i > Cut|N|-1, are served by sub-
network N|N|. Suppose that all data requests are uniformly spread in the service area of the  

multi-system network (i.e., the service area of subnetwork N|N|). Then, | | 1

| |

N

N

A
A

−
 data re- 

quests for Di, 1 ≤ i ≤ Cut|N|-1 are served by logical subnetwork N1~|N|-1 and the rest data 
requests are served by subnetwork N|N|. As a consequence, we have 
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| | 1
| | 1| |

| |
1 , if 1

,

, otherwise

N
i NN

i N

i

A
p f i Cut

f A

p f

−
−

⎧⎛ ⎞
− × × ≤ ≤⎪⎜ ⎟⎜ ⎟= ⎨⎝ ⎠

⎪
×⎩

 and 

| | 1
1~ 1 | | 1

| |
, if 1

.

0, otherwise

N
N i N

i N

A
p f i Cut

f A
−

− −

⎧⎛ ⎞
× × ≤ ≤⎪⎜ ⎟⎜ ⎟= ⎨⎝ ⎠

⎪
⎩

 

By the definitions of 1~ and  ,j j
i ip p we have 

| |
| |

| | | |
1

,
N

N i
i D N

mm

f
p

f
=

=
∑

 and 

1~| | 1
1~| | 1

| | 1~| | 1
1

.
N

N i
i D N

mm

f
p

f

−
−

−
=

=
∑

 

Therefore, after the value of Cut|N|-1 has been determined, | | 1~| | 1 | |, ,N N N
i i if f p−

 and  
1~| | 1N
ip −

 can be obtained accordingly. 
Now, consider the case of determining Cutj. According to the process of algorithm 

Layered-Cutting, when determining Cutj, the server have already determined the values   
of Cutj+1, …, Cut|N|-1 and the values of 

1~ 1,j
if

+
 1 ≤ i ≤ Cutj+1. Similarly, 

1

j

j

A
A +

 data re-   

quests from 
1~ 1,j
if

+
 1 ≤ i ≤ Cutj, are served by logical subnetwork N1~j and the rest data 

requests are served by subnetwork Nj+1. As a consequence, we have 

1~ 1
1

1

1~ 1

1 , if 1
,

, otherwise

j j
i jj

ji

j
i

A
f i Cut

Af

f

+
+

+

+

⎧⎛ ⎞
− × ≤ ≤⎪⎜ ⎟⎪⎜ ⎟= ⎨⎝ ⎠

⎪
⎪⎩

 and 

1~ 1
1~

1
, if 1

.

0, otherwise

j j
i jj

i j

A
f i Cut

f A
+

+

⎧⎛ ⎞
× ≤ ≤⎪⎜ ⎟⎜ ⎟= ⎨⎝ ⎠

⎪
⎩

 

By the definitions of 1~ and  ,j j
i ip p we have 

1
1

| | 1
1

,
j

j i
i D j

mm

f
p
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+
+

+
=

=
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 and 
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1~
1~

| | 1~
1

.
j

j i
i D j

mm

f
p

f
=

=
∑

 

With the above results, the values of 
1~ and  j j

i ip p  can be calculated recursively. 
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