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A Global Optimization Algorithm for Mixed Integer Polynomial Programming 

Problems by Piecewise Linearization Techniques 
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Abstract 

    Many management optimization problems can be formulated as a mixed integer 

polynomial programming (PP) problems. This project proposes a new method to solve 

a PP problem in which the objective function and the constraints contain product 

terms with exponents and decision variables could be continuous or integral. A linear 

programming relaxation is derived for the problem base on piecewise linearization 

techniques by first convert a polynomial term into the sum of absolute terms which 

are then linearized by goal programming techniques. A PP program is finally 

transformed into a linear mixed 0-1 program. The proposed method could reach a 

solution closing to a global optimum. The steps of solving PP problems are as 



follows: 

 

(1) Express a piecewise linear function by a series of absolute terms. Classifying the 

patterns of the line segments on the piecewise functions. 

(2) Solve the optimization problem with various types of piecewise linear functions. 

(3) Convert a PP problem into a separable programming problem. The converted 

separable program is then transformed as the optimization problem with piecewise 

linear functions. 

(4) Solve the transformed piecewise linear programs to obtain approximately global 

optima. 

(5) Some examples will be tested to compare the computational efficiency between 

proposed algorithm and current PP methods. 

 

Keywords� Polynomial Goal Programming, Mixed Integer Programming, Separable 

Programming, Piecewise Linear Function 

 

¥2¦§�Q:�

     Signomial programming (SP) problems occur frequently in engineering design 

and management. Currently there are three approaches for solving a SP problem: 1. 

Geometric Programming (Beightler, 1976); 2. Reformulation Linearization Technique 

(Sherali and Tuncbilek, 1998); and 3. Multilevel Single Linkage Technique (Rinnooy 

and Timmer, 1987). A shortcoming of the first approach is that it can only find a local 

optimum for a program with high degree of difficulty. The inadequacy of the second 

approach is that it can only treat a SP problem where all exponent values of variables 

should be integral. While approach three often requires to solve a huge amount of 

nonlinear programs based on various starting points. In addition, these three 

approaches can only handle SP problems containing continuous variables. This study 

proposes an approximate algorithm to solve a mixed integer signomial program. 

Follows are the advantages of the proposed algorithm, compared with above three 

approaches: 1. It will converge to a solution as close as desired to a global optimum; 2. 

It can treat a SP problem where the exponents of variables could be real values; 3. It 

can solve a mixed integer SP problem as well as a SP program with continuous 

variables. 
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    This paper proposes an algorithm for solving mixed integer signomial program 

to find a solution closing to a global optimum. The proposed method first 

approximately converts a signomial term into the sum of absolute terms. These 



absolute terms are then linearized by employing the goal programming techniques. A 

mixed integer signomial program is finally transformed into a linear mixed 0-1 

program solvable for finding a solution closing to global optimum. However, the 

accuracy of the above linearization procedure largely depends upon choosing proper 

break points for each variable. As the number of break points in a convex function (or 

a concave function) is increased, the number of deviational variables (or 0-1 variables) 

in approximating program also increased. There may have several ways for generating 

the break points in the linearization procedure, thereby tightening its representation at 

the expense of an increase in variable size. This poses a question of compromise that 

needs to be resolved. This issue is open to investigation. Here we present the basic 

machinery and techniques for solving a mixed integer signomial program. Further 

investigation necessary to understand of how best to utilizing this approach. 
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