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The integration of mobile communication and distributed computing provides
anytime, anywhere (ubiquitous) computing services. The integrated system is referred to
as the mobile computing system. Mobile computing can be viewed from two aspects.
From the view point of telecommunication, distributed computing provides intelligence
so that mobile computing networks can offer advanced communication services. From
the view point of computing, mobile communication significantly extends the flexability
of the end terminals of a distributed computing system.

Generally, a mobile computing system consists of four layers including the radio
system, the backbone network, the system software, the applications. According to the
layer structure, we propose four sub-projects to study the mobile computing issues.

(1) Roaming management for circuit switching
(2) Roaming management for packet switching

(3) Multi-channel handoff of a two-tier mobile communication gateway



(4) Mobile [P-based Multicast Services
The objectve of this project 1s to develop a prototype of a mobile computing system.

We will propose some algorithms to improve the performance of the existing wireless
systems.
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The leader of the integrated and plan 3: Professor Rong-Jaye Chen

Rong-Jaye Chen recerved the Ph.D. degree from University of Wisconsin . His
research interests include algorithm design, theory of computation, DNA computing,
Interconnection network, mobile computing, network optimization, combinational
optimization. He 1s now a professor in the Department of Computer Science and
Engineering in Chiao-Tung University.

The leader of plan 1: Professor Chu-Sing Yang

Chu-Sing Yang recerved the Ph.D. degree in Electrical Engineering from
Cheng-Kung University, in 1987. His research mterests include Paralle]l Compiler,



Computer Architecture, Distributed System, Fault-Tolerant Computing and Web Server
Design. He is now the chairman of the Department of Computer Science and Engineering
in Cheng-Kung University.

The leader of plan 2: Professor Cluen-Chiao Tseng

Chien-Chiao Tseng received the Ph.D. degree in Computer Science from Southern
Methodist University , in 1989. His research interests include Mobile Computing,
Computer Architecture, Distributed Systems. He 1s now a professor in the Department of
Computer Science and Engineering in Chiao-Tung University.

The leader of plan 4: Professor Rong-Hong Jan
Rong-Hong Jan recerved the B.S. and M.S. degrees in Industrial Engineering, and
the Ph.D. degree in Computer Science from National Tsing Hua University, Taiwan, in

1979, 1983, and 19877, respectvely. His research interests include computer networks ,
distnibuted systems, network reliability , and operations research.
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GSM database failure restoration drocedure that reduces the number of lost :
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information ‘to ‘sdeedud ‘the ‘recovery drocedured :
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H (mobile computing) 3R - £ATEHE
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(roaming management) [1,2,3,4 > g#)
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I-TCP %;,5& O PR X BAT B3t IR 3R
b 3B R R A5 s 8y wavelan BE#y£2 X,

¥ mter-subnet handoff % 3% a9 42 & R 24 >
FEAT P 223X B9 AT B 3T SL3R 3 AR AR 2~ A
oo B — @ HITE TR X4 R EM
BB A o 3L BLZE AR B T AT M RORRE o
R EF 0 RATEEE R BT
T EIRIE 0 3 LASLIR B R o e TCP ~

IP Fv & k4 4 8 (data-link layer ) #4783t
BB P HITHER B AR ZITEM
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B
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Abstract

Along with the development of portable
communication technologies, intemetworking
has been extended to a mobile computing
environment. A mobile  host might thus
retain 1ts connections to Intermet while m the
course of its migration. Since the mobile host
can migrate everywhere. It is thus necessary
to provide an efficient roaming manage ment
for mobile hosts.

In this year, we have integrated I-TCP

11

package into the mobile computing
environment we’ve setup. And test the
supponts and efficlency of modified AT&T
wavelan driver on inter-subnet handoff. By
means of creating a more stable and efficient
moblle computing environment. We also
provide a simulation model to evaluate
feasibility and performance of hierarchical
routing and registration architecture.

In this project, we truly setup a mobile
computing environment to support host
mobility. Based on the environment, we
mprove TCP, [P and data-link layer
performance to adapt to demands of high user
mobility in the future.

Keywords : mobile computing, roaming
management, Mobile-IP, hierarchical
routing and registration
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There tare ‘two ‘major ‘technologies ‘in ‘the ‘personal :communication :service ‘ERCS). :
HighStier PCS sSstems ‘cover :large ‘continous :ares -:and :support users moving :at high:
speed. LowStier PCS s§Sstems tover small Sontal areas and support users moving at Jow -
speed. In this paper, fobi 1 twoStier gatewaSs BHTIGs) are proposed to énable lowStier :
handsets to uise highStier service 80 that lowStier wisers ¢an also be served when theS:
move at high speed. The roaming management protocols bor MTIGs and lowStier handsets :
have been developed. The lowStier HLR database has been fodibied to support ébbicient :
registration and location tracbing. computer simulations were used to evaluate ‘the:
perbormance 6b MTTGs. The simulation fesults indicate that lowStier handsets on MTIGs
ebperience slight1S higher blocbing probabi 11 tS and borced termination probabi l1tS:
than highStier handsets. This is because each MTIG aggregates a number ob JowStier -
handsets and thus the calls brom the lowStier handsets are move 1ibelS to be blocbed -
or borced ‘to ‘terminate. :

LI
The demand bor wireless telephonS has been steadi 1S growing worldwide. The range ob:

personal communication service has also increased to provide hot onlS voice service :
but also data service. It refpires an éverSincreasing bunctionalitS tofeet the range :
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ob the service and the boreseen wide population ébwsers éb the personal ¢ommunication :
services BRCS). The altimate goal 6b the PCS is to énable communication with an oiser :
using ‘a hanset ‘at :anS ‘time, ‘at ‘anS Pplace ‘and ‘in ‘anS borm. :

PCS 8Sstems €an be divided into highStier Eellular) sSstems and lowStier Bgordless) :
sSstems depending on the technologies uised. The base stations BESs) ob the highStier :
BHT) PCS §Sstems or ¢ellular §Sstems, $uch as FMPS and GSM, wse high fadio transmitting :
power Wwith ‘antennas mounted on ‘tall ‘towers ‘to ‘cover :a ‘large ‘area ‘and ‘support wuser :
to speed bp to 250 bm/hr. On the dther hand, the ¥Bs ob the lowStier EET) PCS 5Sstems :
or cordless sSstems, such as DECT, P/ES, and CT2, use low radio transmitting power :
to ‘cover ‘a ‘small ‘area ‘and ‘support users moving ‘at :low speed Eess ‘than 50 bm/hr). :
FHHT PCS is costSebbective bor asers roaming at high speed because the toverage area :
is ‘large ‘and ‘continuous. STLT PCS s ‘costSebbective bor high densitS ‘environments :
such :as ‘metropolitan :areas ‘and -urban ‘residential ‘areas ‘where ‘more :communication -
channels ‘are refpired. :

The integration 6bmultiStier PCS §Sstems has been proposed recent1S. The fotivation -
to ‘integrate HT :and LT PCS sSstems ‘is ‘to provide ‘the :advantages ob both sSstems. :
Depending on the networb and ‘the radio technologies, Lin classibied multiStier PCS:
sSstems into three groups as bollow: SRSN B§imi lar radio technologS, same networb :
technologS), DRSN ®dibberent radio ‘technologS, ‘same ‘networb ‘technologS) ‘and DRIN :
Bibberent radio ‘technologS, dibberent networb ‘technologS). Increasing ‘capacitS, :
improving circuit ¥palitS, and supporting high user speed are the fajor advantages :
ob §Sstem integration. Fbamples 6b §Sstem integration include ¥MPSSP/ES and GSMSPSES :
developed in ¥gllcore, and GSMSDECT in Europe. On the éther hand, the buture PCS énder :
development ‘will ‘encompass ‘in ‘an ‘uni/pe ‘standard :the ‘dibberent :technologies :ob :
cordless ‘and cellular mobile networbs. :

FiitwoStier ‘gatewaS B¥TG) s ‘a ‘communication ‘gatewaS between ‘a LT handset BHS) ‘and :
a HT PCS networb, so:that LT HSs «can wuse ‘the HT service ‘through :a TTG when ‘the LT:
service is unavailable. ¥TIG can be installed in @a public vehicle where the LT PCS:
is usuallS unavailable because ‘the vehicel moves ‘at high speed. ¥ ‘a result, ‘the :
gatewas is mobi le as the vehiclemovesN the TIGs will be feberred to as robi le twoStier :
gatewaSs BTIGs). Mnlibe the multiStier PCS where dualSmode HSs are efpired to access :
multiStier service, ‘a LT HS ‘can ‘access both LT and HT :sSstem services ‘through ‘the :
MTIGs in éur proposed 5Sstem. ¥1PCS 5Sstem consists &b a group é6b base stations Efs) :
interconnected bS a wireline networb. The Service arca ob a ¥ is reberred to as a :
cell. The ¥Bs serve the calls to and brom the HSs in the tells via radio linbs. One:
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or fore cells are grouped into a registration area. The ¥8s ob a registration area :
are ‘connected ‘to ‘a mobile switching center BSC) which is ‘a ‘central ‘coordinating :
element providing ‘the «call processing bor ‘all ‘the HSs within ‘the service -area. :

The fnobi 11 tS fnanager emploSs a twoSlevel hierarchical strategS, which maintains two :
databases to bacilitate the roaming fanagement: visitor location register E¥IR) and :
home ‘location register BJLR). One or more MSCs are connected to a NLR. Nor each HS :
entering its registration area, the NLR beep a record containing inbormation on its:
location ‘and service data. In :addition, :each HS has :a corresponding HLR. Nor each:
HS, ‘the HLR maintains ‘a pointer pointing ‘to ‘the NLR where ‘the HS ‘resides ‘in. Nhen:
a user subscribes the service db a PCS 8Sstem, a record b uiser inbormation is treated :
in the HLR. Nhen a HS moves into a new registration areca, the Jocation inbormation -
ob the HS will be updated. That is, when the user visits a‘location area other than:
the home ‘location ‘area, ‘a ‘temporarS record bor ‘the PCS wuser s «created ‘in ‘the NLR:
and used bor handling ob calls to or brom user. Nhen a call arrives bor the HS, the:
HLR ‘and ‘the NLR ‘are wused ‘to ‘locate ‘the HS. :

TERE

MTIGs have been proposed to enable the LT users to aser PCS 1in highSspeed mobilitS. :
The MTIGs are bunctioned as gatewaSs between the LT HSs and the HT PCs sSstem. The :
MTIGs tan be installed in public transportation vehicles where the LT PCS is nisuallS -
unavailable : due : to - high ‘moving : speed. : In - addition, - the : integrated : sSstem*
architechture and mobi 11 tS management protocols bor MTIG users have been presented :
in this paper. The MTIGs ¢an be installed bS PCS §Sstem providersN theS are transparent -
to ‘the PCS wsers. -

Computer simulations were used to evaluate the sSstem perbormance. The Simulation -
results :shows ‘that :the mew ‘call ‘blocbing probabilitS :and :the ‘borced ‘termination :
probabi 11 tS 6b MTTG wsers are higher than those b HTrobi le wsers. The ¢all completion :
probabi 11 tS ob MTIG ‘users ‘1s ‘lower ‘than ‘that :ob ‘mobile ‘users. :In :addition, ‘the:
simulation ‘results ‘also ‘show :the presence ob ‘the MTIGs ‘has onlS :limited ‘ebbect on:
the blocbing probabilitS ob HT mobile users. -

OGESE

Proceedings :ob :the :5" Mobi le :Computing Norbshop :pp. :67S77, National :ChiaoSTung :
NniversitS, Taiwan, March 227525, 1999. :
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All mobile data handsets need to consume battery power. Since battery power is life-hmted and
should be used efficiently, power consumption is an important issue in mobile data handsets design.
This project addresses three mechanisms to reduce battery power consumption for a mobile data
handset. A hardware support is needed to achieve the goal, and will be mentioned at the
beginning of this paper. Some assumptions recquired in the modeling work are also grven.  Then
three wake-up methods are described. Finally, analytical and simulation results are provided with
some useful gudance on designing power-saving mobile data handsets systems.

i

A mobile data handset system canbe generally divided into three units that consume battery power.
They are data receiving, data processing, and user interfuce units as lllustrated m Figure 1. A
data receving umit 1s a fixed-size memory storage cueue for packets recerwed from wireless
networks. A data processing umt is a CPU that processes the recerved data. A user mnterface unit
1s In charge of passing the processed data to mobile users. One approach to reduce power
consumption is to design a mobile data handset that supplies power separately to the three units.
With this design, the data processing and user interface units can be put in the sleep mode whale the
data recerving umit 1s waiting for data from the network. Those two umts will not be woken up
until the data recerving unit recerves an incoming packet. A wake-up action 1s called a swiich-on.
The frequency of switch-on actions performed 1s defined as the swiich-on rate. Once the data
processing and user interface umts are switched on, they work until the memory cueue becomes
empty. Then the umts enter the sleep mode to conserve power. In sleep mode, only the data
receiving umt 1s awake to recerve packets. This handset arclutecture can be viewed as a
single-server queueing system with finite capacity.

0s

Users

User

Interface
Wireless
Networks [ ]ﬁ:[’

Data Data
Receiving Processing
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Figure 1. A mobile data handset system

Immediately waking up the data processing and user interface umits upon receipt of a packet may
cause too many switch-on actions. To avoid this problem, we let the data receving umt to wait
for more packets to amve before waking up the other two umits. To be more specific, a
switch-on action is performed only when there has been a certain amount of packets in the memory
cqueue. However, with the continuous arrval of packets, if we do not reserve enough space for the
incoming packets, there could be some packets dropped. The probability of a dropped packet that
may occur 1s defined as the packei-dropping probabilily. We consider three approaches for the
switch-on mechanism. In the first approach, a threshold value 1s used to indicate whether 1t is
time to switch on the system. As soon as the number of packets receved reaches the threshold,
those two units are woken up to start working. It is important to select the threshold value
propetly, since any threshold value can affect the switch-on rate and packet-dropping probability at
the same time. For convenience, denote the switch-on rate by Rs and packet-dropping probability
by Pd.

In our second mechamnism, the concept of a timer is applied. Every time when the memory queue
becomes empty, the server mmmediately goes for a vacation, and comes back as soon as the
vacation fime period expires. Sooner or later, the server must fimsh its vacation and come back to
work, so eventually all packets will get served within a finite period of time. Here, how long a
vacation should take 1s worth considering, and will be discussed in this paper.

In addition, a hybrid method, combining the strategies of the previous two mechanisms, 1s
proposed as our third mechansm.
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The state transition diagram for the threshold method:

Figure 2. The threshold method

The state transition diagram for the vacation method:

Figure 3. The vacation method

The state transition diagram for the hybnd method:

Figure 4. The hybnd method

How our three mechanisms perform compared with one another 1s shown in the following figures.
When, = 0.76, Figure 5 (a) shows the different switch-on rates of the three methods with the
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same packet-dropping probability. Clearly, the threshold method has the smallest switch-on rate,
while the vacation method claims the highest. Figure 5 (b), however, tells that the vacation
method has the lowest mean packet waiting time. Thus, there is no definite judge ment to evaluate
any method as good orbad. If the system designer cares more about the mean packet waiting time,
the vacation method may be adopted regardless of its ugh switch-on rate. On the contrary, the
threshold method is exercised if the switch-on rate 1s a bigger concern. A moderate alternative 1s
using the hybrid method.
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Figure 5. Comparison of three mechanisms
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With the popularization of the Internet, we need multicast services more and more. On the
other hand, people also desire the computer with high mobility. It 15 an important question to
Iintegrate multicast and mobile system. It has some problems to integrate these two systems i [Pv4.
Many solutions have been proposed to solve this, but there still have some problems with these
solutions. In IPv6, with more elaborate design, 1t 1s easier to combine multicast and mobile system.
Thus research 1s focused on the implementation of integrating the multicast and mobile system.

[LER

Multicasting 1s a technical term that means that you can send a piece of data to multiple sites
at the same time. It conserves the scarce bandwidth. Unfortunately, the majonty of the routers on
the Internet today do not know how to handle multicast packet. For the multicasting e xperiment
some IETF fellow create the MBone. MBone contains islands and tunnels, and it can forward
multicast packet from island to 1sland through the tunnel. The mamn multicast routing protocol on
MBone 1s DVMRP that employs the Reverse Path Multicasting (RPM) algorithm. The main reason
of mcoordination between Mobile-IP and DVMRP 1s that the mobile host retamns its [P address
when 1t stays on the foreign network where the network address 1s different from its home network
address. When the mobile host sends out a multicast packet not in its home network, the DVMRP
router cannot know the packet is ongmmated from the foreign network wvia the packet’s source
address. It will assume the packet is orginated from the source address’s home network and make
an unpredictable decision — the packet may been discarded even though the situation 1s not what we
want.

In [Pv6 environment, the Mobile-IPv6 1s defined more thoughtful. In Mobile-IPv6, the mobile
host must autoconfigure its new address by stateless or stateful mechanism when 1t moves to
foreign networks. No matter what autoconfiguration mechanism is employed, the new IP address 1s
composed of the new network’s address as prefix and the other part as postfix. The mobile host will
use this new IP address as 1ts source address in its outgoing packets. This mechanism will solve the
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problem we describe above, and we implement the mtegration of DVIVIRP and Mobile-IP in IPv6
environment m this research.

VEREIRE -

We have finished Mobile-IPv6 system based on linux environment. The inux kemmel version
that we developed 1s 2.1.50. The mobile host can detect movement via the router’s advertisement
and send binding message as registration. When the home agent recerves the registration, it will
intercept packets designated to the mobile host and relay these packets by tunnel. When the mobile
host recerves the tunnel’s packet, it will send binding update message to the correspondent node.
Ths triggers route optimization on transmission packets from correspondent node to the mobile
host.

On the other hand, we have finished the base DVMRP router in [Pv6 addressing format. Thus
system 1s based on Windows 95 system. The DVMRP router can implement RPM checking,
multicast packet forwarding, routing table maintenance, forwarding cache maintenance, pruning
and grafting multicast tree. All the base functions defined in DVIMRP version 3 [draft] have been
implemented. Now, we devote to integrate and merge these two systems to work well.
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