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Clinic data forms are a kind of document.
But there 1s little research for clinic data
forms. The major reason 1s the
information on the clinic data forms 1s
very complicated. There are Chinese,
English,
symbols. In the category of word, there
are still printed and handwritten words.

There also exists difference between

numerals, graphics, and

printed and painted one in graphics.
which
include ticks, seals, underlines, and so

Symbols are more variant,
on. There are two conditions ,on-line
and off-line, mm the part of character
mput. The most difficult is that the
contents of clinic data forms wntten by
doctors are very cursive writings, and
there 1s no way to recognize the
characters. In the second year of the
project, we finished the off-line English
handwniting recognition and On-line
handwriting recognition to make the
automatic clinic data forms analyzing
easy. As a whole, automatic analysis of
each clinic data 1s not very easy, and to
Integrate it is also a great challenge. The
result of this year include the following
five items:

1 Enhancement and display of form



information

2 Compression and reconstruction of
form information

3 .Form correction

4.off-line English handwniting
recognition (Part 1)

5.0n-line numeral and special-symbol
handwriting recognition
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1 Enhancement and display of form
information

In most filled-in data form images, the
filled-n components mught touch or
break form frames. Sometimes the high
density text components are very similar
to lines. This 1s a big problem for form
recognition. By using the proposed
modified Hough transform and the line
detection algonthm to detect significant
lines, these high density text
components can be ignored. Also, the
transform takes less time. With
significant lines, the proposed form
recognition algorithm can recognze all
kinds of data forms even though a
significant line 1s broken mto several
significant lines. Image skewing may
influence the result of the line detection.
So, other methods for adjusting 1mage
skewing are needed. In our experiment
results, if there 1s a skew angle in an
mput mmage, a false result of form
recognition will occur due to the false
detection of significant lines. When
processing blank form mmages, fields to
be filled 1n are extracted and
relationships among fields are detected.

2.Compression and reconstruction of
form mformation

A modified Hough transform method 1s
proposed, which can detect significant



lines from noisy forms cuuckly. If the
result of recogmtion says that there
exists no blank data form corresponding
to an mput filled-in form in the form
database, the filled-in form 1s converted
into a blank form. The resulting blank
data form 1s analyzed and understood
next. Otherwise, a form registration
method is performed in order to find out
all the handwnitten characters in filled-n
fields. An mterface also i1s provided to
type i the handwntten characters.
Finally, the filled-in form can be
reconstructed and stored in database. At
this moment, digitization,
enhancement, and compression of
filled-in forms are aclieved.

layout

3.Form correction

When processing blank data forms,
frames, prnted characters, and fields to
fill in are extracted and the relationships
among fields are detected. The results
are saved In a form database. A form
fillmg module 1s also developed for
fillimg form by computers convemnently.
For filled-in forms, the furst thing 1s
form recognition. In this study, form
recognition 1s based on the significant
vertical and horizontal lines, instead of
the layout structures of forms. Moreover,
the width and height of forms are also
used for form recognition. A modified
Hough transform method 1s proposed,
which can detect sigmficant lines from
noisy forms quickly. If the result of
recognition says that there exsts no
blank data form cormesponding to an

mput filled-mn form in the form database,
the filled-in form 1s converted into a
blank form. The resulting blank data
form 1s analyzed and understood next.
Otherwise, a form registration method 1s
performed m order to find out all the
handwritten characters in filled-in fields.
An mterface also 1s provided to type in
the handwntten characters. Finally, the
filled-in form can be reconstructed and
stored in database. At this moment,
digitization, layout enhancement, and
compression of filled-n forms are
achieved. Experimental results show the
feasibility and practicability of the
proposed approaches.

4 Off-line English handwriting
recogni-tion (Part 1)

An integration sche me of three matching
methods for recognition of small sets of
handwntten English words 1s proposed.
The first method 1s matching by the
cistance-weighted correlation, which 1s a
measure of the similanty of the relatrve
spatial postions of the stroke skeletons
of two words. The second method 1s
matching by the 1-D Fourler descriptors,
which represent the wvertical projection
lustogram of the word. The last method
1s matching by mesh features, which
represent the local spatial information of
the word. After applying these methods,
three matching measures are obtained
and we combine them together to get a
final measure, and an handwritten
Enghsh word can be recognized
according to the smallest final similarity



measure between the mput word and all
model words. Expenimental results are
shown to prove the feasibility of the
proposed approach.

5.0n-line numeral and special-symbol
handwriting recognition

A stroke-based scheme for recogntion
of on-line numeral and special-symbol
handwnting 1s proposed. The directions
of strokes are used as the major features
of the numerals and special-symbols.
The directions of strokes are first
encoded. Then the codes are matched
with the ones of all the models. The
problem 1s transformed mto a strng
matching
programming 1s used to solve the
problem with high complexity. After the
matching process, some ambiguty still

problem, and dynamic

exists. Some post-process 1s applied and
the automatic learming is used to
dynamically adjust the personal models.
Expenimental results are shown that the
system 1s feasible.

A form document processing system has
been successfully implemented. It
contains four major parts, including
preprocessing, processing of blank form
mmages, processing of filled-in form
mmages, and form filling. Several major
achievements in different phases are
summarized as follows.

1. In the phase of preprocessing,
minimum  outer frame detection,

significant lme detection, and form

recognition have been proposed. These
algonthms are used to recognize an
mput form mmage with noise and are the
kernel of the system.

2. In the phase of processing of blank
form 1mages, prnted characters, and
fields to fill in are extracted. Also, an
interface 1s provided in order to type in
characters,
compress blank form 1mages. This phase

printed reconstruct and
1s the basis of the following phases.

3. In the phase of processing of filled-mn
form 1mages, a form registration
approach has been proposed. Also, an
interface 1s provided in order to type in
handwritten characters, reconstruct and
compress filled-in form 1mmages. Besides,
recovery of blank data forms from
filled-1n data forms is achieved.

4. In the phase of form filling, a form
fillimg module is developed. Users can
fill forms by computers and print or save
the result of form filling.

The experimental results have revealed
the feasibility of the above proposed
algorithms.

A recogmtion system for small sets of
handwntten Enghsh words has been
successfully mmplemented. It 1s based on
the use of some 1image processing
operations, three indrvidual matching
methods, and an integration of these
three matching methods. They are
summarized as follows.

In the phase of image processing, an
threshold

selection using the moment-preserving

approach to  automatic

principle 1s used. Then, the operations,



including word slant  corection,
horizontal position adjustment,
normalization, and thinning, are used to
increase the simulanty of the relatrve
spatial positions of the words.

In the phase of recogmtion, three
matching methods have been proposed.
The first 15 the matching by the DWC.
By using the DWC, a tested word 1s
matched with a model word by
measuring the similarity of the relative
spatial positions of them instead of
counting the overlapping pixels.

The second method 1s the matching by
1-D Fourter descriptors. A word mmage 1s
transformed to 1its wvertical projection
luistogram and represented by 1-D
Fourler descrnptors. Then two words are
matched by computing the distance of
thewr 1-D Fourer descriptors.

The last method 1s the matching by mesh
features. A word 1mage 1s divided into
several uniform grids and the proportion
of the number of black pixels in each
grid with respect to the number of all
black pixels of the whole word 1mage 1s
computed as the grid value. Then two
words are matched by computing the
distance of the grid values.

In the phase of mtegration, these three
matching methods above are integrated
by combining three measures of them to
form a final measure for decision
making.

To sum up, owr expermental results
prove that these three matching methods
have been successfully integrated and
the proposed system 1s feasible and

effectrve.

The on-line mput device for handwntten
numerals and special symbols has been
successfully mmplemented. Directions of
strokes are the major features. They are
simple. So the system 1s fast and the
establishment of the model is easy.
Farther, this propeity makes the
automatic learming feasible. At the same
, this system still has lgh
recognition rate, so 1t is also useful for

time

the users. In the matching phase, elastic
matching is used so wnting difference 1s
tolerant. Our experimental results prove
this.
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