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This study presents two sets of 

translation invariant wavelet transforms 
for coding of arbitrari ly shaped image. 
Each of the sets can be viewed as a 
shape-adaptive discrete wavelet 
transform (SA-DWT) with the properties 
of translation invariant. The merits of the 
proposed transform schemes include as 
follows: 1) they are translation invariant; 
2) no sharp transition appears at image 
edges; 3) the number of pixels maintains 
constant after transformation; 4) the 
correlation of pixels is fully exploited; 
and 5) the properties of self-similarity 
across scales are preserved. Experimental 
results show that the proposed transform 
schemes outperform other object-based 
transforms, including the SA-DWT.  
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In addition to the conventional 

frame-based coding of MPEG-1 and 
MPEG-2 standards, the MPEG-4 video 
algorithm will also support the 
object-based coding within video scenes. 
Several algorithms have focused on the 
object-based coding. Except the 
algorithm in which uses the 
shape-adaptive discrete cosine transform 
(SA-DCT) to decompose an object 
region, the other algorithms are based on 
the discrete wavelet transform (DWT) in 
order to obtain a better transform 
efficiency. Depending on the different 
designs in fi ltering a one-dimensional 
(1-D) odd length segment, we can 

classify DWT-based transformations into 
three groups. 
The algorithms fallen into the first group 
deal with the case of filtering an odd 
length segment by adding some extra 
pixels. These algorithms include object 
wavelet transform (OWT), edge sensitive 
wavelet transform (ESWT) and 
region-based subband transform (RBST). 
OWT adds many extra pixels into 
contour blocks and their neighboring 
blocks for the application of regular 
subband filtering operation. It requires a 
low-pass filter to smooth all of the 
extrapolated regions because 
extrapolating pixels between adjacent 
blocks are generally different. Because a 
long-tap filter affects the coefficients 
outside the region, the coding using 
OWT should always preserve the number 
of transformed coefficients to be more 
than the number of pixels contained in 
the original object region. In this way a 
fattened region is obtained in this scheme. 
The redundancy will lower the coding 
performance. On the other hand, ESWT 
and RBST add only one extra pixel to an 
odd length segment to form an even 
length segment for using regular DWT. 
The extra pixel is well designed so that 
the perfect reconstruction is available, 
even though one of the transformed 
coefficients is discarded to maintain the 
number of samples constant after 
transformation. In other words, ESWT 
and RBST can both achieve the 
requirements of the critical sampling. 
However, the added pixel may lower the 
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correlation of itself and its neighbors, and 
thus reduces the transform efficiency.  

The algorithms fallen into the 
second group deal with the odd length 
filtering by transforming the largest even 
length pixels and a remaining pixel. The 
remaining pixel is not processed by the 
filter bank and is put directly in the 
low-pass subband after having been 
scaled in gain of the low-pass analysis 
filter. Since these algorithms do not 
exploit the correlation of remaining pixel 
and its neighbors, it may lower the 
transform efficiency. The arbitrarily 
shaped wavelet packets (ASWP) is the 
algorithm of this group.  

The algorithms fallen into the third 
group deal with the filtering of an odd 
length segment by applying the transform 
to the segment directly. No extra pixel is 
added and no pixel is remained. These 
algorithms include matching pursuit (MP) 
and shape-adaptive DWT (SA-DWT). 
MP utilizes an exhaustive search among 
the predefined basis pool to find the most 
suitable basis function, and results in 
high computing costs. In contrast to MP, 
the SA-DWT uses only a pair of 
biorthogonal wavelet fi lters and thus has 
less computational complexity. The 
SA-DWT is a generalized DWT. Its 
difference from regular DWT is the 
selection schemes for remaining 
coefficients. We will show this 
difference later. Since the correlation of 
pixels is completely exploited, the 
SA-DWT can obtain a better transform 
efficiency. In addition, the properties of 
self-similarity across scales is preserved. 
However, DWT is not a translation 
invariant transformation, neither is 
SA-DWT. A small shift of an object in 
the space domain may result in dramatic 
change in the transform domain. Thus, it 
is necessary to deal with the problem of 
translation sensitivity of the SA-DWT 
coding.    

In this study, we present two sets of 
translation invariant DWTs (TI-DWTs) 
for coding of arbitrari ly shaped image. 

Each of the sets can be viewed as a 
translation invariant SA-DWT 
(TI-SA-DWT). One set is for odd length 
biorthogonal wavelet filters and the other 
is for even length biorthogonal wavelet 
filters. The proposed transformations are 
the extensions of the transformation 
designed for rectangular image in to an 
arbitrarily shaped image. The symmetric 
extension at image boundaries is used to 
reduce edge effects. Experimental results 
are shown and compared with other 
DWT-based coders published in the 
literature. In addition, the coding results 
of the SA-DCT coder in are also 
displayed for comparison. 
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In this section, some experimental 

results are shown for comparison. The 
first frame of the MISS AMERICA 
sequence and the first frame of the 
AKIYO sequence are used for 
demonstration. Only the luminance 
component of each image is used in our 
experiment. The original format of the 
MISS AMERICA image is in a common 
intermediate format (CIF): 352×288. We 
use a reference block with size 512×512 
to cover the extracted object, i.e. the 
header-and-shoulder image (see Fig. 
1(a)). The total number of pixels in the 
object region is 50,865. The binary alpha 
plane for the object is depicted in Fig. 
1(b). Herein, the white region represents 
the object region while the black region 
is the background. As for the original 
size of the AKIYO image, it is 

486720×  while the reference block size 
for the extracted object (see Fig. 1(c)) is 
1024×1024. There are 128,343 pixels in 
this object region. For these two images, 
each pixel consists of 8 bits. A 
three-stage decomposition is performed 
for each image. The corresponding 
binary alpha plane of the AKIYO image 
after a three-stage decomposition is 
shown in Fig. 1(d). The 9/7 taps filter 
pair is used. All of the experimental 
results are calculated in peak 
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signal-to-noise ratio (PSNR), 

PSNR= )
MSE

255
(log10

2

10
 dB. 

Table I tabulates the results of the 
proposed transform scheme in the 
rate-distortion coding stated in Section 
III. The results of using SA-DWT [13] 
are also shown for comparison. The 
SA-DWT in [13], which uses the 
configuration of ED at all  
decompositions, is a special case in our 
searching space V. In the rate-distortion 
coding, al l the transformed coefficients 
are quantized by the optimal quantizer 

*
q , and then the quantized values are 
arithmetically coded. The MSE is 
calculated from the reconstructed image 
and the original image. From Table III,  
we see that our proposed transform 
scheme, TI-SA-DWT, can gain about 0.1 
dB improvement in the PSNR. This is 
especially obvious for the cases of lower 
bit rates. 

Figure 2 displays the results of the 
proposed transform scheme in zerotree 
coding. To show the transform efficiency 
of the proposed scheme, some other 
object-based transforms are also 
simulated for comparison. These 
transforms include ASWP [7], ESWT [6], 
SA-DCT [21], and SA-DWT [13]. Notice 
that except SA-DCT, all of the 
transforms use the zerotree coding 
algorithm [19] to encode the transformed 
coefficients and the action of sending out 
bits is only necessary for the coefficients 
in the transformed object region (white 
region in Fig. 1(d)). As for SA-DCT, it 
uses the block size 88×  in our 
experiments. The lowest frequency 
coefficient is differentially coded for a 
SA-DCT contour block or a regular DCT 
block, while the other coefficients are run 
length coded. In addition, the informative 
JPEG Huffman lookup tables are used to 
elevate its coding performance.  

The experimental results show that 
the SA-DWT outperforms the other 
object-based approaches over a wide 

range of bit rates. For example, the 
average goes beyond ESWT coding by 
0.66 dB for MISS AMERICA, and 
surpasses SA-DCT coding by 1.7 dB for 
AKIYO. Our proposed scheme promotes 
the performance of SA-DWT further by 
the average about 0.1 dB.  

Note that the coding results shown 
herein do not contain the shape coding. 
In other words, we assume that the shape 
information is known at the receiver or 
decoder side. The shape information can 
be coded by differential chain codes [10].  
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(a) (b) 

 

(c)         (d) 
 

Figure 1 The original arbitrarily shaped images and their own corresponding 

binary alpha plane;  
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(a) 
 

 

(b) 
Figure 2 Comparison of the rate-distortion performance; (a) for MISS AMERICA 

image; (b) for AKIYO image. 
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Table I 

Comparison of experimental results of the SA-DWT in [13] and our 
translation invariant SA-DWT 

 
SA-DWT Translation invariant SA-DWT 

Miss America Akiyo Miss America Akiyo 

Bit rate PSNR Bit rate PSNR Bit rate PSNR Bit rate PSNR 
0.28 34.78 0.29 32.42 0.28 34.87 0.29 32.53 
0.37 36.37 0.31 32.85 0.38 36.43 0.31 32.98 
0.46 37.51 0.48 36.16 0.48 37.65 0.47 36.11 
0.58 38.5 0.52 36.82 0.58 38.54 0.49 36.47 
0.67 38.96 0.61 38.12 0.7 39.15 0.61 38.12 
0.71 39.14 0.7 39.07 0.88 39.98 0.72 39.42 
0.87 39.88 0.8 40.18 0.9 40.09 0.8 40.33 
0.92 40.15 0.89 41.05 1.08 40.91 0.9 41.24 

 

 


