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Abstract—TIn this brief, a high-throughput and low-complexity
fast Fourier transform (FFT) processor for wideband orthogonal
frequency division multiplexing communication systems is pre-
sented. A new indexed-scaling method is proposed to reduce both
the critical-path delay and hardware cost by employing shorter
wordlength. Together with the mixed-radix multipath delay feed-
back structure, the proposed FFT processor can achieve very high
throughput with low hardware cost. From analysis, it is shown
that the proposed indexed-scaling method can save at least 11%
memory utilizations compared to other state-of-the-art scaling
algorithms. Also, a test chip of a 1.2 Gsample/s 2048-point FFT
processor has been designed using UMC 90-nm 1P9M process with
a core area of 0.97 mm?. The signal-to-quantization-noise ratio
(SQNR) performance of this test chip is over 32.7 dB to support
16-QAM modulation and the power consumption is about 117
mW at 300 MHz. Compared to the fixed-point FFT processors,
about 26% area and 28% power can be saved under the same
throughput and SQNR specifications.

Index Terms—Convergent block floating point (CBFP), data
scaling, fast Fourier transform (FFT), indexed-scaling, mixed-
radix multipath delay feedback (MRMDF), orthogonal fre-
quency-division multiplexing (OFDM), wireless personal area
network (WPAN).

I. INTRODUCTION

ECENTLY, researches on gigabit wireless personal area
Rnetwork (WPAN) have attracted great attention due to the
increasing demands on high-speed internet access, multimedia
streaming, and wireless data bus, etc. The IEEE 802.15.3 Task
Group has also been formed to develop a new WPAN solution
providing over 2-Gbps data rate (3 Gbps in optional mode).
Among the transmission technologies, orthogonal frequency di-
vision multiplexing (OFDM) is one of the possible candidates
for gigabit WPAN. It has many advantages such as high band-
width efficiency and excellent multipath immunity compared to
other modulation schemes. However, in a gigabit OFDM-based
WPAN system, the design of fast Fourier transform (FFT) pro-
cessors is challenging due to the coexisting requirements of
high throughput and accuracy. Although long wordlength can
be used in previous high-throughput FFT designs [1]-[3] to
achieve better signal-to-quantization-noise ratio (SQNR), both
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the critical-path delay and hardware cost are increased accord-
ingly. As a result, the overall hardware complexity and power
consumption would be very high for the new gigabit FFT pro-
cessors. Besides, if long-size FFT is chosen for better bandwidth
efficiency, even longer wordlength is needed to maintain the
same SQNR [4].

As described above, it is demanded to design an efficient FFT
processor which satisfies both high throughput and SQNR re-
quirements with shorter wordlength. Among the possible solu-
tions, the scaling-based algorithms have been shown to be ef-
fective in improving SQNR performance for FFT processors
[4]-[8]. However, the dynamic scaling algorithm [4] is proposed
for the single-memory architecture and therefore it is not suit-
able in high-throughput designs. As for the other scaling-based
algorithms [5]—[8], although they can be adopted in the high-
throughput pipelined architectures [1]-[3], the induced over-
head of storage elements is large which lowers the benefits of
wordlength reduction.

In this brief, we propose a new indexed-scaling method
which reduces the required wordlength with low storage over-
head. Thus, the total memory cost is less than the previous
scaling-based algorithms. Besides, the proposed indexed-
scaling method can be easily integrated with the mixed-radix
multipath delay feedback (MRMDF) structure [1] to build a
high-throughput low-complexity FFT processor for gigabit
WPAN applications. Both area and power can be greatly saved
compared to a fixed-point FFT processor.

II. SCALING ALGORITHM

A. Review of Previous Scaling Methods

Because of the addition and subtraction operations in FFT
computations, the wordlength is increased to avoid possible
overflows in a fixed-point FFT design. However, the increased
wordlength has many drawbacks in FFT implementations.
First, a larger memory is required to store the data which
increases both chip area and power consumption. Besides, a
longer wordlength results in worse critical-path timing for the
arithmetic units (especially for the complex multipliers), which
is not preferred in the high-throughput FFT designs.

To solve this problem, many scaling-based algorithms have
been proposed for pipelined FFT processors to scale the data dy-
namically for wordlength reduction [5]-[8]. Unlike the floating-
point arithmetic, the scaling-based algorithms use a shared-ex-
ponent concept to reduce the size of exponent table. The conver-
gent block floating point (CBFP) algorithm [5], [6] employs in-
termediate buffers to store the output data, and thus only one ex-
ponent is required for each buffer group. Unfortunately, the total
size of the intermediate buffers is proportional to the FFT size
which causes a large amount of overhead. Also, an additional
processing latency is introduced by the buffer delay. Compared
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Fig. 1. Data alignment group in a 16-point FFT.

to CBFP, the data scaling algorithm [7] does not need inter-
mediate buffer for exponent sharing. Instead, every data output
in each stage has its own exponent. Since the real and imagi-
nary parts of data share the same tailored exponent (for down
scaling only), the hardware cost is less than the floating-point
arithmetic. Recently, a co-optimization algorithm lying between
CBFP and data scaling algorithm is proposed [8]. With small in-
termediate buffers and fewer exponents, the total size of storage
elements for co-optimization method is less compared to CBFP
and data scaling algorithms.

B. Proposed Indexed-Scaling Method

Although the scaling-based algorithms [5]—[8] can reduce the
required wordlength for pipelined FFT processor effectively, ad-
ditional storage overhead is still large which lowers the original
benefits. Thus, we propose an indexed-scaling method which
uses the inherent FIFO of delay-feedback FFT as intermediate
buffers for exponent alignment. As shown in Fig. 1, the data in
FIFO from both feed-in (FI) and feedback (FB) paths can be
aligned to the same exponent. As a result, no additional buffer
is required as adopted in the CBFP and co-optimization algo-
rithms. Besides, the FIFO wordlength is kept in constant to re-
duce the memory cost. Only the transition indexes and the max-
imum value of data exponents are stored for further scaling
and therefore low hardware overhead is achieved. The opera-
tion flow of the proposed indexed-scaling method is described
in more detail below.

1) Indexed-Scaling Method in I/0 Operation: When I/O op-
eration is performed in an FFT stage, the input data from the pre-
vious FFT stage (feed-in path) are stored in the FIFO while the
pre-stored data in the FIFO are scaled and outputted to the next
FFT stage. As shown in Fig. 2, the FIFO outputs with smaller ex-
ponents are down scaled to the same exponent by the alignment
(ALI) unit which is a variable-bit right shifter with sign-exten-
sion. The proposed scaling flow is shown in Fig. 3. As shown in
Fig. 3(a), the maximum input exponent is updated in the EXP gy
and the indexes for a larger input exponent are stored in IND gy
for future scaling. As for the FIFO output, every output is scaled
to INDyp according to the exponent change indexes EXPpp
as depicted in Fig. 3(b). Since all FIFO outputs are scaled to the
same exponent EXPrp after scaling, the output exponent for
the next FFT stage is set to EXPpp during the whole I/O op-
eration.
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Fig. 2. Block diagram of one FFT stage in I/O operation.
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Fig. 3. Flow diagram of the indexed-scaling method in I/O operation. (a) Ex-
ponent information storage. (b) Scaling operation.

2) Indexed-Scaling Method in BU Operation: After the FIFO
is filled with feed-in data, the butterfly unit (BU) is ready for
FFT computations. As illustrated in Fig. 4, the FIFO output is
aligned to the input exponent (down scaled if necessary) by
the ALI unit for BU processing. The overflow detection and
scaling (ODS) units detect the possible overflow and scale the
data for BU outputs to maintain the same wordlength. If an over-
flow occurs, the output data is scaled to half (one-bit right shift)
and the output exponent is increased by one. In our ODS de-
sign, the output data will always be considered as “overflow”
if its input exponent is smaller than the previous output expo-
nent. In this way, incremental exponents can always be assured
in both feedback and output paths which simplifies the oper-
ation of data alignment. This incremental exponent technique
has been proposed in [7] to reduce the number of stored expo-
nents. The scaling flow diagram is shown in Fig. 5. To store
the information for follow-up scaling, both the maximum value
and the transition indexes of feedback exponents are stored in
EXPrp and INDpgp respectively as illustrated in Fig. 5(a)
which is similar to the feed-in processing in Fig. 3(a). As for
the data-path scaling, the FIFO output data are first scaled to
the same exponent EXP g according to the transition indexes
INDy¢y and then aligned to the stage inputs. Since EXPyy is al-
ways smaller than or equal to the input exponent because of the
incremental exponents, only down scaling is required. After the
BU computation is finished, the overflow detection and scaling
together with exponent generation are performed for feedback
and output path independently. The scheduling of the proposed
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Fig. 5. Flow diagram of the indexed-scaling method in BU operation. (a) Ex-
ponent information storage. (b) Scaling operation.

Fig. 6. Operation of the proposed indexed-scaling method for the entire FFT
computation.

indexed-scaling method in both I/O and BU operations for the
entire FFT stages is summarized in Fig. 6.

III. FFT ARCHITECTURE

The block diagram of the proposed 2048-point indexed-
scaling FFT processor is shown in Fig. 7. To achieve the
high-throughput requirement with low hardware cost, both the
proposed indexed-scaling method and the MRMDF architec-
ture [1] are exploited in this design. As illustrated in Fig. 7, the
2048-point FFT processor is partitioned into four processing
modules using radix-2 2/23 algorithm [9] to reduce the number
of complex multiplications. The scaling controller stores the
scaling information for each module and controls the scaling
operations according to the proposed scaling method. The
detailed description of each module will be given below.

Scaling controller:  The scaling controller is re-
sponsible  for  storing the exponent information
(EXPyr1, EXPrg,INDg;, INDgp), generating the

control signals for each FFT stage, and producing the final
exponent outputs. Since multipath delay feedback structure is
employed in this design, we design a single scaling controller

[ Indexed-Scaling Controller ]—V
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g i g out

Module 3 Module 4 Data
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Fig. 7. Block diagram of the proposed 2048-point FFT processor.
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Fig. 8. Block diagram of Module 1.

generating the same control signals for four paths to reduce the
hardware cost with negligible SQNR loss. Since the data have
the same exponent between each path, it also eliminates the
needs for intra-path data alignment for the last two stages in
Module 4.

Module 1: Module 1 has a four-path radix-22 structure as
shown in Fig. 8. Each path consists of two FIFOs, two BUs,
a trivial multiplier, a complex multiplier, four ODS units, and
an ALI unit. The ODS units perform the overflow detection,
one-bit right shifting, and new exponent generation as described
earlier. As for the data alignment to the same exponent, it is
processed by the ALI unit controlled by the scaling controller.
Note that ALI is not adopted in the first stage because the FFT
inputs are assumed to have a fixed exponent. Theoretically, the
right-shifting range of ALI unit should be increased by one bit
every BU stage to support all possible exponents differences
between BU inputs which causes high complexity. In realistic
FFT computations; however, the required shifting range has an
upper bound which can be determined from simulation. In our
design, the maximum difference between exponents does not
exceed 3 for all stages and thus a simple variable-bit right shifter
supporting 0 to 3 bits with sign-extension is sufficient.

Module 2 and Module 3: The block diagram of Module 2 is il-
lustrated in Fig. 9. In Module 2, radix-2? algorithm is employed
where only two trivial multipliers and one complex multiplier
are required. Since it has similar scaling control to Module 1, the
control path is omitted in this figure. For Module 3, the structure
is almost the same except the FIFO sizes are eight, four, and two
for the three BUs.

Module 4: In Module 4, the first FFT stage is the same as
the previous modules with one-word FIFO. For the final two
FFT stages; however, the four data paths must be merged with
each other as shown in Fig. 10 to complete the FFT computation.
Since the outputs of the first-stage BUs have the same exponent,
overflow-controlled shifters are employed here to replace the
ALI units. All four paths are right-shifted by one bit if any of
them has an overflow. As a result, the inputs of the second-stage
BUs have the same exponent which eliminates the need of data
alignment. Beside, the overflow information is transmitted to
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the scaling controller for generating the final exponent outputs.
The operation of the third-stage BUs is almost the same as that
of the second-stage BUs.

IV. ANALYSIS AND COMPARISON

The SQNR performance of the proposed indexed-scaling
method for 2048-point FFT is shown in Fig. 11. The same
radix-22/23 algorithm is employed in floating/fixed-point FFT
for comparison. As we can see, the performance of the pro-
posed method is close to the upper bound (floating-point) and
over 5-bit wordlength can be saved compared to the fixed-point
arithmetic (incorporating an attenuation factor of 1/2 at each
stage) [10]. Assuming the target implementation loss is less
than 0.2 dB for 16-QAM signals at 17-dB signal-to-noise-ratio
(SNR), a 9-bit wordlength is sufficient in our proposed design.
As for the previous scaling-based algorithms [6]—[8], both the
SQNR and SNR performances are listed in Table I. Although
our proposed method does not have the highest SQNR, the
impact to system SNR is within 0.03 dB which is negligible.

Now we compare the memory costs between the proposed
indexed-scaling method and other scaling-based algorithms
[6]-[8]. Here we take radix-2 single delay feedback (SDF)
FFT processor as our analysis case. The relative cost of each
algorithm for other FFT structures is similar. Assuming the
FFT inputs have W -bit wordlength for real/imaginary part with
a fixed decimal-point. Since the internal wordlength is fixed in
our FFT processor, the memory size of ith-stage FIFO is

Merro, = 2W x N/2°, 1 <i<logy N ()
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Fig. 11.  SQNR performance of the indexed-scaling method (2048-point).

TABLE 1
SQNR AND SNR COMPARISONS (9-BIT WORDLENGTH FOR 2048-POINT FFT)

CBFP [6] Data Scaling [7] Co-Optimization [8] This Work
SQNR 31dB 33.7dB 33.2dB 32.7dB
SNR Loss  0.21 dB 0.12 dB 0.13 dB 0.15 dB

where N is the FFT size. For the feed-in path at stage ¢, up to
1-1 indexes are required to be stored in IND gy and each of them
needs log o N —1 bits for encoding. Thus, the total size of scaling
storage for feed-in path at stage 7 is

Mpr, = (i = 1)(logy N — i) + [logy(i — 1)] + 1,

~

-~

Size of EXPp1
2<i¢<logy N. (2)

Similarly, the scaling storage size for feedback path at stage 7 is

Size of INDpy

MF131 = i(10g2 N — Z) + |_10g2 ’LJ +1,

Size of INDgg

SiZfeofEXPFB
1<i<log, N (3)

where || denotes the floor operator. By summation of (1), (2),
and (3) for all FFT stages, the memory requirement of the pro-
posed indexed-scaling method is listed in Table II. Also, a sum-
mary of the memory costs for other scaling-based algorithms
is given in Table II for comparison. Note that CBFP is not em-
ployed in the first two stages of CBFP FFT to save the inter-
mediate buffers [6] and thus the wordlength of these stages is
increased to prevent overflows. Besides, we assume tailored-
exponents are employed for data scaling and co-optimization
FFTs as described in [8]. D; — 1 is the optimal intermediate
buffer size in the co-optimization algorithm which can be calcu-
lated [8]. From Table II, the memory costs of both scaling over-
head and data FIFOs are plotted with 9-bit input wordlength in
Figs. 12 and 13. We can find that the proposed algorithm has the
minimum memory requirements in both scaling elements and
FIFOs. The total memory cost of the proposed method is only
about 66% of that of CBFP FFT. When compared to the co-op-
timization algorithm, a memory reduction of 11% can still be
achieved by the proposed indexed-scaling algorithm.

V. CHIP IMPLEMENTATION

A test chip of a2048-point indexed-scaling FFT processor has
been implemented using UMC 90 nm 1P9M CMOS technology.
Our target application is a 16-QAM, 1.2 Gsample/s wideband
OFDM system which can provide over 2 Gbps data rate. A 9-bit
wordlength is chosen to meet 32.7 dB SQNR and the core area
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TABLE II
MEMORY REQUIREMENT FOR DIFFERENT SCALING METHODS
CBFP [6] Data Scaling [7] Co-Optimization [8] This Work
Data FIFO (bit) (N-DQ2W +2)+N (N-D2W +2) (N-D2W +2) (N-D2Ww)
. . . (D -DEW +2)
Intermediate N . , N jog, N2
buffer (bit) (T’bgz N+D)(2W +2)+774 0 + Z D, ’1)(214,*“0& fJ+3) 0
Scaling storage ) g N ) log -l ) ZI: ‘(Llog: ij+1)+ Z’: ([tog1|+1)
(bit) N-2 ; F(Uogz IJH) Z‘ 24D (ngz IJH) llilog: N(log, .'\r"—lillogZ N-1)
) 6
60 - of this FFT chip is 0.97 mm? as illustrated in Fig. 14. From
& Proposed Method ] post-layout prime power simulation, it is shown that our FFT
= 50 & Co-optimization [8]
g B Data Scaling [7] processor consumes about 117 mW at 300 MHz. For compar-
M . . . . . 2 3
< 40 || @ CBFP [6] ison, a 2048-point FFT processor with fixed-point radix-22 /2
3 MRMDF structure described in [1] is also implemented under
5 30 100% the same throughput and SQNR specifications. The chip com-
g parison between the proposed indexed-scaling FFT processor
Eo20 r . L P )
g 100% and fixed-point FFT processor is given in Fig. 15. It is clear
5 10 — — B that both area and power can be greatly reduced by the pro-
6.1% 4.5% | 3.4% posed scheme with little scaling overhead. Compared to the
o L34% 2.2% 1.4%
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Fig. 12. Comparison of scaling overhead for different FFT processors.
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Technology 90 nm 1P9M
Supply voltage 1.0 volt
Wordlength 9 bits
Memory size 72x480 bits
Gate count 181K

(excl. memory)

Core area 2
(excl. test module) 0.97 mm
Working frequency 300 MHz
Power consumption 117 mW

Fig. 14. Layout and chip summary of the proposed FFT processor.
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Fig. 15. Chip comparisons between fixed-point and proposed FFT processors.

fixed-point FFT processor, about 26% area and 28% power can
be saved using the proposed indexed-scaling method.

VI. CONCLUSION

In this brief, an indexed-scaling pipelined FFT processor has
been proposed for wideband OFDM applications such as the
next-generation gigabit WPAN systems. With a new indexed-
scaling method and the MRMDF structure, both very-high-
throughput requirement and lower hardware cost can be
achieved. Compared to the previous scaling-based algorithms,
it is shown that at least 11% memory size is reduced. Moreover,
from the post-layout simulation, the proposed FFT processor
can save about 26% chip area and 28% power consumption
under the same throughput and SQNR specifications compared
to conventional high-throughput FFT processors.
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